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Not in crisis…but vibrant in its growing diversity.1(p.49)

In this issue of the South African Journal of Science (SAJS), we 
commemorate international Peer Review Week (21–25 September 
2020). This annual event began informally in September 2015 as a 
partnership between ORCID®, the Open Researcher and Contributor 
ID, and the American Association for the Advancement of Science, the 
publisher of the Science journals. They initiated a powerful international 
conversation encouraging scholars to reflect regularly on the multiple 
features of peer review, to re-assess best practice, to debate strengths 
and weaknesses, and to examine possible enhancements. 

With increased support the following year it was decided to have an 
annual theme which, in 2016, was ‘Recognising peer review’. The 
topic was thus broadened from publications to include other areas of 
academic peer evaluation, like grant and employment applications and 
conference abstracts. In 2017, the week was linked to an international 
congress on ‘Transparency in peer review’, while 2018 concentrated on 
‘Diversity in peer review’, considering situations beyond the Global North 
to include racial and gender diversity. Apparently, this topic was only 
‘Somewhat successful … [and] … remains a challenge’.2 Last year, 
when 29 organisations were involved, the theme was ‘Quality in peer 
review’.3

The year 2020 has been shattering, with the COVID-19 pandemic 
throwing societies and economies, along with the lives of researchers 
and the work of scholarly publishing, into disarray. As we confront 
fake news, a social media frenzy, scientific uncertainty and a crisis in 
academe, the chosen theme for 2020 is appropriately ‘Trust in peer 
review’.4 

The history of peer reviewing in South Africa has been neglected. 
The SAJS began more than a century ago as the Proceedings of the 
South African Association for the Advancement of Science and robust 
discussions after presentations at annual meetings were certainly a form 
of peer appraisal, but there is no clear evidence of when external peer 
review before publication became the Journal’s convention.

Many academics suppose that external peer reviewing is well entrenched 
and has existed in its current form for an extremely long time, but this 
is not so and the analyses of Newman5 and Baldwin6 are informative in 
this regard. The process was haphazard and editorial judgement was the 
norm before peer review established itself in the late 20th century, and it 
evolved only because science funders (generally governments) wanted 
assurance from more than the researchers themselves that a funding 
investment would be scientifically rewarding. Nature began external peer 
review only in 1973 and the majority of science journals did so during 
the 1970s and 1980s; peer review accelerated as ‘publish or perish’ 
became endemic. 

In this issue we present some current concerns around trust and peer 
review. Wolfgang Preiser and Rika Preiser grapple with the underlying 
concept of trust, arguing that COVID-19 may be re-shaping how 
scientific knowledge is verified. Growing numbers of retracted articles 
suggest many shortfalls in peer review and results communicated in 
preprints and the media may be, if not actually incorrect, certainly less 
than thorough. The effect of distrust of the scientific process itself is 
worrying, but the authors conclude that exhaustive peer review is – more 
than ever – absolutely vital to defend reliable science. 

As Editor of the South African Medical Journal, Bridget Farham is in 
the vortex of COVID-19 problems relating to preprints and pressure on 
journals to fast track manuscripts. She provides concrete examples of 
how peer review is the process that most ensures trust, acknowledging 
that – whatever its flaws – it remains the gold standard for publishing 
reliable research results. 

Keyan Tomaselli is also concerned by the numerous retractions of 
premature research that erode trust. In his words: ‘This is not necessarily 
fake science, but potentially good science managed badly.’ However, 
his view is that oversight through South African institutions, such as 
the Academy of Science of South Africa (ASSAf), the National Research 
Foundation (NRF) and the Department of Higher Education and Training, 
ensure high quality by supporting trustworthy peer review. 

In his contribution, Robin Crewe, the Chair of ASSAf’s Committee on 
Scholarly Publishing in South Africa, explains how ASSAf assures the 
quality of South African journals as a whole. Analogous to the peer 
review undertaken by journals of research manuscripts submitted to 
them, the external peer review of groups of journals is entirely novel. In 
this way, trust in the journals themselves is secured by review panels 
that identify flaws and recommend improvements. These reviews add 
a further element of trust in the work of South African academics who 
publish in these journals. ASSAf is also responsible for producing the 
‘Code of Best Practice in Scholarly Journal Publishing, Editing and Peer 
Review’7, a further safeguard against malpractice. 

ASSAf’s role is also highlighted by Johann Tempelhoff who reports 
on a peer review webinar hosted by the Academy on 31 July 2020 
that attracted more than 300 registrants and generated considerable 
discussion. Chaired by Lucienne Abrahams, the presenters included 
Salmina Mokgehle, an Associate Editor Mentee of SAJS. Discussion 
was lively and critical, but as Tempelhoff concludes, the Pandora’s box 
of peer reviewing brings forth more positive than negative results for 
knowledge inquiry, which is not to say that improvements cannot be 
made. 

Steven Johnson follows up on an earlier publication8 in which he 
scrutinised the role of the NRF in the peer-review process. Given that 
the NRF’s academic rating process engages peer reviewers in assessing 
researchers’ CVs, while the h-index is a measure of the productivity and 
citation impact of the publications of researchers, Johnson investigated 
whether the two were satisfactorily aligned for researchers in the 
biological sciences. He concludes that this is the case, lending weight to 
trusting in good peer review at all levels of scholarship. 

Academics and publishers must ensure that trust is not eroded and that 
the process is equitable and fair to everyone involved in order to produce 
reliable evidence-based knowledge. 
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Bill (William Mark) Freund died suddenly in Durban in the early hours of Monday, 17 August 2020. The virtual 
memorial event held the following Saturday and attended by over 170 people testified to his scholarship, his 
intellectual influence, and to the vast network of friends and admirers that he had built up in a career that began 
with the completion of a Yale PhD in 1971.

Bill was a major figure in the study of South African history. He published six single-authored books, the first in 
1981, Capital and Labour in the Nigerian Tin Mines (Longman), and the latest in 2018, Twentieth Century South 
Africa: A Developmental History (Cambridge University Press). In between these he wrote numerous articles, many 
chapters in books and reviews, co-edited two books and graduated 12 PhD students.

Bill was born on 6 July 1944 in Chicago (Illinois, USA), the only child of Austrian émigrés Carlo Freund 
(1902–1989) and Elisabeth Gross (1912–1995). His parents (not yet married) managed to escape the Holocaust, 
leaving from Trieste by ship bound for the USA in the second half of 1939. Most of their relatives who remained 
behind in Europe perished before the war ended in 1945.

Bill’s Yale PhD was his entrée into the study of Africa. In his work on the Batavian period at the Cape (1803–1806) 
he displayed aspects of his work that were to become his signature over the coming decades. These were a facility 
and willingness to work in languages other than English, his ability to absorb enormous amounts of information 
and rapidly to make sense of it, his confidence in merging detail with ‘the big picture’, and his passion for writing 
about and understanding Africa.

Before arriving in 1985 as Professor of Economic History at the (then) University of Natal in Durban, Bill had already 
met with institutional adversity. Despite spells of employment at Yale, Harvard, and Kirkland College, New York, 
he was never able to secure a tenured job. On the other hand, he had happy work experiences at the University 
of Dar-es-Salaam and Ahmadu Bello (Zaria, Nigeria) as well as a period at the African Studies Institute at Wits 
University with Charles van Onselen.

He got his big break with the job in Durban. It was here that he discovered security, affirmation, and happiness. 
He found pleasure in becoming a regular part of a weekly touch rugby game, gaining an acceptance that had 
often eluded him in the country of his birth.1 In Durban, his prodigious gifts of scholarship were expressed to the 
full. Bill arrived in Durban on the back of the publication of his second book, The Making of Contemporary Africa 
(Indiana University Press; 1984). As John Lonsdale noted in his review in the Journal of African History, this was 
‘a landmark in African historiography’2(p.122). The influence of this book can be gauged by its having been revised 
twice, the third edition coming out in 2016.

Some of the strongest academic ties that Bill created were with colleagues in Development Studies. In 1986, 
Bill, Mike Morris and Gerhard Maré began the journal Transformation, which recently published its 100th issue. 
The journal was characterised by political engagement, critique and independence. The editorial team was joined 
shortly after the start by Vishnu Padayachee, at that time working at the University of Durban-Westville. Bill 
continued to work closely with Vishnu, being drawn into studies of Durban’s Indian population with Insiders and 
Outsider: The Indian Working Class of Durban in the Twentieth Century (Pearson Education; 1995), as well as into 
a close socio-political and economic analysis of Durban, the city. He and Vishnu co-edited The D(urban) Vortex: A 
South African City in Transition (University of KwaZulu-Natal Press; 2002).

Bill was primarily an academic and activism did not come naturally to him. Nevertheless, as the end of apartheid 
loomed, his expertise in political economy was recognised and he became part of the Economic Trends Group, 
in turn part of the Macro-Economic Research Group set up by the ANC in 1991 to develop economic policy. 
Economic Trends was a COSATU-inspired sub-group in which fellow Durbanites Alec Erwin and Stephen Gelb 
were important figures.3 

But Bill will be remembered primarily as an economic historian and a materialist. He was concerned with capital 
accumulation and labour relations, and his particular interest in, and sympathy with, workers is evident in the vast 
corpus of his work. Perhaps the best example is the magisterial condensation of worker history in Africa simply 
titled The African Worker (Cambridge University Press; 1988). Although not always easy to discern in his work, he 
was moved by the exploitation of workers and often outraged by the injustices of the workplace. 

Bill’s work illuminated realities at the local, national, regional and global levels. He connected people to one another, 
built ideas about Africa, and, through his writings, broadcast these to the world. His autobiography, Bill Freund: An 
Historian’s Passage to Africa, will appear in 2021.
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Wandile Sihlobo has established himself over the last 5 years as one of the leading journalists and commentators 
covering land and agricultural issues in South Africa. He writes for Business Day, Daily Maverick and Farmers 
Weekly and this book is – in his words – a ‘harvest’ or ‘isivuno’ of his articles with linking passages. Since 
2016 he has worked at AgBiz – an association of agribusiness organisations that aims to publish data and 
influence policy. He has been incorporated into key policy groups such as the President’s Advisory Panel on 
Land Reform and Agriculture (PAP 2019). Trained as an agricultural economist, Sihlobo has wonderful access 
to information on agriculture and land, to both government and private sector, and to breaking issues. He gets 
out and about, visits farms and projects, talks to a wide range of practitioners, and attends conferences. Above 
all, Finding Common Ground is a well-informed, broad-ranging and sensible book that covers a wide variety 
of topics from land reform to international markets. Some articles are jointly written, and it is not always clear 
when we are hearing Sihlobo himself. But collectively these pieces show a deep understanding of South African 
agriculture – its diversity, strengths and weaknesses – in comparative perspective. He is also strongly aware of 
the politics of land, although he approaches the politics with caution. 

Sihlobo is a moderniser and argues that land reform should be focused not least on production. He and his co-
authors, especially Johann Kirsten in a 2018 series, emphasise that successful agriculture at any scale requires 
investment, intensification, skills and technology. They note the expansion of high-value fruit, nuts and horticulture 
from old-established citrus to more novel blueberries. In 2018, nearly 50% of the value of agricultural output was 
exported – much of it from this sub-sector, which is also important for internal markets and food security. Sihlobo 
is an advocate of GM seeds and sees them as fundamental to South Africa’s continued capacity in maize, where 
yields have increased recently; he argues that such innovations should be extended to smallholders. There is 
an intriguing article analysing regional approaches to the legalisation of dagga; he supports this as a means of 
stimulating smallholder production and high-value processed products. 

Sihlobo and Kirsten are particularly focused on how to pursue land reform in a way that may sustain and 
enhance production, livelihoods and employment. They discuss thoroughly the problem of who should be 
beneficiaries and what kinds of transfers facilitate farming. For them, expropriation without compensation will 
have a negative impact, on both agricultural investment and financial institutions. In these and other articles, 
Sihlobo accepts that agriculture and associated rural livelihoods will be pursued at all scales. He returns on 
a few occasions to the potential of perhaps 1 million hectares of underutilised land in the former homelands, 
which could be a significant source of income for the relatively poor communities that live there. He sees 
particular promise in partnerships where commercial operations or experts work with smallholders and new 
black farmers – providing knowledge, inputs, capital and access to markets: he is impressed by a visit to a 
65-ha community-owned farm on which blueberries and peppers are grown, and sounds a particular note 
of optimism about a group of 17 black commercial farmers in Matatiele, initially supported by the Old Mutual 
Masisizane fund, that is expanding maize and wheat production. 

The problem with land reform in this view is not an insufficiency of land but ineffective bureaucracies and 
inadequate support to beneficiaries. Too many have been ‘set up for failure’; government departments have 
been slow to provide opportunities and back-up. Sihlobo hopes that the recent re-amalgamation of the 
Departments of Agriculture and Land Reform/Rural Development, under Thoko Didiza, will resolve some of 
the blockages. He and Kirsten are uncomfor table with the government’s shift, under the Proactive Land 
Acquisition Strategy (PLAS, from 2006), to renting out redistributed land. While they are not in favour of 
rapid privatisation in the former homelands, they see individual land ownership as the most likely form of 
tenure to facilitate agricultural investment and production. 

The joint position paper that Sihlobo wrote with three other members of the PAP suggests that individual 
smallholder models are the most successful. By contrast, South Africa has tended to pursue group farming 
models through Communal Proper ty Associations where decision-making can be a recurring hurdle. It is 
cer tainly interesting to see two papers that fed into the PAP and this one also, somewhat surprisingly, 
seems to favour a fast-track, state-suppor ted programme to transfer 30% of agricultural land in freehold 
to black South Africans. It is not exactly clear what the authors mean, and whether this includes the 10% of 
agricultural land that has been transferred through government schemes. But this proposal seems somewhat 
out of step with Sihlobo’s approach as a whole, in which he puts projects and successful production ahead 
of unrealistic targets. Elsewhere, he is highly critical of Zimbabwe’s fast track. 

Although he does not develop this point, Sihlobo also notes that downstream processing of agricultural produce 
generates a greater percentage of GDP than primary agricultural production and such industries and processes 
have par ticular potential for jobs, especially those that are highly skilled. Is the implication that unravelling the 
large farm sector, for an uncertain future in which production and food security is dependent on undercapitalised 
smallholders, is unwise and that a more productive priority is deracialising the ‘entire production chain’? It 
would be valuable to have fur ther development of Sihlobo’s views on some of these ideas, as well as more 
detailed discussion about interventions that might unlock the productive potential of smallholders. 

This book is a very welcome intervention – an optimistic discussion with a strong sense that, despite the legacies 
of apartheid and divisive politics, problems can be solved. It is the approach of a well-informed, sensitive observer 
who advocates building on successful models of production and technical advances. This is what South Africa 
needs. 
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When the first edition of The Living Shores of Southern Africa came out in 1981 it very quickly became a firm 
favourite of professional scientists, a favourite textbook used by lecturers and students at universities around South 
Africa, a favourite book for amateur marine citizen scientists around the coast and, perhaps most importantly, 
a favourite book for hundreds of budding marine biologists, young people fascinated by the ocean, for whom 
the book revealed a new world. What made this book stand out was the way that it was written – in a language 
accessible to all – and illustrated, in clear black and white drawings and excellent photographs. The book invited 
the reader to share the authors’ fascination with our living shores and in so doing inspired the current generation of 
South African marine scientists and educators. 

There was a great deal of excitement when George and Margo Branch made it known that they were working on a 
new edition (after nine reprints the 1981 edition had become dated). And, after many years of eager anticipation, 
the Living Shores: Interacting with Southern Africa’s Marine Ecosystems was published in 2018. This book is not 
just an updated version of the popular 1981 Living Shores, but a whole new book. And when you start to read it, 
the reason it took so long to write becomes clear. 

The selection of topics must have been incredibly difficult, but the authors have succeeded in including a broad 
range and have managed to cover each topic in sufficient depth to make each chapter a meaningful overview. 
The book is divided into two parts – ‘The Ecosystems’ and ‘The Human Factor’, each sub-divided into several 
chapters. Part one, ‘The Ecosystems’, consists of nine chapters – starting with an introduction to the world’s 
ocean in the ‘Surging seas’. From the properties of sea water to the global currents, seabed mapping, waves 
and tides, the chapter then focuses attention on southern Africa, its currents, coastline, biodiversity and climate, 
thereby providing a sound introduction to the rest of the book. The chapter on ‘Restless continents’ focuses on the 
geology underlying the coastline and gives a solid foundation upon which the other chapters are built. Naturally, 
given George and Margo’s passion, the following chapter is the longest in the book and explores the ‘Rocky 
shores’. It is in this chapter that the depth and breadth of science covered in the book becomes clear. In this one 
chapter the authors have managed to convey the results of hundreds of papers in a way that draws the reader in, 
eager to learn, as they explore this ecosystem through the many stories of complex interactions between animals 
and between animals and plants, and fascinating adaptations of species to their harsh environment. A myriad of 
biological mysteries is resolved on this journey through South African researchers’ work on this ecosystem. The 
chapter on ‘Sandy beaches’ is notable for its ability to transform this often-overlooked ecosystem into a treasure 
trove of fascinating stories about beaches, their formation, and the life that they support. The vital role of estuaries 
to humans is clearly addressed in the ‘Estuaries’ chapter, which also contains recent information about the variable 
nature of estuaries and the importance of appropriate management of these complex ecosystems. Most people 
are unaware of the fact that the South African coastline is dotted with 30 rocky outcrops large enough to qualify 
as islands. In the chapter covering ‘Islands’, the fascinating life on these offshore rocky outcrops is revealed. 
Rather than being offshore refuges, safe from human impact, this chapter describes the plunder that has taken 
place over centuries. From seals to seabirds, guano to eggs, nothing has been safe from human impact. Back 
to the coast, ‘Kelp forests’ is a richly illustrated chapter filled with new insights and fascinating stories of the 
interactions between the various components of this ecosystem. The implications of these complex interactions 
for the management of some of South Africa’s most valuable marine resources – abalone and rock lobster – are 
also addressed. The diversity and complexity of South Africa’s ‘Coral reefs’ and the difficult to study connections 
between species within ‘The open ocean’ bring part one to a close. 

While much of the science that has been undertaken in South African coastal ecosystems may be thought of as 
‘fundamental’ science, the complex interactions between species that has been revealed has critical implications 
for the management of many valuable marine resources. And this leads us to the next part of the book . ‘The 
Human Factor’ starts with a look backwards. ‘The Cradle of Mankind’ introduces the reader to our distant past and 
explains the links between the evolution of humans and coastal resources. Moving rapidly into the present and with 
a few glimpses into the future, the following nine chapters deal with human use, and abuse, of the ocean. Given 
human reliance on seafood, the ‘Harvest of the seas’ chapter is a natural starting point. This chapter provides a 
succinct introduction to the different resources harvested along the South African coast. The sobering figures in 
the chapter clearly demonstrate how, with some notable exceptions, many of South Africa’s marine resources 
have been overexploited. The next chapter, ‘Sustaining the catch’, provides an excellent overview of marine 
resource management in South Africa. Complicated topics such as stock assessments, Maximum Sustainable 
Yield, bioeconomic models, operational management plans, ecological risk assessments, the ecosystem effects 
of fishing’ and the even more difficult issues of co-management are explained clearly, without losing detail. The 
next few chapters introduce issues facing our coast that are not as well known, but equally important. In ‘March 
of the aliens’ the impact of alien marine plants and animals on biodiversity is covered – including their origins and 
possible management solutions. While it is often difficult to understand the impact of ‘Development & Pollution’ 
on the ocean, the impact on the coast is more obvious. These impacts are clearly demonstrated through well-
illustrated and relevant case studies, while the impacts of a wide variety of sources of pollution are also addressed. 
‘Marine mining’ has recently become topical and this chapter provides a good introduction to the origins, value 
and impact of this industry. ‘Climate change’ is one of those topics that many people talk about, but few truly 
understand. In this chapter, climate change is explained clearly and the complex interplay between the ocean and 
the climate is addressed. In fact, this chapter, with its clear artwork and photos could be used by anyone as a 
fundamental introduction to climate change, and its impact. 
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The last three chapters, ‘Spreading sea wisdom’, ‘Marine protection’ 
and ‘Policy’, ensure that the book ends with a look into the future. In 
‘Spreading sea wisdom’, the crucial role of marine education, and of 
inspiring care for the ocean is discussed. Given South Africa’s track 
record in Marine Protected Areas (MPAs), it is fitting that this tool in 
the conservation toolbox should be included. ‘Marine protection’ covers 
everything from the rationale for MPAs to the selection of where and how 
large MPAs should be, assessments of the effectiveness of MPAs and, 
critically, MPA management challenges and solutions. The last chapter 
on ‘Policy’ pulls together the previous chapters on human interaction 
with the ocean and provides an overview of South Africa’s plethora 
of policies pertaining to the ocean. While the implementation of these 
policies is often found wanting, the spirit with which they were drafted 
remains a powerful message of hope.

Living Shores is so many things.

It is an excellent reference book. As described above, the science in 
the book represents the best of South Africa’s marine science over the 
last 60 years. The sheer volume of research covered is astounding, as 
the book provides a synthesis of over 1250 papers, books and research 
reports. More remarkable is that the complexity of the research has 
been explained in such a way as to be not only understandable but 
also fascinating. It should be the recommended textbook for every 
undergraduate studying marine biology, every marine communicator, 
and anyone passionate about the ocean. There is no comparable text 
that I am aware of anywhere in the world. 

Just as its predecessor did, this is a book that inspires. The book 
is richly illustrated to portray the diversity and magnificence of our 
living shores. The photographs (most from George and Margo’s own 
collection), artwork, diagrams and maps deserve a special mention – 
they complement and bring the text alive and make many of the more 
complex research results and concepts much easier to understand. 

The book is filled with interesting anecdotes and stories that reinforce a 
personal connection with marine life. 

The book is an example of science communication at its best. George 
and Margo Branch were science communicators long before it became 
fashionable. George’s many years of lecturing and Margo’s skills as 
an artist and experience in marine education are evident in the style 
of writing, the selection of stories and the illustrations. Good science 
communication relies increasingly on ‘telling stories’ and the book is 
filled with such stories – stories that are easy to share and that marine 
educators will be able to use, again and again.

Most importantly the book is a celebration – of our living shores, the 
landscapes, the plants, the animals and, most importantly, the people 
who have dedicated their lives to exploring and conserving it. Unusually 
in a book of this nature, the authors have elected to name individuals in 
the text. Rather than a list of impersonal references, they have introduced 
individuals, almost all of whom they know personally after their lifetime of 
work in marine research and conservation in South Africa. From Gilchrist 
Medal winners to young and upcoming students, the book reflects the 
life work of hundreds of passionate marine scientists, educators and 
conservationists. This feature of the book serves several purposes. 
Scientific writing is generally depersonalised, meaning that most people 
have little connection to science. People connect with people first, then 
science. Using names in the book reconnects people to the research 
and brings that critical human element into the research. The use of 
names is also a wonderful way to recognise the many people who have 
dedicated their lives to South Africa’s marine research and conservation. 
And lastly, the names generate a sense of pride, pride in our colleagues 
and friends, and pride in South Africa’s marine science. 

This is a book to cherish, to enjoy, to explore and to share with the next 
generation of young marine champions. It is a book to inspire our youth 
to continue the work that George and Margo Branch have celebrated so 
beautifully. 

A century of marine discoveries in South Africa
Page 2 of 2
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Even though it tends to feel like ages, it has not been that long since the final days of 2019, when cases of severe 
respiratory illness (now known as COVID-19), caused by a previously unknown coronavirus (since named SARS-
CoV-2), were reported from China. The ongoing COVID-19 pandemic has brought unprecedented disruption to almost 
every area of our daily and professional lives.

Science has not been spared, nor has scientific publishing. Most researchers have been unable to continue with 
their work, and many had to all but re-invent their teaching. Quite a few have re-invented themselves as coronavirus 
researchers.1 As biomedical researchers, we are astonished to see how much interest the public is taking in 
our findings. For no other disease do members of the public so fervently seek out reports in traditional and social 
media about the latest research findings. These reports often trigger controversial discussions, mostly on social 
media platforms, about rather complicated aspects of epidemiology, diagnostics, pathogenesis or therapy. Many 
of these issues are matters outside the realm of everyday life and normally left to experts to assess the evidence 
and translate it into practice.

At the same time, public health policymakers urgently need scientific findings as a basis for measures and policies 
to control the pandemic or to mitigate its consequences. This instils an almost unprecedented sense of urgency for 
scientists to produce findings and results which is re-shaping the traditional ways in which scientific knowledge 
has previously been verified. Answers must be found and measures implemented in real time to respond to a 
rapidly unfolding situation for which no-one has a ‘recipe book’, as the world has never before faced a pandemic 
caused by an infectious agent with the characteristics of SARS-CoV-2.

Add to this the unfortunate politicisation of public health measures like the universal wearing of non-medical (cloth) 
masks, re-opening of schools etc., which in many places are used to support certain ideologies.

Science thus finds itself in a tricky situation. There is a great and urgent need for relevant studies, and there is 
a flood of funding opportunities which are very tempting, especially as other funding opportunities are expected 
to dwindle, and there is a significant increase in calls for papers and offers of expedited review. Researchers are 
heeding the call: as of today (17 August 2020), a simple PubMed search for the terms “COVID-19” OR “SARS-CoV-2” 
OR “2019-nCoV” yields an astonishing 40 660 results.

There are many pressures and incentives to try and be quick, even though that may be at the expense of 
thoroughness. It has become the norm to disseminate scientific data without, or prior to, peer review by means of 
preprint servers, news releases, news reports, and articles on science outreach platforms like The Conversation. 

If done irresponsibly, this can cause harm – for example by touting unproven treatments with ‘re-purposed’ drugs. 
One such drug, chloroquine, was said to be beneficial based on a small number of COVID-19 patients treated 
early on in the pandemic. Such observations should only serve as first leads but subsequently need to be put 
to the test by performing proper randomised controlled trials. In the meantime, this observational case series 
has been published, with critical reflection by the editors on weaknesses of the reported work and the merits of 
publishing data obtained in a sub-optimal manner.2 

The avalanche of unscientific claims about the benefits of chloroquine sparked by French microbiologist Raoult 
soon reached the White House in Washington DC. A paper published by the prestigious journal Lancet purported 
to have conducted an analysis of a global hospital patient registry, finding that hydroxychloroquine was not 
only not beneficial but in fact linked to lower survival in hospitalised COVID-19 patients. After doubts were raised 
about the existence and quality of the underlying database, and after the registry was not made available for 
scrutiny, this paper and a second one in another top medical journal, claiming to use the same database for 
a different analysis, were retracted.3,4  

A deluge of manuscripts related to the pandemic is being uploaded onto preprint servers; as of 17 August 2020, 
there are 6132 COVID-19 SARS-CoV-2 preprints on medRxiv and 1626 on bioRxiv. This is cause for concern, as 
these studies tend to be picked up by journalists before the ‘safety net’ meant to ensure the quality and integrity of 
science has fully unfolded.5 

It is all the more worrying if papers are accepted and published by reputable journals despite serious shortcomings. 
The two vital components of scientific quality assurance – editorial oversight and peer review – are not foolproof, 
as the two retracted papers show. While it is comforting that the subsequent layers, critical reception by peers 
and replication by other studies, exposed the major flaws of these papers, the published retractions provide 
no evidence for critical reflection by the journal editors.6 Such nonchalant retraction notices are not a new 
phenomenon; they might reflect a deeper problem, as the problem keeps recurring.7 One might have wished that 
following the MMR vaccine–autism debacle, which continues to cause damage by reducing measles immunisation 
rates and favouring outbreaks, editors would have learnt their lesson.8,9 

Lapses such as these are avoidable. Yes, the ongoing pandemic places an enormous burden on editors, reviewers 
and just about everyone else in the scientific community. Those best placed to provide meaningful peer review 
on submitted manuscripts are probably the same people who are themselves trying to obtain funding and ethics 
approvals, conducting trials, analysing data and writing manuscripts and thus do not have time to under take 
peer reviews. On the other hand, ‘informal’ peer review may yield unexpected benefits, even before a paper is 
submitted to a journal. An example from the early days of the pandemic is the withdrawal of a preprint paper 
claiming that the SARS-CoV-2 genome contained elements from the genome of HIV.10 Vigorous ‘open’ peer review, 
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taking place on science blogs and on Twitter, seems to have prompted 
the withdrawal of the manuscript.5 This is to be welcomed. 

A rational approach will go a long way, especially if supported by some 
knowledge of the field in question. For example, as most antiviral drugs 
are the end product of painstaking research conducted over decades, 
starting with basic virology and structural biology, then chemistry, 
then spending years and fortunes conducting clinical trials11, it is highly 
unlikely that a decades-old antimalarial like chloroquine would have 
major, hitherto unrecognised, antiviral activity, just as it is unlikely that 
major toxicities not seen in decades would suddenly emerge. Both the 
poor design of an uncontrolled clinical study and the implausibility (it 
may well not exist) of an enormous clinical database underlying a major 
analysis could have been spotted by editors and reviewers alike. The 
urgency of coming up with therapeutic entities for COVID-19 patients 
may have clouded their judgement.

But is there a deeper problem? We would argue yes, definitely; and it 
goes beyond science. Scientists are familiar with the scientific process. 
Even though it may involve occasionally unrewarding experiences with 
editors and peer reviewers and sometimes unpleasant exchanges 
with colleagues, we by and large accept and engage in more or less 
constructive interactions which may or may not confirm results that 
themselves are the products of careful experimentation and analysis. 
It is its ultimately self-correcting nature that makes science robust.12   

However, in the current pandemic climate, the eyes of policymakers, 
politicians and the public are on early results. Many are not familiar 
with how science works and may regard vigorous discussions among 
scientists, especially when earlier reports are proven wrong, as proof that 
science is unable to contribute meaningfully. Controversial discussions 
about the merits and shortcomings of scientific studies and the 
interpretation of research data are an indispensable component of 
science. These discussions usually happen ‘behind the scenes’ with 
little attention paid by anyone outside the field. Such a discourse can, 
however, be misinterpreted, or even abused, to paint a picture of discord 
and cluelessness. Fuelled by hyping of questionable data and reckless 
politicisation, this may undermine public trust in science and become a 
major problem, as has been evidenced with vaccines, climate change 
and the pandemic response.13  

It may be challenging to communicate nuance, uncertainty and 
complexity to non-scientific audiences, but not doing so causes harm. 
Good, responsible reporting requires thorough reading of studies 
and speaking to experts, not just copying of press releases.14 Simply 
contributing to the COVID-19 ‘infodemic’ is not a solution.15 

Academic institutions, publishers and editors must also assume 
responsibility. ‘Speed science’ must be discouraged, enticing as it may 
appear at first glance.16 Poor-quality research, with studies that are 
biased or not properly controlled, that is statistically underpowered or 
simply repetitive, is a flash in the pan and does not advance science.17 
Journals should formulate and abide by clear policies on how to deal with 
the flood of COVID-19-related manuscript submissions in a responsible 
manner, and not by sacrificing quality for speed or volume (see Panda18 
for example). 

As Phillips19 wrote in a recent contribution to this journal, pandemics 
‘accelerate trends and tendencies already in train but not yet at full 
pace’. The COVID-19 pandemic seems to be having exactly these 
effects on scientific publishing. The pre-existing tendencies towards 
pre-publications being made public and towards open access publishing 
have gathered pace.20 

Phillips19 also mentions the propensity of pandemics to ‘highlight the 
basic features of any society and its modus operandi, especially its 
shortcomings and fault lines, in ways which are difficult to ignore’. 
This, too, is very true for COVID-19. The pandemic has highlighted that 
‘bad science’ happens when hype takes over or when people embark 
opportunistically on research outside their own specialist fields. 
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Fortunately, the scientific endeavour is by and large intact. Even during 
the pandemic it will call out poor research in the end. Yet to maintain 
or restore public trust in science, scholarly publishing needs to ensure 
high-quality peer review and be prepared to sacrifice high scores on the 
public relations side in the interest of maintaining the integrity of science.
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Just this morning I had reason to think about the whole issue of peer review in our local academic journals. South 
Africa is in the enviable position on the continent of having a large body of highly regarded and internationally 
recognised academic institutions. As editor of the South African Medical Journal (SAMJ) I have a long tradition 
of excellence to uphold – sometimes a daunting task. Over the years the SAMJ has evolved and is now a well-
respected repository of research and policy papers that are read and cited around the world. During the COVID-19 
outbreak in the country, the SAMJ has attracted a large number of submissions from our body of clinicians and 
researchers, all of whom are happy to submit to a local journal, where I have expedited review and online publication 
in the interests of keeping people abreast of all the various issues around the current pandemic.

So why was I thinking about peer review specifically? A paper dealing with a particularly important aspect of 
COVID-19 in our context had been submitted in late June. One of the authors contacted me to enquire about its 
status, concerned that this potentially important piece of research was taking such a long time to be considered. 
The reason – waiting for peer review. The SAMJ gives its peer reviewers a limited time in which to review, after 
which we invite new reviewers. This particular paper had been declined, or simply ignored, by six reviewers. This 
is not an uncommon situation, unfortunately. 

We have approximately 1200 reviewers registered on our website, of whom we use around 200, among whom 150 
are regulars and complete reviews within the allocated time or ask for more time if necessary. Wikipedia’s definition 
of peer review is that it is ‘the evaluation of work by one or more people with similar competencies as the producers 
of the work. It functions as a form of self-regulation by qualified members of a profession within the relevant field … 
and in academia, scholarly peer review is often used to determine an academic paper’s suitability for publication’1. 

The pitfalls of peer review are many. One of the biggest is personal bias among others in a field, which can lead 
to a research submission being rejected simply because the findings do not fall within an accepted paradigm. For 
those of us who are professional editors rather than academics or, in my case, clinicians, in a particular field, this 
can be problematic if you are not aware of the various factions in different institutions. It pays to look through the 
general literature regularly and identify interest groups in particular fields. 

There is an increasing move towards pre-publication of papers before they go for formal peer review – the idea 
being that anyone in the field can look, comment and discuss, potentially adding value to a discussion that would 
otherwise be limited to perhaps two or three formal reviewers. I have been generally in favour of this practice, having 
seen many instances where good research has come up against bias that has prevented publication. However, 
there are pitfalls here as well and the current COVID-19 pandemic has shown these very effectively. In April 2020 
a group of Dutch engineers self-published a study that they said showed that the 1.5-m distance rule for people 
exercising outdoors was flawed.2 Their premise was that an infected person who exhaled, coughed or sneezed 
while walking, running or cycling would leave behind them a slipstream of microdroplets. Someone following 
after such a person would then move through this cloud and potentially inhale the virus. These conclusions were 
reached by simulating the release of saliva particles from people in motion. They displayed their results as a series 
of animations and figures in which the cloud of droplets behind a moving person is clearly visible. The simulations 
led the group to advise that walkers, runners and cyclists should keep a distance of at least 4–5 m behind the 
leading person while walking in the slipstream, 10 m while running or cycling slowly and at least 20 m when cycling 
fast. Their argument against waiting for peer review was the ‘urgency of the situation and the world-wide crisis’. 
This led them, in their words, to turn things ‘upside down. First research results and communication to the public’, 
then the proposal for funding and only then submission of an article for peer review. 

The study went viral. The lead author gave an interview to a Belgian paper and also tweeted about their results. 
The media picked it up, leading to horrific headlines in, for example, the Daily Mail, ‘Horrifying simulation reveals 
the dangers of jogging during the coronavirus pandemic’.3 Locally, the various forms of ‘publication’ were spread 
around Facebook and WhatsApp running and cycling groups (personal observation). A fierce debate started, and 
other non-academic media picked this up, with ‘peer review’, much of it from virologists, with some excellent 
discussions of whether or not the engineers’ results could be translated into the real world. One of the best was in 
wired.com4, in which Eric Niiler carefully picked the study apart, pointing out that at the time of publication, although 
we knew that the virus could spread from person to person from coughing or sneezing, we did not know the amount 
of time that the virus could survive outside the body, or the dose of the virus required to result in infection. At that 
time there were no published studies of the spread of SARS-CoV-2 from person to person outdoors. A study at the 
time of 318 outbreaks of three or more COVID-19 patients found that all but one transmission occurred indoors, 
but that study was also pre-published on medRxIV, a preprint server for health sciences.5 

More recently, and of far more significance, is the announcement by Russia that they have developed a vaccine 
against COVID-19. So far no-one has seen a publication, let alone a peer-reviewed publication, on the safety 
and efficacy of this vaccine. The World Health Organization is currently calling for a ‘rigorous safety data review’, 
as the vaccine is currently listed as being in Phase 1 trials, meaning that by most normal criteria, it is nowhere 
near ready for approval, manufacture and roll out.6 A search of Pubmed retrieved zero results, showing that not 
only have studies on the vaccine not been peer reviewed, but they have not even been published. Apparently 20 
countries have already pre-ordered more than a billion doses of this vaccine, which by any reasonable criteria is 
completely unproven.

Here we have, in a nutshell, an example of the importance of peer review in trust. For all the flaws inherent in 
academic publishing, this is the gold standard that is required before research results can be put into practice.
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Academic work has a rapidly increasing half-life while the half-life of academics is becoming a serious problem. 
As the Editor of Visual Anthropology, a very active retiree, recently wrote to the editorial board, on which I serve:

Dear Colleagues,

 … Universities are expecting people to perform or perish … What it means for reviewing 
is that you Editors might get your best results by pursuing senior or retired experts who are 
no longer concerned with chalking up points; alternatively, you may have some luck with 
graduate students, who also may be very up to date on the literatures.

Globally, academics are wilting under 60–80-hour working weeks, and, not surprisingly, dying prematurely, falling 
ill or retiring early. Besides, are retirees really still abreast of the current literature? 

Some of South Africa’s 323 journals are merely aggregators of under-evaluated articles that fill space and enable 
universities to milk the Department of Higher Education and Training (DHET) incentive. Relentlessly harassed by 
performance management contracts, even senior academics are submitting half-digested, poorly written, badly 
referenced and flawed work, and then wondering why competent reviewers respond harshly. 

Three categories of reviewer are identified by Ndukuyakhe Ndlovu: (1) the non-responsive; (2) those who never 
deliver; and of those who do, (3) a failure sometimes to engage with the paper meaningfully.1 Then there is (4) the 
report that is calculated to humiliate; and in rare instances, (5) the assessment is designed – no matter the study’s 
potential and relevance – to sink it without trace. Nothing is gained under any of these scenarios. 

In contrast, fastidious reviewers and editors are now spending so much time and effort playing the roles of advisor, 
copy editor, referencing and fact checker that some characterise themselves as para-authors. After all, they are 
the unsung ones who have rendered publishable initially unpublishable submissions. Yet, the extensive work 
invested is occasionally seen as obstruction. In one case pertaining to the journal which I edit, a reviewer unselfishly 
familiarised herself with an obscure topic, generating over 2 days a very helpful two-page report. But the author had 
just withdrawn the article because of the ‘delay’; then requested the report, but did not relay thanks for the time, 
investment and expertise that the reviewer had expended. For such authors, editors are simply postmasters, and 
peer reviewers are a time-consuming nuisance. 

The epidemic of recent article retractions – especially in the sciences – is indicative of the push to publish prematurely. 
But few actually perish in the age when evidence, cross-referencing and accuracy are low on the agenda. This 
is not necessarily fake science but potentially good science managed badly. So bad has it become that a former 
president of the British Science Association mischievously suggested limiting each academic to but one article 
annually.2 This approach would bankrupt South African universities, given their dependence on the well-intentioned 
DHET publication incentive.

The push to publish is felt by students also. As one told me:

Young academics, such as myself, are slowly losing interest in producing high-impact 
research because the road to an advanced degree is driven by shortcuts and an obvious 
push by our professors to sacrifice quality and simply produce, produce, produce ... My point 
is: instead of complaining about how creaky the system is, since we ARE the system, 
should we not be engaging in constructive dialogues directed at changing the system and 
making it work for us instead of against us?

Fortunately, the Academy of Science of South Africa (ASSAf), the National Research Foundation and DHET constitute 
the national infrastructure of the system. Quality (not quantity), increased research capacity (not depletion through 
exhaustion) and global competitiveness (not parochial myopia) are the driving criteria of these institutions. These 
laudable objectives have, however, become lost in the administration of research and institutional need to ensure 
the bottom line. Peer reviewing is an absent category on performance management templates, even as a form of 
community engagement unless emphasised by the form-filler. 

The exemplar held up by ASSAf’s journal evaluation panels is the South African Journal of Science, with its 
full research studies, and its shorter research letters, and front-section commentaries, book reviews and news 
items. These latter sections are highly read, and sometimes calculatedly controversial, but they are not counted in 
performance management or DHET annual returns. In other words, there is no ‘return’ for authors and universities 
for anything but the discrete incentive-earning article, whether or not it is read, cited or impactful. It is in the 
commentaries and review essays, however, that the fruitful debates often occur, and which draw the highest 
citations.

Voluntary editors and peer reviewers are the unpaid cash cows enabling impatient South African university-
affiliated authors to feed the subsidy millions into their universities and onward to themselves, depending on internal 
disbursement policies. That is the institutional upside. The downside is that editors labour after hours, with little 
or no recognition from many of the institutions that employ them.3 Are editors just gatekeeping cogs? ‘Just write’, 
might be the auditor’s instruction; do not edit, do not peer review, do not engage your peers through commentary, 
book reviews or research letters. Only production-line products – ‘accredited’ of course – will qualify for research 
incentives and institutional recognition. 

Peer reviewing is not gatekeeping, peremptorily preventing publication or incentive earning. Rather, reviewers are 
skilled advisors who, while possibly rejecting an article, can be nevertheless helpful for enabling revisions. We 
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are all learners and should treat each other as such. Moral panics of the 
kind unleashed from Nicoli Natrass’s Commentary4 may have their place 
within the non-academic commons, but such ad hominem accusatory 
responses themselves require rigorous critical discourse analysis – what 
can be learned from them in terms of ideological positioning? All parties 
to this debate need to consider that reaching the ‘ultimate opinion’, to 
use Peirce’s5 term, involves making sense via a process of semiotic 
reasoning, and analysing how one came to one’s interpretations. [See 
SAJS Vol 116 Special Issue for debates on Nattrass’s Commentary.]

The flip side is: does the author respond appropriately? On occasion, 
the exact same draft that I rejected for Journal A, notwithstanding the 
helpful comments offered, is submitted to Journal B, and again finds 
its way to me to review, and again with regard to Journal C, which 
identifies me as a reviewer also. Eventually, this unrevised article 
will be published in Journal Non-entity, also ‘accredited’. And, hiding 
in plain sight, is the very high continuing incidence of plagiarism 
within the 17 South African management journals.6 That no outcry has 
occurred in this recurring instance is an indicator of a catastrophic failure 
of peer review and disciplinary and institutional accountability, with 
attendant costs to the Treasury. 

‘How-to-get-published workshops’ should be complemented with training 
in peer review. The ‘yin’ cannot work without the ‘yang’. Also, in the 
age of big copyrighted data, reviewers should additionally be able to 
scrutinise the data bases on which studies are predicated and be privy 
to source codes of customised software.7 

The best reviewers are those who (1) critically read and constructively 
engage the submission; (2) offer helpful comments to enable the author 
to improve the study; (3) refer authors to cognate studies that would 
strengthen (or contest) their own arguments and findings in a holistic 
mapping of the topic; and (4) submit reports on time, especially given the 
half-life of knowledge. Finally, (5) peer review assists in the much vaunted 
objective of ‘de-colonisation’.8 As Ndlovu1 observes, when African-based 
scholars evade peer reviewing duties, editors have to rely on their overseas 
colleagues who may be insufficiently familiar with local contexts. 

Some South African authors are mystified and resentful when engaging in 
extended dialogue with editors, reviewers and copy editors, sometimes 
over many drafts, over many months. Such collaboration is part of the 
process, and on occasion I read sentences that I wrote in a report now 
being used verbatim by an author without attribution to the anonymous 
reviewer! Thus, do peer reviewers or para-authors voluntarily cede their 
intellectual property to someone else who cannot acknowledge reviewer 
generosity where a blunt blind procedure is applied.

Another bugbear is when an article is published exactly as first submitted 
notwithstanding extensive reviewer reports and recommendations. The 
question arises: did the editor pass the report onto the author or not? If 
not, why not, and why expose the now published author in a vulnerable 
situation? Or, totally contradictory reports are passed on to authors with 
a mere request that the criticisms simply be addressed.

Preprints became the order of the day during the COVID-19 pandemic. 
However, in the rush to out-Trump Trump’s Fox TV-led fake science, 
pseudo-pharmacology and rhetorical statistical denialism, impatient 
scientists risked adding to the retraction factor. South Africa, especially, 
has a wretched history of promoting sham reasoning and dodging peer 
review as occurred during the era of HIV/Aids denialism. When evaluation 
protocols are evaded, uncontrolled medical experimentation results, 
making nonsense of ethical criteria and public health, not to mention 
scientific validity. The dilemma: fast-breaking information is needed 
when health emergencies arise. In such cases, peer review generates ‘a 
rapid-results process’, and most COVID-19 preprint websites did institute 
‘appropriate systems’ (with thanks to public health communication 
specialist Warren Parker for this observation). In contrast, thanks to 
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opportunistic COVID-19 Trumpian politicisation, the Chinese introduced 
party political review, in addition to peer review. 

Peer review is not perfect, but it offers the best current practice. When 
we fail our peer-reviewing duties, we fail ourselves, our disciplines, 
our institutions and the public. When university managements fail to 
acknowledge the fundamental value of peer review, they imperil science, 
and conceptual and methodological progress. 

For ASSAf, an article attains value when it factors readers and social 
usefulness of research into the national equation. Its National Scholarly 
Editors’ Forum (NSEF) regularly debates different models of peer review 
and places social value – rather than just the product and metrics – as 
a key objective of academic citizenship. Debate on academic research 
practice is encouraged at NSEF meetings that bring editors together from 
the public, private and university sectors. Journal editing, peer review and 
academic citizenship ensures a holistic and community-oriented approach 
to our work where agreed rules of engagement are followed. The Nattrass 
affair has reinstalled commentaries back on the debating agenda, DHET 
disincentives notwithstanding. Peer review is a fundamental communal 
practice of critical academic citizenship, and it contributes towards 
improving science for public benefit. It should not be an unrecognised 
add-on done in one’s spare time. But for academic auditors, peer review 
is not itself an income-earning activity. There’s the rub.

We all need to do peer review, properly. Our half-life will otherwise 
be fruitless. Getting published is just one component of academic 
citizenship – one that cannot function without review procedures. But the 
practice should never be reduced to box ticking. For retirees, reviewing 
keeps them intellectually active. For science, peer review is the fuel 
that drives the system. For authors, peer review is quality control, and 
for readers, the practice is an assurance of reasonable validity. For the 
public, peer review, especially in the medical sciences, could be the 
difference between life and death.
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A recent open webinar – a regular public digital platform for academics to communicate in the time of COVID 
– hosted by the Academy of Science of South Africa (ASSAf) on 31 July dealt with the peer review process of 
academic journals.

Although it remains something of a Pandora’s box at times, peer review is undoubtedly a key component in the 
rituals of academic publishing. Although often fraught with surprises, conflict, and lively debate, it is peer review 
that ensures sound quality.1

Currently, the South African academic publishing industry is in a growth phase. The number of manuscripts 
submitted is increasing, with many written by a new generation of academics eager to make their mark in their 
chosen fields of expertise. But alas, many authors encounter obstacles in getting their material beyond the peer-
review phase.

For obvious reasons there is considerable interest among academics to find out more about the peer-review 
process – evident by the over 300 people who registered in advance to attend the digital webinar. 

Presenters included Prof. Lucienne Abrahams of the University of the Witwatersrand and editor of The African 
Journal of Information and Communication; Dr Salmina Mokgehle, a researcher at the Agricultural Research 
Council and Associate Editor Mentee at the South African Journal of Science (SAJS); Prof. MP Sebola, a widely 
published local and international academic in the field of management sciences at the University of Limpopo; and 
Dr Andy Carolin, a senior lecturer at the University of Johannesburg and a regular peer reviewer in the fields of 
English literature, gender and cultural studies.

Abrahams, who facilitated the proceedings, stressed in her opening statement that creativity is important. An 
innovative piece of writing that is informative and beyond the run-of-the-mill type of material often gets published. 
Her advice to prospective authors was to gain insight into research methodology and writing skills in areas of 
investigation beyond their own fields of specialisation. She made the point that by collaborating in research groups, 
authors are exposed to valuable, innovative ideas which they can then apply in their own research and reporting. 

Panellists were well aware of the typical problem authors have with ‘exclusivist’ and ‘closed shop’ journal peer 
reviews and speakers acknowledged that specific approaches and/or trends are pervasive in some disciplines and 
that this could lead to journals losing contributions from a new generation of academic writers. 

Carolin acknowledged that the role of the peer reviewer is pivotal because many reviews operate in a contested 
field. There would be diverse views and reviewers might well lack consensus on an article. Editors would then be 
obliged to find an additional reviewer. However, more often than not, the journal’s editor would have to step in to 
make the ultimate decision on the material in question. 

Reviewers, Carolin told the participants, are, after all, ordinary people. They are fallible. Their only advantage 
over the next reviewer is their specific field of knowledge. If a reviewer shows the correct attitude, a sensible 
assessment of a manuscript can be reached. Carolin’s classification of peer reviewers included the ‘monster’ 
(the one who obstructs output); the gatekeeper (guarding the disciplinary domain in a dogmatic mode of 
thinking); and the ‘desirable peer reviewer’ who fits into the role of becoming an indirect contributor by making 
constructive suggestions on a manuscript. It is this latter attitude that contributes to a process of meaningful 
knowledge production. 

There is no place for bad scholarship in the publishing realm. At the same time, there must be a sense of generosity 
towards the author, as well as to the peer reviewer. According to Carolin, it is sound, sensible editorial management 
that secures appropriate reviewers. 

Sebola, an experienced and much-published academic author, explained that it remains difficult to understand 
why a local journal would decline his work, while the same material sails through peer reviews of highly respected 
international journals. His advice was for authors to carefully identify the appropriate type of journal for the material 
an author may have on offer. South Africa is currently moving into a phase of significant postgraduate research 
output, according to Sebola, and this new generation of academics is eager to make its mark. 

On the editorial side, the SAJS has introduced an Associate Editor Mentorship Programme. Mokgehle explained that 
appropriate mentoring has given her the opportunity to communicate with authors of highly promising manuscripts 
and allowed her to engage in a systematic phase of coaching in writing and editing. 

From the discussion, it was evident that the SAJS strategy has merit. When promising young academics are 
brought into the editorial management system, they come from new networks and have fresh insight into emerging 
fields of knowledge. Given the appropriate editorial mentoring, the mentee can make a substantial contribution 
to the further absorption of, for example, indigenous African knowledge systems in creative academic writing. 
Increasingly, younger editorial members are becoming familiar with current local and international trends in 
numerous fields of research.

From Mokgehle’s discussion, it was evident that SAJS’s young editorial members soon became familiar with the 
phenomenon of a range of views shared by reviewers. The best approach, it seems, is to secure a review from the 
right expert in the specific field and to make sure that the material is compliant with the guidelines of the journal.

As mentioned, South Africa is currently on the cusp of a higher production rate of completed postgraduate studies 
that should naturally correspond to an increasing rate of published articles. However, participants in the webinar 
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discussion pointed out that the postgraduate output did not always lead 
to reporting in academic journals. Both the panellists and participants 
argued that academics have busy schedules. Apart from teaching they 
also have their own research and pressing administrative tasks, along 
with the customary load of postgraduate students. They do not always 
have the time to provide additional guidance on the manuscripts that 
arrive on their desks to review.

On the editorial side, it appears that the ever-present problem is 
the inability to have enough, or the right type of, peer reviewers. The 
speakers as well as the webinar participants favoured suggestions that 
peer reviewing academics should get recognition from their managers 
for the time and effort spent on peer reviews and for serving on journal 
editorial boards. Peer reviewing should feature in their performance 
management assessments. 

In fact, Abrahams was of the view that peer-reviewing responsibilities 
should be taken into consideration when promotions are made. Furthermore, 
ratings institutions such as the National Research Foundation of South 
Africa should take note of editorial services rendered by academics. 

In some quarters there were calls for peer reviewers being paid for doing 
reviews. However, during the open discussion, there was consensus that 
the peer review should be seen as a free service rendered by individual 
academics who could be relied on to make sound judgements as a 
community service to other experts. 

There were questions about young academics submitting material 
with, or without, the support of their postgraduate study leaders. Some 
speakers hinted that study leaders were not always supportive of article 
writing. One editor insisted that study leaders should play a more supportive 
role in the guidance of their students, especially in the field of academic 
publishing. With study leaders typically taking charge of mentoring the 
student from the writing phase to the final manuscript submission, the 
success rate of the manuscript could increase significantly.

The elephant in the room remained a sense of cynicism about the fact 
that material submitted seldom reached the phase beyond a first peer-
review round. 

According to Sebola, the Association of Commonwealth Universities 
and the management of South Africa’s universities are well aware of the 
value of next generation scholarship. He stressed the point that editors 
of journals need to facilitate the process of absorption and growth. 
Personally, he favoured the arrangement that the approval of an article 
would not be the exclusive, privileged domain of the editor. It had to be a 
collective editorial decision. 

Moreover, there had to be more opportunities for authors to learn 
from the peer-review process. Reviewers, Sebola pointed out, need to 
provide detailed expositions of what needed to be done to improve the 
quality of a manuscript.

Participants in the open discussion agreed that editors and reviewers 
working with large numbers of manuscripts, seldom had the time to 
give detailed and ongoing support on the editorial content of articles. 
It was felt that the responsibility had to be shared by the author and 
postgraduate study leader. The study leader was perhaps in the best 
position to do valuable coaching.

Some good ideas were discussed. There were suggestions of using 
Publons (a commercial website that provides a free service for 
academics to track, verify, and showcase their peer review and editorial 
contributions for academic journals).2 Also thought provoking was 
the question: Who does the young academic go to for support when 
doing a first peer review for a journal? Much can be said for a future 
author as reviewer, equipped with some basic postgraduate skills on 
reviewing practices. 
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Owing to time constraints, discussion leaders were unable to make 
disclosures about the complex process of digital publication in today’s 
virtual academic journal editorial office. In recent years, thanks to 
digital technologies, the publishing process has sped up. Gone are 
the days when manuscripts, typed or handwritten, and sent in hard 
copy and by registered mail, would be subject to typesetting and 
proofreading before being published. 

Nowadays, publishing is fast, complex and multi-faceted. Many 
processes happen simultaneously. Manuscripts are subjected to 
digital similarity checks to prevent plagiarism. Algorithms monitor the 
impact of published texts. The quantitative measure has replaced many 
uncertainties of the qualitative processes of former times. 

However, peer review, it seems, remains of crucial importance in 
successful publications. It is the task of the editor, or members of an 
editorial team, to draw a distinction between the good, the bad, and the 
‘rude’ peer review. The editorial team has to consider the reviews from 
the perspective of an academic commitment that speaks to integrity 
and ethics.3 Reviewers who are disrespectful to authors, be they young 
academics or old-fashioned veterans, should not feature prominently on 
the name lists of good journals. 

Any experienced journal editor would concede that a careful manuscript 
is more likely to go all the way to publication than a shoddily written text. 
Manuscripts that make the grade are usually those that have been read 
first by an experienced and trusted colleague, before being passed on 
to a skilled language editor and submitted with the greatest respect for 
the editorial guidelines of the identified journal. After all, there is pride at 
stake in a good piece of writing. Few authors favour publishing their work 
anonymously.4 A neat article speaks of self-pride.

Even academic journals themselves are subject to internal and external 
oversight and peer review. Reviews by ratings entities determine their 
status. Editorial board members tend to be large in number and they 
work in close collaboration with technology systems administrators. 
Nowadays globalisation also plays an important role. The peer review 
of a good, local-content article often reaches the desktop of an expert 
reviewer in a foreign country. 

Editors, confident of their submitted material, take pride in sharing local 
work of outstanding quality with colleagues elsewhere. In the field of 
natural science, peer review is said to be the critical objective way of 
ensuring that there is transparency and trust in the findings that are 
shared by a number of specialists in a particular field.5 This is also the 
view upheld in the social sciences and humanities.

Peer review, although somewhat of a Pandora’s box for many authors 
and editors, is, however, bound to remain a much appreciated and respected 
element of academic publishing. 
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Academy of Science of South Africa (ASSAf)1

The introduction of the research output incentive scheme for public higher education institutions (HEIs) in the 
1980s2 was premised on two principles – the first was that rewarding outputs would direct resources to those 
institutions that were producing graduates at the master’s and doctoral levels, and whose staff and students 
produced published scholarly work in recognised journals, conference proceedings and books. The incentive 
scheme was seen as a mechanism to encourage improvement in both the productivity and the quality of the 
research produced by the public HEIs in South Africa. With the introduction of the New Funding Framework for 
HEIs in the 2004/2005 financial year, the way in which institutions received funding was explicitly laid out3 and 
research was funded as a separate category with its components funded through awarding units with a particular 
monetary value. 

The component of the formula for research funding that will be explored here relates to the recognition of scholarly 
publications in journals only. Scholarly publications in books and conference proceedings were assessed by a 
committee established by the Department of National Education (at that time) that decided on the subsidy units 
to be allocated to these categories of submission. Journal outputs were handled differently, with the Department 
indicating that only journals listed in the Institute for Scientific Information (ISI) databases and the International 
Bibliography of Social Sciences (IBSS) would be automatically recognised. South African journals that were not 
listed by the ISI or IBSS had to apply for inclusion in the Department of National Education’s and then subsequently 
the Department of Higher Education and Training (DHET)’s list of accredited South African journals (LASAJ). The 
quality of journal outputs was assessed using the ISI and IBSS databases as a proxy for acceptable quality while 
South African journal titles that were not included in these lists had to apply to the Department for inclusion in the 
LASAJ.

Just prior to the change in the formula for the funding of universities, the Department of Science and Technology 
(DST) decided in 2001 that it would close the Bureau for Scientific Publications which had previously provided 
funding for a group of South African research journals, and it contracted the Academy of Science of South Africa 
(ASSAf) to review scholarly publishing in South Africa and to make recommendations to DST and DHET regarding 
this matter. The ASSAf report1 that was delivered in 2006, and its fifth recommendation (shown above), proposed 
the idea of subjecting journals to peer review. 

The key element of this recommendation was the systemic peer review and periodic audit of all South African 
journals and particularly those included in the LASAJ. At the time that this recommendation was made it was entirely 
novel in that it proposed the peer review of journals in a way that was analogous to the peer review undertaken by 
journals of the material submitted to them. It was the first time that a peer-review process was being proposed to 
assess the quality of material in, and editorial processes of, journals. The underlying thrust of the approach was 
to encourage accountability for the quality of content and also make developmental recommendations directed at 
improving the quality of the journals reviewed. 

Following the acceptance of the ASSAf report, ASSAf undertook the task of implementing the recommendations 
of the report and the ASSAf Council established the Committee on Scholarly Publishing in South Africa (CSPiSA) 
which had oversight of ASSAf’s Scholarly Publishing Programme (SPP). It was the staff of the SPP that were given 
the task of making journal peer review a reality.

Introduction of peer review of journals
An explicit call for the peer review of South African scholarly journals was made in Recommendation 5 of the 
ASSAf report1 with the idea that this be mandated by the Department of Education and DST which were the 
relevant government departments at that time. Both departments endorsed the idea and indicated that the process 
could be used to manage South African journals on the LASAJ. This proposal was then discussed with the newly 
established National Scholarly Editors’ Forum (NSEF) and the editors present supported the introduction of this 
process and were consulted regarding both the process and documentation that would be used. The outcome of 
this consultation was that guidelines for the peer review of journals were developed and introduced.4
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There is a clear distinction between the process that ASSAf uses to 
review journals and makes recommendations regarding their inclusion in 
the LASAJ and/or their suitability for the SciELO South Africa platform5, 
from that used by other database services such as Web of Science 
(successor to ISI), IBSS, Scopus and others.

The currently DHET recognised databases outside of South Africa are 
the Norwegian List, Web of Science, IBSS, and Scopus. These four 
databases try to ensure that there is some form of quality assurance 
in relation to the items that are included. However, the form of quality 
assurance employed usually consists of a set of technical criteria that 
the journal needs to address in order to be listed. Individual journals may 
be delisted if they no longer adhere to the stipulated criteria. In addition, 
some of the companies maintaining these databases have initiated the 
use of bibliometric data to screen journals for acceptability. An example 
of the criteria that are used by Elsevier for the Scopus database are:

To be considered for review, all journal titles 

should meet all of these minimum criteria:

• Consist of peer-reviewed content and have 

a publicly available description of the peer-

review process;

• Be published on a regular basis and have an 

International Standard Serial Number (ISSN) 

as registered with the ISSN International 

Centre;

• Have content that is relevant for and readable 

by an international audience, meaning: have 

references in Roman script and have English 

language abstracts and titles;

• Have a publicly available publication ethics 

and publication malpractice statement.

In addition to this list of minimum requirements, there is also a set of 
metrics that the journals have to meet in order to be included or remain 
on the list.6 In addition, Scopus has ‘The Scopus Content Selection and 
Advisory Board (CSAB) [that] is an international group of scientists, 
researchers and librarians who represent the major scientific disciplines.’ 
The way in which this CSAB operates and how it is constituted is not 
clearly spelt out. 

The peer review of journals undertaken by ASSAf is different in nature, 
rigour and transparency from the procedures that appear to be used by 
the other journal databases. The key element of this difference is the 
process of peer review and the way that it is implemented which follows 
a standard methodology that has been refined by ASSAf over a number 
of years and provides the outcomes of its reviews in the form of publicly 
available reports. 

ASSAf journal peer review process
The review of a group of journals is initiated by the CSPiSA, which then 
seeks a group of suitably qualified individuals to constitute a peer-review 
panel to undertake the review of the chosen set of journals. The CSPiSA 
solicits the nomination of individuals who are recognised scholars in the 
disciplinary fields of the journals to be reviewed. In addition, individuals 
with expertise in journal publishing as well as one individual who is 
from an unrelated field of study are included in the selection. Generally, 
10–12 individuals are nominated and the panel is then constituted of 6–8 
members who agree to participate, and whose membership is approved 
by the ASSAf Council. 

The panel elects its own chair and manages, with support from staff of 
the SPP, the production of a report on the journals being reviewed. The 
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process entails the identification and appointment of the peer reviewers 
who will review the issues of the journals that have been selected for 
review. Two or three peer reviewers are appointed for each journal. In 
addition to the peer reviewers’ reports, information is obtained from 
the editor/editorial board of the journal that details the way in which 
the journal implements the 'Code of Best Practice in Scholarly Journal 
Publishing, Editing and Peer Review'7 and other details of the journal’s 
practices and business model. In addition, bibliometric data on the 
performance of the journal may be obtained. 

The peer reviewers’ comments and recommendations regarding a 
journal, together with the other data obtained about the journal, are 
considered by the review panel and a report on the journal is formulated. 
The report on each journal is based on the data collected about the 
journal together with the peer reviewers’ comments. This synthesis is 
prepared by the panel and represents their consensus view of the report 
on the journal.

Once the report on a particular journal has been approved by the review 
panel, it is sent to the editor/editorial board of the journal for comment. 
The request for comment is not regarded as an opportunity for rebuttal or 
explanation of the findings of the review panel, but rather an opportunity 
for the journal’s editor to point out any errors of fact in the report or to 
draw the attention of the panel to any oversights that may have occurred. 
The panel considers the comments that it receives to this draft of the 
report and may make appropriate revisions if these are considered to 
be necessary. 

The panel is also asked to make recommendations about the following: 

1. Should the editor/publisher of the journal be invited to consider 
placing the journal on the SciELO South Africa platform if it meets 
the criteria for inclusion?

2. Make a recommendation to DHET regarding the suitability of the 
journal for LASAJ.

3. If the recommendation in (1) and/or (2) is negative, then guidance 
should be provided about what the journal needs to do to meet the 
criteria for inclusion.

4. Any additional recommendations for improvement and enhanced 
functionality.   

Reports on all the journals considered in a particular disciplinary 
group are then consolidated into a single report which is prepared for 
publication. Prior to publication, the report is reviewed by the members 
of CSPiSA and if they are satisfied with its contents, the report is referred 
to the ASSAf Council for approval. Once approved by Council, the report 
is published and publicly disseminated, and copies made available for 
downloading from the ASSAf website. 

The data in Table 1 indicate that over a period of a decade, the various 
review panels have managed to review and make recommendations 
about journals covering a broad sweep of disciplines. An explicit set of 
quality assurance mechanisms for assessing the quality of South African 
journals has been provided. Indeed, in a recent report on scholarly 
publishing in South Africa8, the following observation was made: ‘We 
need ongoing analyses of SA publication practices to identify cases 
of questionable publication and again to alert the DHET and university 
research offices to such practices.’ The report goes on to comment: 
‘Amongst a large number of interesting and relevant findings were 
disturbing indications of predatory publishing and questionable editorial 
practices.’ The peer review of journals undertaken by ASSAf provides 
a level of oversight for South African journals that can mitigate the 
effects of some of the dubious publication practices identified. The fact 
that these practices are not more widespread amongst South African 
journals may at least partly be attributable to the advice provided by the 
National Scholarly Editors’ Forum and the role that journal peer review 
has played in monitoring journal performance and encouraging reform 
where deficiencies are identified. 
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Table 1:  The group peer review reports on scholarly journals in 
particular disciplines that have been carried out to date. The 
year of publication of the reports is listed. All are openly 
accessible from the ASSAf website. 

Title of report Year

Report on Peer Review of Scholarly Journals in the Agricultural and 
Related Basic Life Sciences [link]

2010

Report on Peer Review of Scholarly Journals in the Social Sciences 
and Related Fields [link]

2010

Report on Grouped Peer Review of Scholarly Journals in Religion, 
Theology and Related Fields [link]

2013

Report on Grouped Peer Review of Scholarly Journals in Health 
Sciences and Related Medical Fields [link]

2014

Report on Grouped Peer Review of Scholarly Journals in Law and 
Related Legal Fields [link]

2014

Report on Grouped Peer Review of Humanities Part 1: Literature 
Group Classics, Literature and Languages [link]

2015

Report on Grouped Peer Review of Scholarly Journals in Architecture, 
Built Environment and Engineering [link]

2018

Report on Grouped Peer Review of Scholarly Journals in Humanities 
II – Visual and Performing Arts [link]

2018

Report on Grouped Peer Review of Scholarly Journals in 
Communication and Information Sciences [link]

2019

Report on Grouped Peer Review of Scholarly Journals in Education 
[link]

2020
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Addressing the question of race in scientific research
Since the publication of the now infamous paper ‘Age- and education-related effects on cognitive functioning in 
Colored South African women’ by Nieuwoudt and colleagues where they claim the cognitive functioning of coloured 
women is defective in some ways,1 there has been renewed doubts about the legitimacy of race in research at 
Stellenbosch University and the controversy has become a matter of concern for universities and research ethics 
boards across the country. Because of the harms the Nieuwoudt paper has caused, the question of the use of race 
in research has re-emerged as a central concern. What researchers want to know is how to assess whether race 
is relevant to some question(s), how to use racial classifications if race is relevant, and when to leave race out. 

The attention which this paper has received is perhaps related to how it is a caricature of a more common and 
mundane problem about the status of race in research. Considered responses to the paper have centred on the 
question of how we are to use race in academic settings if at all. The Nieuwoudt paper is a caricature of the problem 
because the study it presented was fundamentally misguided, it relied on racist stereotypes in a quite explicit 
fashion, its claims about the homogeneity of the group it studied are patently false (to bolster their claim, they cited 
a paper that actually makes the opposite claim), and it did not meet basic scientific standards in both its claims and 
their assessment.2 Because of its basic scientific failings, some academics have asked how the Nieuwoudt paper 
managed to pass peer review and how the research protocol managed to attain ethics approval in the first place.3 
A speculative conjecture in this regard is that the reviewers themselves may have held uncritical beliefs about race 
that made them overlook what, for many researchers and concerned South Africans, were glaringly dubious and 
problematic claims about race.3 After a year-long investigation at Stellenbosch University, it was finally announced 
that ‘the article was not aligned with the Research Ethics Committee (REC) approved protocol’, meaning that it is 
arguable that this research did not follow the recommendations of the REC.4 That the article was soon retracted by 
the journal for its lack of scientific merit suggests that there was a failure of quality control at the level of the peer 
review that the journal recognised on a second assessment.5

The more general and mundane problem this points to, both locally and internationally (the paper was published in 
an international journal of good standing), is that this publication may be indicative of a lack of understanding about 
how to manage the variable of race and its possible uses. It is for this reason that the Nieuwoudt paper inspired 
numerous symposia and workshops about race and research on the various campuses of Stellenbosch University. 
Notable are the events held by the University Senate, the Department of Psychology, and the Medical Faculty. Out 
of the event held by the Medical Faculty came an edited collection, Fault Lines.6 This edited collection aims to tackle 
the problem of race in research head-on. 

The book is a welcome beginning to treatments of race in research and opens the door to more critical discussions 
about the issues it explores. A glaring gap and fundamental weakness of the collection is the absence of dealing 
with the material and economic aspects of race and racism despite its historical lens. The book has very little 
to say about the point of white supremacist ideology through colonialism and apartheid being used to justify 
dispossession and to ensure the material racial domination and material inequality from which the country still 
suffers. This may make it seem as if the problem of the continued production of racist research is disconnected 
from the problem of the continued reproduction of a systemically racist society in not only the academy but in the 
economic domain as well. Addressing the issues of the material bases of race and racism directly would have 
gone a long way to further contextualising and illuminating the conditions which produce or afford these research 
products and the broader social power relations to which they belong and from which they manifest. 

The resultant scope and strength of this collection is how it gives some historical context to the use and abuse 
of race in different research settings, especially in how research ethics have been contravened in respect to race 
around the world. Importantly, this book provides specific guidelines on the use of race in research in the South 
African setting. Given that the aim of the book is to help us understand race in research, the collection feels 
incomplete as it leaves out a central aspect to understanding race – the material and economic – and how that then 
plays out in our research activities. Nevertheless, this collection is a useful introduction to the debate that can be 
supplemented with works about the material bases of and incentives for the continuation of racism in South Africa. 

Not all contributions in the book endorse racial classification or its use. Some contributors outline an orientation 
that challenges ‘race thinking’ and its place in academics, politics, and in social and personal identity. It is unclear 
how the tensions between the problematic nature of race and race’s employment in research is to be resolved 
under those considerations, but they do open up a space to explore many interesting questions. 

Other contributions in the collection argue for critical uses of race, which often accompany an understanding of 
race as real and having a justifiable place in research. One of the editors of the collection, Johnathan Jansen, puts 
the case like this:

Not all studies of race are socially regressive. Put differently, there are critical studies of 
race that should not be denied ethical clearance simply because the study is about race. 
The point of departure for such critical studies of race is not that race is real in the sense 
of it being a biological or cultural essence; rather, the starting point for such studies is that 
race is a social category whose functions need to be unmasked.7
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I will further comment on three chapters in the collection that I believe 
hold some important lessons for the use of race as a variable in research 
– both in terms of thinking about what race is in general and in thinking
about if race is relevant to specific scientific studies.

From genetics to race and ethnicity in the 
human sciences
After an introductory overview, the first chapter of the book takes us 
through the basics of human genetics and human biological diversity. 
This chapter, ‘The Role of Genetics in Racial Categorisation of Humans’8, 
addresses the question of whether race is biologically real. This chapter 
is penned by two geneticists, Soraya Bardien-Kruger and Amica Müller-
Nedebock, from Stellenbosch University. 

They make the case that race is not biologically real, and recount the 
standard reasons related to the apportionment of genetic diversity across 
our species and how genetically similar people are to one another. Much 
attention in this contribution is paid to sketching the basics of human 
genetic diversity and the current consensus about individual- and 
population-level differences between humans. This makes this chapter 
especially useful as an introduction to the relationship between race and 
biology. The authors make their case by explaining why race is not a 
valid taxonomic category, why race does not represent human genetic 
diversity well, and why race can sometimes correlate with some clinically 
or medically relevant information despite race not being biological. The 
authors do this in a lucid non-technical style that makes it easy to follow 
even if you do not have a background in genetics. 

One reservation I had with this chapter is its treatment of ethnic groups 
as biological categories. Although ethnic groups may be more reliable 
in a number of respects in clinical settings and generally have a closer 
relationship with genetic ancestry than races do, ethnic groups are still 
social groups and are not biological categories.9,10 The use of ethnic 
groups is one way approximations to biogeographical or genetic 
ancestry are made, as the authors describe, but ethnic groups are not 
themselves units of ancestry – ethnic groups are not ancestry groups at 
any level of biological population. This means that ethnicity is separate 
from genetic ancestry. 

All that one needs to do to understand why ethnicity and genetic ancestry 
are separate is to think about how ethnic classifications operate. Consider 
the case of ‘trans-ethnic’ adoption between, say, English parents and 
an Afrikaner or French child, or a Tsonga family and a Zulu or Shona 
child. The child’s ethnic group can change, yet their genetics remains the 
same. Even as an adult, the ethnic group someone is said to belong to 
is heavily dependent on the aspects of their heritage or acquired culture 
with which they are associated, and this heritage or culture is not strictly 
tied to specific relations of a biological nature. Ethnic classifications, like 
racial classifications, are social categories, despite any correlations they 
may have in some clinical and medical research settings.11 Racial and 
ethnic categories, along with all of their surrogates, should not be used 
uncritically as uncritical uses of these categories can be misleading and 
have dire consequences that can be quite direct for patients in clinical 
contexts. 

This difference between race, ethnicity and genetic ancestry is made 
clear by Jimmy Volmink, Lynn Hendricks, Lindokuhle Mazibuko and 
Leslie Swartz in their contribution ‘Race and Health: Dilemmas of the 
South African health researcher’.12 They distinguish genetic ancestry 
from social classifications like race and ethnicity and explain how they 
operate differently. They explain: 

Unlike race or ethnicity, which is concerned 
with how a person fits into a particular group, 
genetic ancestry focuses on how an individual’s 
history has unfolded – essentially, how his or 
her ancestors moved and mated. Someone’s 
self-identified or assigned race or ethnicity may 
therefore differ considerably from data computed 
using AIMs [ancestry informative markers], and 
may also reflect multiple ancestral origins.12

The concern in this chapter is with the understanding and use of race 
in health and clinical research settings. The authors make a case for 
a nuanced approach to the use of racial terminology that takes into 
account the various environmental and genetic influences that could be 
at play in any particular health setting. In the same breath, they warn 
of the dangers of 'clinical racial profiling' and the dangers inherent in 
profiling in health-care settings more generally. Because the use of 
race and ethnicity as markers of biological variation is misleading, they 
discourage their use as guides to such variation, especially as it could 
undermine patients’ quality of care and afford the neglect of investigating 
or identifying structural pathways to certain health outcomes. It is in light 
of these considerations that the chapter looks at the use of racial, ethnic, 
and ancestry related terminology in a year's worth of publications from 
the medical faculty at Stellenbosch University. In this, they debate the 
need to keep to international standards in the use of classifications whilst 
taking the local context and the particular history of racial terminology in 
South Africa into account. 

The last contribution I will discuss, which is also the final chapter of the 
book, brings the collection to a close in answering the central question 
of the book: the relationship between race and research ethics. That 
question is whether or not the use of race in research is ethically justified. 
This is the topic of Keymanthri Moodley’s contribution, ‘Science, Race 
and Ethics’.13 

In the context of research ethics, justification must incorporate both social 
and scientific reasons that show the benefits of undertaking research 
in one particular fashion rather than another. Ethical research, Moodley 
suggests, weighs the relative costs and benefits of research. The eight 
criteria Moodley offers for undertaking ethical research are meant to help 
decision-makers make a cost–benefit assessment. These eight criteria 
are: (1) establishing collaborative partnerships, (2) considering the 
social value of a study, (3) ensuring its scientific validity, (4) ensuring 
the fair selection of participants, (5) assessing the risk–benefit ratio 
of a study, (6) going through an independent ethics review, (7) having 
informed consent, and (8) ensuring respect for participants. These are 
practical criteria that can be used as a guideline in considering the ethics 
of a study. 

Moodley’s chapter begins with an overview of instances of scientific 
malpractice and unethical scientific experimentation on human subjects. 
Local examples she touches on are the infamous experiments of South 
Africa’s Project Coast led by Wouter Basson to the Bezwoda case, and 
some of her international examples are the eugenics programmes of 
the 20th century and the US Tuskegee syphilis study. Different lessons 
can be drawn from the lack of research ethics in each case, specifically 
in respect to the blatant disregard of the human rights of the people 
experimented on in each of these cases. The cases explored are 
woven together by their racist ideological underpinnings that enabled 
justifications for targeting particular demographics for unethical 
treatment in scientific settings. The scientific merits for undertaking 
many of these studies were in themselves fundamentally questionable 
beyond their more general ethical failings. 

As a precondition for research being ethical, Moodley posits that the 
research must be scientifically sound. As the methodology of the 
Nieuwoudt study was not scientifically sound, it should not have passed 
ethics review (note: the protocol used in the Nieuwoudt study was found 
not to match the protocol approved by the REC).4 It is under such a 
framing that Moodley says ‘this study is regarded as unscientific and 
therefore unethical’13. Her point is that expertise is central to the ability 
of researchers to be able to carry out ethical research. In this regard, the 
question arises as to why cognitive function was a topic seen fit to be 
explored by sport scientists as well as if any of them had the relevant 
expertise to undertake such a study. Addressing these questions may 
have led the researchers to make better decisions about this study, if 
to undertake it at all. 

Researchers may not always have a fair idea of their own abilities or 
limitations. This is where the role of peer review and academic checks 
and balances have a role to play. Checks and balances present an 
opportunity to interrogate the assumptions researchers may have and 
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to test the social and scientific viability of their studies. This is the role of 
a REC, and it is critically important when considering difficult topics. In 
this regard, Moodley suggests that:

Given our history, any study that attempts to link 
race with cognitive function must be carefully 
considered by a REC. This is why the National 
Health Research Ethics Council (NHREC) in South 
Africa has guidelines for who should serve on a 
REC. Members should represent the demographic 
profile of the country to ensure sensitivity to local 
context in order for a proper risk assessment to be 
made.13

This is perhaps challenging to do at universities like Stellenbosch 
University which remain predominantly white in both academic staff 
and student demographics. Because many South African universities 
remain untransformed in similar ways, universities struggle to meet 
these conditions. Thus, oversights on certain issues may be a direct 
result of these more institutional issues and the institutional culture under 
which research is assessed and produced. The institutional orientation 
and demographics of the University itself may be structurally biased 
towards the poor outcomes manifest in caricature in the Nieuwoudt 
paper. Moving forward, my hope is that the Nieuwoudt paper could bring 
urgency to calls for transformation and spur on efforts to undertake 
some fundamental change in our universities’ structural orientations, 
pedagogy and research traditions. 

An important lesson to come out of the Nieuwoudt experience that 
has been somewhat overlooked is the importance of research ethics 
for researchers themselves. If the details of the Nieuwoudt study are 
significantly different from what was approved by the REC,4 then the 
researchers missed the opportunity to subject their work to quality 
control checks from which they could have benefitted. Nevertheless, as 
many of the contributions in Fault Lines suggest, the problems of race 
and research run far deeper than the operation of RECs. So long as 
those problems are not resolved, we can expect the production of racist 
research to be recurrent. 
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Development and improvement of vaccines are benefitting from advances in life sciences fields such as synthetic 
biology. However, amidst this technological revolution, the field of vaccinology faces challenges in keeping up with 
evolving viral pathogens and adverse vaccine response outcomes due to human genetic diversity. Moreover, anti-
vaccination attitudes create a higher incidence of vaccine hesitation and rejection. 

Global health is facing challenges from evolving existing pathogens that are becoming multidrug resistant and thus 
reducing the available therapeutic interventions that can be employed. Moreover, novel pathogens are emerging, 
such as the current pandemic of SARS-Coronavirus 2 (SARS–Cov-2). Some of the hot topics in vaccination – 
namely efficacy, impact and attitudes – were highlighted in an Elsevier Vaccine Special Article Collection1 that 
also identified some of the challenges in vaccinology. These challenges include anti-vaccine thinking that leads to 
increased levels of vaccine rejection and the need to work fast to produce a vaccine such as the annual flu vaccine 
which must match new strains.1 Developing vaccines is usually a race against time as the viral particles mutate and 
recombine and thus require annual development ab initio. Successful vaccinology depends partly on the vaccines 
interacting with the immune system and producing an immune response similar to that produced by the natural 
infection, but usually not creating clinical disease symptoms and potential complications.2 Vaccines can be in the 
form of live attenuated pathogen, virus-like particles, killed sub-unit, killed virus and viral components such as 
polysaccharide and protein3 that result in long-term protection that requires the persistence of vaccine antibodies 
and/or the generation of immune memory cells that are capable of rapid and effective reactivation upon subsequent 
exposure to the pathogen.3

Genetic diversity in populations is essential as high levels of diversity usually correspond to fitness or adaptability 
to environments. Thus, any change in the environment will most likely have a corresponding adaptive genome 
already present in the population. A population that is highly genetically uniform would need mutations to occur to 
adapt to a new environment and, in the absence of mutations, fitness is lowered, and the population tends towards 
extinction. However, for vaccinology, high genetic diversity is not ideal as the interaction of genetic factors, such as 
polymorphisms in genes encoding immune response proteins – HLA molecules, cytokines and cytokine receptors 
– and environmental factors such as the dose, route of administration and quality of antigen can result in non-
uniform or unexpected outcomes.4,5 These may include adverse side effects or complications after the vaccine is 
administered. This genetic variation in both humans and the pathogen causes antigenic variation in the infectious 
agent and a high inter-individual variability in the human response to the vaccine6 which prevents the attainment of 
a universally effective vaccine. On the other hand, a genetically uniform population would potentially have uniform 
outcomes after administering a vaccine. Africa has rich human genetic diversity7 which needs to be taken into 
account in developing and evaluating vaccines. 

Enhanced vaccine development in the form of multidisciplinary synergistic approaches may enable novel ways 
to develop vaccines that utilise the rapidly growing field of artificial intelligence (AI) in silico deep learning, deep 
reasoning, reading and vision capabilities. Novel algorithms can reduce genetic diversity to uniform demes, predict8, 
model and select the strain to use. In addition, the algorithms can be developed to: consider human genetic variants 
that determine disease susceptibility9, identify potential vaccine-adverse outcomes, genetic signatures, suggest 
improvements to a candidate therapeutic agent and take into consideration the existing genetic diversity of the 
human species races, local demes and that within the pathogen. This would assist in producing a situation of high 
human genetic diversity within the population separated in silico into genetically uniform demes and the prediction 
of potential vaccine-adverse outcomes signatures. Vaccines for genetically uniform populations would be likely to 
reduce adverse side effects. Building on the experience and outcomes of the first phase of algorithm development 
and testing, AI algorithms that predict the ability of potential vaccine candidates to ‘inhibit pathogen multiplication’ 
or ‘cell receptor binding’ might be developed. Testing algorithms using available molecular databases of protein 
and nucleic acid sequences of components of pathogen particles, pathogen therapeutic agents, and available 
literature may enable rapid discovery or suggest the form of a candidate therapeutic agent. Employing AI in vaccine 
development has potential in determining in silico whether one or several different vaccines are required against 
a pathogen. The efficacy of the candidate therapeutic agent can then be improved through bioengineering, for 
example, synthetically derived nucleic acid or protein domains that are tailor-made for the identified different genetic 
groups that elicit an immune response in a safe way that does not produce clinical symptoms. 

However, the fast production of an effective vaccine does not ensure vaccine success, as anti-vaccine beliefs are 
becoming widespread.1 Thus, educating the public about vaccines, both novel and in use, needs to move from 
disseminating vaccine facts to ‘enhanced vaccine education’.

Social media is one route through which polarised attitudes towards vaccination are popularised.10 Enhanced 
vaccine education may take a multidisciplinary approach that includes traditionally non-allied activities such as 
virtual reality games, smartphone apps and cartoons, to conceptualise vaccinology processes and their attendant 
challenges. Teams can develop games and apps that present vaccine development, evaluation and vaccine facts in 
‘fun’ ways to the public; these can be made available on online app stores, on social media platforms, in children’s 
gaming arcades and even as part of the school curriculum. The educational media can cater for different age 
groups. This approach can potentially counter the ‘infodemic’ on vaccine science and reduce incidences of vaccine 
hesitation and rejection. 

Enhanced education on vaccines can reduce the 
scourge of vaccine rejection and hesitation
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Vaccine development and education can also benefit from a further 
paradigm shift towards development specific to localised genetic 
diversity and other ways to develop antivirals and thus partly address 
the current challenges that lead to vaccine hesitation and rejection. 
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Peer review versus the h-index for evaluation of 
individual researchers in the biological sciences

Past performance is a key consideration when rationalising the allocation of grants and other opportunities 
to individual researchers. The National Research Foundation of South Africa (NRF) has long used a highly 
structured system of ‘rating’ the past performance of individual researchers. This system relies heavily on 
peer review, and has seldom been benchmarked against bibliometric measures of research performance 
such as Hirsch’s h-index. Here I use data for about 600 rated researchers in the biological sciences to 
evaluate the extent to which outcomes of peer review correspond to bibliometric measures of research 
performance. The analysis revealed that values of the h-index based on the Scopus database are typically 
5–20 for researchers placed in the NRF’s C rating category (‘established’), 20–40 for those in the B rating 
category (‘considerable international recognition’) and >40 for those in the A rating category (‘leading 
international scholars’). Despite concerns that citation patterns differ among disciplines, the mean 
h-index per rating category was remarkably consistent across five different disciplines in the biological 
sciences, namely animal sciences, plant sciences, ecology, microbiology and biochemistry/genetics. This 
observation suggests that the NRF rating system is equitable in the sense that the outcomes of peer review 
are generally consistent with bibliometric measures of research performance across different disciplines 
in the biological sciences. However, the study did reveal some notable discrepancies which could reflect 
either bias in the peer-review process or shortcomings in the bibliometric measures, or both. 

Significance:

•	 NRF rating categorisations (estimates of standing in a research field based on peer review) are a 
reasonably good predictor of the h-index of individual researchers in the biological sciences. 

•	 The relationships between rating categorisations and the h-index are remarkably consistent across five 
sub-disciplines in the biological sciences.

•	 Peer review and the h-index were compared in terms of their relative advantages and disadvantages 
and the combined use of both approaches is advocated for measurement of research performance. 

Introduction
Peer review is one of the pillars of the global research enterprise.1 At a political level, national governments often 
steer overall research activities in particular directions through funding allocations to programmes, but they also 
almost always devolve the final allocation of resources to a system of peer review. The logic is that peers are 
considered to be in the best position to evaluate the quality of past and proposed research, even though it is also 
acknowledged that reviewers can exhibit bias, which can be either explicit, such as overt competition among 
researchers, or implicit, such as underlying prejudice according to race, gender and the perceived status of the 
institution to which a researcher is affiliated.1 The peer-review system is under enormous strain worldwide and 
grant administrators increasingly struggle to obtain quality reviews of funding proposals.2 Peer review, whether of 
grants or submitted manuscripts, is usually performed without added remuneration and there are thus limits to the 
time that researchers are willing to allocate to this process, particularly if it involves an assessment of the entire 
track record of each individual researcher. 

One possible way of reducing the burden on peer reviewers (and the institutions that manage the process) is to 
separate periodic evaluation of the track record of the applicant from the evaluation of proposed research, such 
that a single measure of the applicant’s track record can be used for multiple decision-making processes. This 
approach has been adopted in South Africa for several decades and takes the form of peer evaluation of the 
research performance of researchers in the higher education and research sector. This evaluation is usually based 
on the opinions of about six peers (some suggested by the candidate and some suggested by a panel of discipline-
specific experts) and is codified as a particular ‘rating’ which lasts for a period of 6 years. This information can 
then be used by administrative panels when making grant allocations or for other purposes such as informing a 
university selection committee about the past performance and general standing of an applicant in a research field. 

The availability of massive computerised databases of publications that include citation information has led to 
the development of bibliometric measures of research performance. By far the most widely adopted of these is 
Hirsch’s h-index, which is simply the number h of papers that have been cited at least h times.3 The h-index is 
intended to strike a balance between the total number of citations, which may be unduly influenced by a few very 
well cited papers, and the total number of publications, which may not reflect the actual impact of the research in 
terms of citations.4 The h-index has been shown to be closely associated with measures of academic standing in 
a field.5,6 Potential drawbacks of the h-index include its insensitivity to number of authors, author positions, and 
discipline-specific citation patterns.4,7-11 Like the metric of total citations, the h-index also shows a ratchet effect 
whereby it will continue to increase even after a researcher has become inactive.4 

There have been very few attempts worldwide to determine the extent of agreement between peer review 
and bibliometric measures. Most of these involve studies of whether the h-index can predict the outcomes of 
applications for fellowships12,13 or future career trajectories14. Hirsch9 has characterised the h-index as ‘an indicator 
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of the impact of a researcher on the development of his or her scientific 
field’. This is uncannily similar to the objectives of the National Research 
Foundation (NRF) rating system in South Africa. Studies of correlations 
between peer assessment of research standing, such as NRF ratings, and 
the h-index are particularly valuable, but remain rare.5,8,15,16 Lovegrove 
and Johnson17 analysed data for a small sample (163) of botanists and 
zoologists in South Africa and found that the outcome of peer review of 
research standing in the form of NRF rating categories was fairly well 
correlated with the ISI-based h-index. They did not attempt to analyse 
trends across other disciplines in biology, however, and the ranges 
and means they obtained for the h-index in each rating category need 
to be updated, given the large increase in publications worldwide over 
the past 12 years. 

The aim of the present study was to establish, across different disciplines 
of biology, the relations between estimates of the standing of researchers 
in their field based on peer review and those based on bibliometric analysis 
of their h-index. 

Methods
I used the public database of NRF ratings assigned to 4176 South African 
researchers, available at www.nrf.ac.za, which was last updated on 30 
June 2020. I filtered this database down to 644 researchers who mentioned 
‘Biological Sciences’ as one of their primary disciplines (Supplementary 
table 1). I was able to find the Scopus-based h-index values for 614 of 
these researchers (searches took place 18–19 July 2020). Values of the 
Scopus-based h-index are generally very similar to those based on the 
Web of Science.18 I did not use Google Scholar because Google Scholar 
profiles that are not frequently curated often include papers that are not 
authored by the researcher, thus inflating their actual h-index. 

I was able to assign 569 researchers to a sub-discipline, usually based 
on their own statement of a sub-discipline in their NRF profile, or, 
more rarely, by examining the content of papers in their Scopus profile 
or consulting with other researchers in the sub-discipline. I used the 
following sub-discipline categories (number of researchers): ‘Ecology’ 
(137), ‘Plant Sciences’ (75), ‘Animal Sciences’ (127), ‘Microbiology’ 
(115) and ‘Biochemistry, Molecular Biology and Genetics’ (115). 
Palaeontologists were allocated to the Animal Sciences category only 
if their main focus is on animal structures and evolution rather than 
geology. These disciplines are based loosely on those used by Scopus 
and do not correspond exactly to the specialist committees used by NRF 
to oversee the results of peer review. For example, I have grouped all 
ecologists into one category, regardless of whether they would fall under 
the plant sciences or animal sciences committees.

I analysed values of the h-index of researchers to determine the degree 
to which these could be predicted by peer-review outcomes (the rating 
categories in which these researchers had been placed) as well as 
according to the specific discipline of the researchers. The three rating 
categories used by the NRF that were analysed (and the number of 
researchers in these) were A (‘leading international scholars’, n=27), 
B (‘scholars with considerable international recognition’, n=129) and C 
(‘established scholars’, n=414). I did not analyse rating sub-categories, 
e.g. C1, C2 and C3, as this information is not made public by the NRF. 
Even if the rating sub-category data could be obtained on the condition 
of confidentiality, as was the case in the analysis by Lovegrove and 
Johnson17, analysing them here without making the data available as 
an appendix would violate the principle of data transparency. I did not 
analyse researchers who applied for a rating and were unsuccessful as 
this information is not publicly available; nor did I analyse the Y and P 
rating categories as these specifically apply to early-career researchers 
who are evaluated largely according to future potential and not on their 
past track record in terms of impact within their fields. 

Values of the h-index were skewed with a longer tail to the right and were 
thus analysed using a generalised linear model which incorporated a 
gamma distribution and log link function (implemented in SPSS 25, IBM 
Corp.). Rating category, sub-discipline and their interaction were treated 
as fixed predictors, and time (0–5 years) since the rating was awarded 
was treated as a covariate. Model significance was assessed using 
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likelihood ratios and post-hoc comparisons among means were based 
on the Dunn–Šidák method. In statistical terms, this model tests the null 
hypothesis that different rating category allocations are drawn from the 
same distribution of the h-index. An equally valid approach not used here 
would be to use a logistic model to assess whether the h-index is a good 
predictor of the probability of different rating categorisations.8 

Results
The distributions of raw (non-adjusted) h-indices according to rating 
category revealed clear clustering, but with some overlap of values 
between categories (Figure 1). The h-index values for researchers differed 
significantly according to rating category (χ2 = 399.9, p<0.0001), 
sub-discipline (χ2 = 14.2, p=0.006) and time since rating (χ2 = 399.9, 
p<0.0001), but not by the interaction between rating category and 
discipline (χ2 = 10.4, p=0.234).

The overall model-adjusted means (±s.e.) for the h-index were 16.4±0.29 
for researchers in the C category, 29.8±0.96 for researchers in the B 
category and 57.4±4.16 for researchers in the A category (all category 
means differed significantly, post-hoc tests p<0.0001). The ranges in 
mean h-index across disciplines were 15.4–18.0 for the C category, 
25.8–31.8 for the B category and 38.0–81.5 for the A category (Table 1). 
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Figure 1:  The distribution of values of Hirsch’s h-index for researchers in 
the biological sciences placed in the three main rating categories 
used by the National Research Foundation of South Africa: A = 
‘leading international scholars’, B = ‘scholars with considerable 
international recognition’ and C = ‘established scholars’.

Discussion
These results indicate that there is substantial agreement between the 
evaluation of research performance based on peer review and values 
of the h-index based on bibliometrics across a wide range of sub-
disciplines in biology (Table 1). The consistency across disciplines 
is particularly evident for the B and C rating categories (Table 1). The 
greatest variation in the mean h-index across disciplines, notably a 
twofold difference between animal sciences and molecular biology, is 
found in the A category (Table 1), but as this category has no upper 
bound and includes a relatively small number of researchers, the mean 
value for a sub-discipline can be shifted upwards considerably by one or 
two researchers with particularly high values of the h-index. 
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Finding that the h-index is largely congruent with NRF ratings does not 
automatically imply that measures of research performance based on 
peer review can simply be supplanted by bibliometrics. The reason 
for this caution is that both approaches have disadvantages, and 
a combination of both may offer the best safeguard against unfair 
evaluation of an individual. Given that the advantages and disadvantages 
of peer review, partially summarised in Table 2, are well known1,15, 
I focus here on the advantages and risks of relying on the h-index as a 
measure of research performance. 

The purpose of measuring research performance is usually to make 
decisions about allocations of public funds in the form of grants. 
It is therefore important that the measure reflects overall research 
competence and ability. In this sense, the h-index has some serious 
drawbacks, such as favouring authors who publish as part of large 
teams, including consortia.7,19 For example, an author who is a minor 
(middle) author of a large number of multi-authored papers may quickly 
develop a healthy h-index and yet may not have the requisite experience 
in managing research or writing papers.9,20 This issue would probably 
be flagged by peer reviewers. There is an increasing trend for papers 
to have large numbers of authors. The charitable view is that this 
reflects a genuine increase in collaboration among researchers, but a 
more cynical view is that it reflects a form of collaborative gaming of 
the system by authors who wish to collectively increase their numbers 
of publications and citations.21 A curious footnote to this issue is that 
in South Africa, government incentive funding for each publication is 
divided among authors, thus providing a perverse incentive (counter to 
that applied by the h-index) for researchers to minimise the number of 
co-authors. Another form of gaming by authors is to focus on writing 
review articles, rather than to conduct original laboratory or field-based 
research, simply because review articles are well known to garner more 
citations.21 The need to more fairly reward authors for original research 
has recently been recognised in the ‘San Francisco Declaration on 
Research Assessment’ (https://sfdora.org/) which includes an advisory 
for authors to cite original research rather than reviews wherever it is 
possible to do so.

The h-index ratchets upwards throughout a person’s career and even 
continues to increase after they have become research-inactive. This 
is potentially a serious problem given that the purpose of performance 
evaluation is usually to allocate resources to individuals who are 

currently active. Reviewers for the NRF rating system in South Africa, for 
example, are expected to focus on the quality and impact of the research 
performed in the 8 years preceding the evaluation, and the overall h-index 
can be misleading in this regard. Only by focusing on the year-by-year 
trends in citations and publication quantity and quality over that period 
can a panel gain insight into the recent impact of a person in their field. 
Of course, the situation is completely different if the purpose of using the 
h-index is to award a prize for career impact to someone who has retired 
or who is approaching retirement, as opposed to using the information 
for allocation of resources. It also seems obvious that the h-index has 
limited utility for evaluating early-career researchers, although there 
have been some studies that have shown that early-career values of 
the h-index (medians around 2–3) do correlate to some extent with the 
peer-review outcomes of fellowship applications.13 Personally I would be 
sceptical of relying too heavily on the h-index to evaluate early-career 
researchers for purposes such as awarding postdoctoral grants as it 
may favour applicants in a manner that is directly proportional to the 
number of years since completing (or commencing) their PhD, even if 
those intervening years were not particularly productive. 

Given these drawbacks of the h-index, should it be used in performance 
evaluation at all? The answer, I believe, is an emphatic ‘yes’. If the 
evaluation of a researcher by a peer-review process leads to an outcome 
that is incongruent with their h-index, then a panel needs to consider the 
basis for the incongruence. For example, a person with an h-index of 10 
whose peers write reports that place them in the B category (‘considerable 
international recognition’) may have benefitted from reviewers who 
had been primed to provide favourable reports, and the case should 
be reconsidered. It would be very difficult to detect this misfeasance 
without the use of a benchmark provided by the h-index. However, it 
can also be the case that peer review is sometimes the more reliable 
measure. For example, a person whose peers write reports suggestive 
of a B rating may have an h-index of 60. Further investigation by a panel 
may reveal that such a person is no longer fully research-active, and the 
final decision may be more in accordance with the peer review than the 
h-index. It is even possible that the peer reviewers themselves make use 
of the h-index when asked to evaluate a candidate for rating, especially 
one with whom they are not very familiar.21 Thus it could be the case that 
measures of research standing in a field based on peer review, such as 
NRF ratings, are, in fact, already being informed by the h-index. This lack 
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Table 1:  Model-adjusted (marginal) mean h-index values for sub-disciplines within each NRF rating category

Rating Discipline Researchers Mean s.e.
95% Confidence interval

Lower Upper

A

Animal Sciences 4 38.0 6.82 26.69 53.98

Biochemistry, Molecular Biology, Genetics 4 81.6 14.65 57.32 115.95

Ecology 6 64.5 9.47 48.40 86.03

Microbiology 9 59.7 7.15 47.18 75.46

Plant Sciences 4 52.5 9.48 36.83 74.77

B

Animal Sciences 31 25.8 1.66 22.69 29.24

Biochemistry, Molecular Biology, Genetics 24 29.3 2.16 25.41 33.89

Ecology 34 30.6 1.89 27.15 34.59

Microbiology 21 31.8 2.50 27.22 37.07

Plant Sciences 19 31.7 2.62 27.00 37.31

C

Animal Sciences 92 15.4 0.58 14.26 16.52

Biochemistry, Molecular Biology, Genetics 87 16.4 0.63 15.19 17.67

Ecology 98 18.0 0.66 16.79 19.38

Microbiology 85 16.9 0.66 15.62 18.21

Plant Sciences 52 15.7 0.78 14.20 17.27
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of clear separation between independent and dependent variables means 
that any statistical test of associations between the h-index and ratings of 
research standing, such as those in the present study, should be viewed 
as no more than crude heuristic approximations. This also means that 
any characterisation of peer review as ‘subjective’ and the h-index as 
‘objective’ would be overly simplistic.22 It could even be argued, quite 
reasonably, that the h-index itself is already a form of peer review as 
most citations are essentially a form of validation by peers – although 
it is of course possible for papers to be cited as examples of faulty 
research. 

An unexpected result of this analysis was the huge inflation (roughly 
doubling) of h-index values within each rating category in the biological 
sciences since the previous analyses by Lovegrove and Johnson17 
and Fedderke8. For example, the lower h-index threshold for a B rating 
in the 2008 study was about 10 and is now about 20, and for an A 
rating this lower threshold has shifted from about 20 to 40 (Figure 1). 
It is not clear why this is the case, but one possibility is that the yearly 
increase in publications is outstripping the number of new researchers 
in the global system, thus leading to increasing values of the h-index. 
Another (related) possibility is that the number of authors per paper is 
increasing, leading to more papers for the same researcher effort. The 
most cynical and depressing explanation is that there is limited turnover 
of new researchers, particularly in the A and B categories, and so the 
NRF system is simply repeatedly re-evaluating much the same cohort of 
people whose h-index is increasing with time. Whatever the reason, it is 
clear that the h-index norms for each rating category are moving targets 
and, for administrative purposes, may need to be adjusted upwards 
every few years. 

As fitted by eye, the h-index norms in the data for researchers in the 
biological sciences appear to be about 5–20 for the C category, 20–
40 for the B category and >40 for the A category (Figure 1). These 
norms encompass 75.8% of researchers in the C category, 69.7% of 
researchers in the B category and 88.8% of researchers in the A category. 
In this analysis, there were 142 researchers (c. 25% of the total) whose 
ratings lie outside these norms and some of these represent marked 
outliers (Figure 1). These outliers could reflect failures of the peer-review 
system, such as review reports that are negatively biased or primed to 
be favourable when they should not be, or they could represent special 
cases fairly deliberated on by a panel, such as cases of researchers who 
have high a h-index, but whose research standing has waned or whose 
contributions to well-cited papers were relatively minor.

It should be noted here that the average gap between rating and recording 
of the h-index in this data set is c. 2.5 years, meaning that the actual 
h-index at the time of rating would have typically been slightly lower for 
each researcher. I controlled for the time gap between rating and scoring 
of each h-index in the statistical model by including it as a covariate. 
Although the marginal means for each category are adjusted according 
to this covariate, the mean h-index at the time that rating took place 
will still be slightly overestimated for some researchers. This problem 

of overestimation of the h-index at the actual time of rating also applies 
to previous analyses8,17 and cannot account for the above-mentioned 
inflation of the h-index per rating category over the past decade and more. 

It is uncertain whether the NRF will continue with the rating of 
researchers, even though it has not publicly indicated any intention to 
phase out the system. It has already been pointed out that the rating 
system seems to be quite disconnected with allocations of large state 
resources to the South African Research Chairs initiative8 and rating 
itself is no longer connected with any significant ‘incentive’ funding 
allocations to researchers.23 On the basis of cost and effort relative 
to application, it seems unlikely that the rating system will persist, but 
the general need for an evaluation of the standing of a researcher in a 
discipline will remain relevant even if the process is eventually bundled 
into the evaluation of grant applications. 

It would be straightforward to extend this study to other disciplines 
besides the biological sciences, as was done previously by Fedderke8 
who used data derived from Google Scholar and found strong discipline-
specific associations between the h-index and probabilities of ratings. 
Such an exercise would further clarify whether h-index norms are more 
or less universal across the natural and social sciences, or whether each 
broad discipline needs a different set of norms with which to benchmark 
the assignment of researchers to different rating categories. There is no 
doubt that the h-index can serve as a valuable benchmark when peer 
review is biased or blatantly unfair. Some authors have even expressed 
the view that a rating system based on bibliometrics would be viewed as 
being more progressive and transparent.8,24 In cases where the spread 
of data such as those in Figure 1 are available, I would even venture to 
suggest that under conditions of severe resource or time constraints, 
organisations such as the NRF could consider using the h-index in a 
discipline-adjusted manner as the sole measure of the standing of a 
researcher in their field. However, peer review will usually provide more 
nuanced interpretations of career impact than will a single number based 
on bibliometrics, and should be used whenever it is feasible. For early-
career (<8 years) researchers, whose h-index will almost always be 
modest, my advice would be to simply ignore this whole debate and 
focus on publishing captivating high-quality papers, because that 
remains the only way to make an impact on one’s research field, no 
matter how it may ultimately be measured. 
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Table 2:  A comparison of peer-review and the h-index in terms of advantages and disadvantages

Peer review h-index

Advantages Disadvantages Advantages Disadvantages

•	 Can evaluate recent 
research performance 

•	 Can account for 
complexities such as 
author position and 
the contribution of an 
individual to a multi-
authored paper

•	 Reviewer bias

•	 Reviewer fatigue

•	 Administratively complex

•	 Requires textual 
interpretation by panel 
members

•	 Not sensitive to citations 
of single papers

•	 Considers impact of 
papers, not journal 
impact factors

•	 Inexpensive to administer

•	 Does not decrease when research activity slows (ratchet effect)

•	 Does not take number of co-authors into account

•	 Does not take author positions into account

•	 Not suitable for evaluating early-career researchers

•	 Can be ‘gamed’ by self-citation of papers just below h-index threshold

•	 Relatively insensitive to massively cited ‘big hit’ papers (can also be 
interpreted as an advantage)

•	 May vary among disciplines
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Human germline editing holds much promise for improving people’s lives, but at the same time this novel 
biotechnology raises ethical and legal questions. The South African ethics regulatory environment is 
problematic, as it prohibits all research on, and the clinical application of, human germline editing. By 
contrast, the South African legal regulatory environment allows a regulatory path that would, in principle, 
permit research on human germline editing. However, the legal regulation of the clinical application of 
human germline editing is uncertain. As such, the current ethical and legal positions in South Africa are in 
need of reform. Five guiding principles – aligned with the values of the Constitution – are proposed to guide 
ethical and legal policy reform regarding human germline editing in South Africa: (1) Given its potential to 
improve the lives of the people of South Africa, human germline editing should be regulated, not banned. 
(2) Human germline editing clinical applications should only be made accessible to the public if they are 
proven to be safe and effective. (3) Non-therapeutic human germline editing may be permissible, and 
should be regulated in the same way as therapeutic human germline editing. (4) The decision on whether 
to use germline gene editing on a prospective child, should, subject to Principle 2, be left to the prospective 
parents. (5) Concerns about exacerbating social inequalities should be addressed by measures to increase 
access. In conclusion, recommendations are made to policymakers and scientists contemplating research 
in this field.

Significance:

The ethical and legal positions regarding human germline editing in South Africa are comprehensively 
analysed. Furthermore, five guiding principles – aligned with the values of the Constitution – are proposed 
to guide much needed ethical and legal policy reform regarding human germline editing in South Africa. 

Introduction
Human germline editing holds the promise of significant benefit, but also harbours secrets of yet unknown possible 
genetic risks and consequences for future generations.1 These risks and benefits considered, the germline editing 
reportedly performed by Chinese scientist He Jiankui on human in vitro embryos, resulting in the birth of two 
girls with edited genomes2, ignited a flurry of global legal-ethical debate on whether germline editing should be 
permissible, and if so, under what circumstances3-7. What is South Africa’s current position in terms of legal and 
ethical regulation of human germline editing? And what should South Africa’s current position be in light of the 
values of the South African Constitution? These are the questions that we grapple with in this article. 

Terminology
Genome editing8 (or gene editing) refers to the modification of the genome through targeted adding, replacing or 
removing one or more DNA base pairs in the genome, regardless of whether the modifications occur in a particular 
gene or a non-coding region of the genome9. Modern techniques used in genome editing are more precise than 
those that have in the past been used to genetically modify organisms, and include technologies such as CRISPR-
CasX (where X is usually a digit e.g. 9), zinc finger nuclease (ZFN) transcription activator-like-effector based 
nucleases (TALEN) and meganucleases.10,11 Genome editing can be performed in both somatic cells and germline 
cells.9 Germline cells include early stage embryos, eggs, sperm and any cells that give rise to eggs and sperm.1 
Genome editing on germline cells (or germline editing in short) is usually more ethically and legally controversial, 
because the modification to the genome is intended to be heritable – in other words, the modification is likely to 
impact both the gene-edited individual and his or her genetic offspring. This article focuses exclusively on human 
germline editing. 

Human germline editing is often divided into therapeutic and non-therapeutic germline editing. Typically, the term 
‘therapeutic’ germline editing (or germline gene therapy) refers to the correction of a genetic defect in germ cells, 
with the aim of the gene-edited individual being born with a ‘normal’ genome; while the term ‘non-therapeutic’ 
germline editing refers to the modification of a normal genome in germ cells, with the aim of the gene-edited 
individual being born with an ‘enhanced’ genome.12 Non-therapeutic germline editing therefore applies both to a 
modification that aims to bestow a health-related benefit to the gene-edited individual (such as immunity against 
contracting a certain illness) and to a modification that aims to bestow a non-health-related benefit to the gene-
edited individual (such as higher intelligence – assuming it is possible). 

For purposes of regulation, a further differentiation is relevant, namely between research on human germline 
editing and the clinical application of human germline editing. However, these terms, broadly understood, can 
overlap. With ‘research’ we refer to the production of generalisable knowledge about human germline editing 
through systematic investigation, including preclinical studies (such as in vitro human studies and animal trials)13 
and clinical trials. With ‘clinical application’ we refer to the use of modified germ cells in human reproduction. This 
will include clinical trials and – if shown to be safe and effective – the provision of human germline editing as a 
service to the public.
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Analysis of the current position
Ethics guidelines 
In this section, we analyse the relevant provisions of the three most 
prominent ethics instruments in South Africa, namely the ethics 
guidelines of the South African Department of Health14, the Health 
Professions Council of South Africa (HPCSA)15 and the South African 
Medical Research Council (MRC)16. 

The Department of Health’s ethics guidelines have sections on genetics 
research and on genomics research that highlight general issues that 
are of ethical relevance with these types of research. However, the 
Department of Health’s ethics guidelines are silent on the more specific 
topic of genome editing. 

In 2008, the HPCSA published a code of ethical practice for medical 
biotechnology research in South Africa as Booklet 14 titled ‘General ethical 
guidelines for biotechnology research in South Africa’.15  Subsequently, 
and at the time of finalising this article, a different version of Booklet 14, 
dated 2016, was available on the HPCSA website. However, this version 
is a verbatim duplicate of Booklet 13, titled ‘General ethical guidelines 
for health researchers’, which provides only general guidance on health 
research. Given the duplication, we assume that this is an administrative 
error and so rather rely on the 2008 version of Booklet 14 that specifically 
provides guidance on germline gene therapy and research.

The HPCSA states (under heading ‘13.3 Gene Therapy Research’) that 
‘no attempts should be made through the use of gene modification, to 
change human traits not associated with disease’. The HPCSA does not 
provide any indication as to its reasons for this position. The HPCSA 
further argues (under heading ‘13.3.2 Germ line gene therapy research’) 
that because of the heritable nature of germline gene therapy, research 
relating to germline gene therapy is ‘not acceptable’. Although the 
HPCSA does not define exactly what it means by ‘therapy’ (e.g. does it 
include health-related enhancements to the genome?), it appears from 
the reasoning (based on heritability) that the intention is to ban all forms 
of human germline editing research – and per implication the clinical 
application thereof. This we view as problematic. As we discuss below, 
heritability per se is certainly a factor to consider, but it is not necessarily 
a negative factor, or sufficient reason for a ban. 

The ethics guidelines of the MRC appear to have contradictory 
positions. First, in paragraph 3.2.3 of Book 2 of its ethics guidelines, 
the MRC states in categorical terms that ‘germline therapy should not 
be contemplated’. This is an unhappy choice of words, given that this 
ethics guideline would ostensibly render this present article – and the 
reader’s act of reading it – unethical, merely because the content of this 
article contemplates germline therapy. Then, in paragraph 3.2.3.1, the 
MRC takes a less categorical position, by stating that ‘gene modification 
of the human germline should not yet be attempted until such time that it 
is clearly sanctioned in South Africa’. This statement is comprehensively 
vague: Who must sanction human germline editing before it should be 
attempted, and when will such sanction be sufficiently clear? These 
positions stand in contrast with paragraph 2.17 of the same document, 
where the MRC takes a significantly more permissive approach to the 
genetic manipulation of embryos – which would include genome editing 
of embryos – when it states: ‘Pre-embryo manipulation and research 
may yield valuable medical information … [T]he embryos should not 
be transferred to the uterus unless there is reasonable certainty that the 
manipulation carries no potential risks for the fetus’. The MRC is silent 
on risks to the prospective person (after birth) whose genome is to be 
edited.

We suggest that the antipathy towards human germline editing by the 
HPCSA and seemingly the MRC is problematic. There is no ostensible 
justification for placing an absolute prohibition on human germline 
editing. At best, considerations of safety and efficacy are good reasons 
for a temporary ban on clinical application, but not on research.17 Also, 
safety and efficacy concerns may be of a transient nature, emphasising 
why any ban on clinical application should be temporary, and allow 
the opportunity for further research and clinical trials. Furthermore, 
the MRC’s focus on the foetus – with no mention of the prospective 
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person whose genome is to be edited, or his or her progeny – seems 
misplaced. Importantly, the MRC’s requirement of ‘no potential risks’ is 
an unrealistic benchmark for when human reproduction is appropriate. 
Consider the ‘potential risks’ in normal conception: a recent study in 
the USA found that the frequency of foetuses potentially affected by a 
profound or severe genetic condition ranged from 94.5 to 392.2 per 
100 000, depending on the ethnic group.18 Accordingly, the standard 
of ‘no potential risks’ would necessitate the banning of all unprotected 
heterosexual sex. 

Legislation
As a general rule, the relevant legislative instruments focus either on 
research, or on clinical application, allowing us to analyse these two 
regulatory spaces separately. We start with research, followed by 
clinical application. 

Research on human germline editing
Ethics committee oversight of scientific research has become best 
practice globally. Section 73 of the National Health Act (NHA)19 provides 
that every organisation that conducts ‘health research’ must have a 
health research ethics committee (HREC), and that this HREC must 
review research proposals and protocols, and grant approval where 
research proposals and protocols meet its ethical standards. Although 
not all human germline editing research would necessarily be health 
related, the NHA’s broad definition of ‘health research’ is likely to include 
all human germline editing research within its ambit, and hence make 
HREC approval legally compulsory. 

Given that research on human germline cells would require human 
research participants to donate germline cells, human germline 
editing research will trigger the application of the Regulations Relating 
to Research with Human Participants.20 These Regulations provide 
that research involving human participants must: (a) comply with the 
Department of Health Ethics Guidelines at a minimum; (b) be responsive 
to health needs or priorities of the population, participating community 
or proposed participants; (c) have a valid scientific methodology and 
be likely to provide answers for the specific research questions posed; 
(d) include a favourable risk–benefit analysis; (e) ensure that the 
recruitment and selection process is just and fair; (f) be undertaken 
with appropriate consent processes; (g) undergo independent review 
by a registered HREC; (h) respect participants’ rights, including but 
not limited to the rights to dignity, privacy, bodily integrity and equality; 
(i) make provision for compensation for research-related injury, for more 
than minimal risk research; and (j) be managed by a lead researcher, 
or person with similar standing or title, with suitable experience and 
qualifications. The Regulations also impose a wide array of further legal 
duties on researchers. 

Research on human germline editing would also trigger the application 
of a second set of regulations made in terms of the NHA, namely the 
Regulations Relating to the Use of Human Biological Material.21 These 
Regulations prescribe various legal requirements for ‘genetic health 
research’. Given the broad definition of ‘health research’ in the NHA, and 
given that germline editing is undoubtably genetic in nature, research on 
human germline editing is likely to qualify as ‘genetic health research’. 
The legal requirements for genetic health research prescribed by these 
Regulations include, inter alia, that such research must be done at an 
institution authorised as such in terms of the NHA, and that the institution 
must keep separate registers to record the genetic health research it 
conducts, and submit these registers to the Minister of Health by the end 
of March each year. 

In addition, embryos would also be regulated by another provision of 
the NHA, namely section 57(4). This section provides that research 
on embryos within the first 14 days of embryonic development is 
permissible, subject to: (a) ministerial consent, (b) donor consent, and 
(c) an undertaking by the researcher to keep records of the research. 

In the event that the research reaches a point, after properly designed 
preclinical studies,13 where it is ready for human clinical trials – for an 
embryo with an edited genome to be transferred in utero for reproductive 
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purposes – section 71 of the NHA will apply. Although editing takes place 
on a germ cell prior to the prospective child’s existence, the research 
does not stop with that act, but continues through the gestation and 
into the child’s life. If the particular genome edit holds out the prospect 
of direct benefit to the child,20 the research may only be conducted: 
(a) if it is in the best interests of the child; (b) in such manner and on 
such conditions as may be prescribed in regulations; and (c) with the 
consent of the parent or guardian of the child. Similar to a minor, the 
prospective child cannot consent. If the particular genome edit does not 
hold out the prospect of direct benefit to the child, but holds out the 
prospect of generalisable knowledge,20 the consent of the Minister is 
required in addition to requirements (a) to (c) above. The NHA provides 
that the Minister may not give consent in circumstances where, inter 
alia, (i) the reasons for the consent to the research or experimentation 
by the parent or guardian are contrary to public policy; (ii) the research 
or experimentation poses a significant risk to the health of the minor; or 
(iii) there is some risk to the health or well-being of the minor and the 
potential benefit of the research does not significantly outweigh that risk.

Given our brief analysis above, we suggest that there is a robust formal 
legal regulatory environment for human germline editing research in South 
Africa. In addition, the Regulations Relating to Research with Human 
Participants also provide important substantive legal rules to determine 
whether to permit germline editing research, such as responsiveness to 
the health needs of the South African population, and a valid scientific 
methodology. However, a potential problem arises whenever there is 
deference to HRECs, as these bodies would be guided by the ethical 
rules contained in the leading South African ethics guidelines, which we 
suggest are problematic (as discussed above).

Clinical application of human germline editing
We now move to the clinical application of human germline editing, 
and first consider the Medicines and Related Substances Control 
Act (MRSCA).22 If germline editing clinical applications fall within the 
regulatory ambit of the MRSCA, the South African Health Products 
Regulatory Authority (SAHPRA) can call on such applications to be 
registered. SAHPRA will review registration applications based on the 
criteria of safety, efficacy and quality – as determined by clinical trials. 
To fall within the regulatory ambit of the MRSCA, a germline editing 
application must qualify as either a ‘medicine’, or a ‘medical device’. 
In brief, a medicine is a substance that is used for a medical purpose 
in humans, while a medical device is an instrument that is used for 
a medical purpose, but that does not achieve its primary intended 
action by pharmacological, immunological or metabolic means in the 
human body. Given that the court held that a bacterium qualifies as a 
substance,23 it is not unrealistic that the biological components used in 
genome editing, such as guide RNA, enzymes and viral vectors, may 
qualify as substances. Similarly, given that a genome editing technology 
such as CRISPR-Cas9 and the viral vectors used to deliver it to target 
cells can be described as biological tools for precision work (and hence 
as instruments), it is not unrealistic that these biological tools may 
qualify as medical devices. However, it is uncertain whether germline 
editing applications would qualify as something that is used in humans, 
given that germline editing is performed on human germ cells, and not 
on human organisms – although germline editing will have an effect on 
human organisms. Lastly, while some potential clinical applications of 
human germline editing will have a medical purpose (which is broader 
than therapy, and includes prevention as well), other potential clinical 
applications of human germline editing will not have a medical purpose 
(such as increasing an individual’s intelligence quotient or athleticism), 
and will therefore clearly fall outside the regulatory scope of the 
MRSCA. In sum, therefore: SAHPRA’s legal mandate to regulate clinical 
applications of human germline editing (i) does not include non-medical 
applications, and (ii) is uncertain even in the case of applications with a 
medical purpose. 

Let us now consider the NHA. A concept used in the NHA that can 
conceivably include the clinical application of human germline editing 
is ‘reproductive cloning of a human being’, which is defined in section 
57(6)(a) of the NHA as:

‘reproductive cloning of a human being’ means 
the manipulation of genetic material in order to 
achieve the reproduction of a human being and 
includes nuclear transfer or embryo splitting for 
such purpose;

The ‘reproductive cloning of a human being’ is declared illegal in section 
57(1) of the NHA, and in section 57(5) is made a criminal offence 
punishable by a fine and up to 5 years’ imprisonment. 

Although the clinical application of human germline editing is not 
cloning as the term is generally understood, one can argue that because 
germline editing is a form of ‘manipulation of genetic material’, it falls 
within the NHA’s definition of ‘reproductive cloning of a human being’. 
If this argument is accepted, the clinical application of human germline 
editing would be illegal and a punishable criminal offence in South Africa. 

On the other hand, applying the principles of statutory interpretation to 
section 57 leads to the conclusion that germline editing should not be 
included within the ambit of the definition of ‘reproductive cloning of a 
human being’. Firstly, in South African law, our courts give effect to the 
apparent purpose of a provision rather than its plain, literal meaning24,25 
and there are a number of indicia that the purpose of section 57 is to 
specifically outlaw human reproductive cloning, including the heading 
of section 57 which reads ‘Prohibition of reproductive cloning of human 
beings’, and the repeated use of the word ‘cloning’ in section 57. 
Secondly, where a provision in a statute features the word ‘include’, the 
words after it define the general class of things that fall within the scope 
of the provision.26 Thus, ‘reproductive cloning of a human being’ relates 
only to the general class of things that are defined by nuclear transfer 
and embryo splitting, namely cloning techniques. Accordingly, germline 
editing, which is not a cloning technique, would not be included in the 
definition of ‘reproductive cloning of a human being’. Thirdly, where 
a provision in a statute is linked with a criminal sanction – as is the 
case with the definition of ‘reproductive cloning of a human being’ – the 
narrowest possible interpretation is preferred.27 Applying this rule of our 
law, the definition of ‘reproductive cloning of a human being’ should only 
relate to cloning, and not more broadly to germline editing. 

Although the application of the principles of statutory interpretation 
indicates that the legal position is that the clinical application of human 
germline editing is not prohibited, given the clumsy wording of the NHA, 
and the absence of case law on the subject, this position is all but certain. 

Discussion
While there are some who hold that any form of genetic manipulation is 
morally reprehensible,28 this is not a sentiment which is widely shared. 
Several prominent scientists and bioethicists have acknowledged that 
germline editing may be ethically permissible in at least some instances.29 
An overview of 61 ethics statements issued all over the world during the 
past 3 years shows that 54% of these statements take a position that 
germline editing should not be permitted, 30% are ambiguous or take no 
position, 11% are open to the possibility in the future, and 5% are open 
to further exploration.30 However, in South Africa, the ethical and legal 
positions regarding human germline editing should first and foremost be 
informed by the values of the Constitution – most prominently dignity, 
equality and freedom. 

The current South African ethics guidelines appear to be under-
developed, and to be simply mimicking the position of most international 
ethics statements without due regard to South Africa’s unique health-care 
needs, values, and existing legal regulatory environment. South Africa is 
dealing with epidemics, like TB and HIV, on a scale incomparable to 
the countries where some of the ethics statements referred to above 
originated. These diseases are undermining South Africans’ quality of 
life, and hence their dignity; these diseases also disproportionally affect 
the poor, and as such exacerbate inequality. Moreover, South Africa is 
one of very few countries to explicitly protect the right to freedom of 
scientific research in its Constitution. In the present context, this right is 
in a mutually supporting relationship with the right to access to health 
care, the right to dignity and the right to equality. Therefore, South 
Africa needs to be bolder (than other countries need to be) in seeking 
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health-care solutions. Also consider that South Africa has a robust 
legal regulatory environment for health research, which would include 
research on human germline editing. This means that South Africa can 
be bold in seeking healthcare solutions with confidence. 

When it comes to the legal regulation of the clinical application of human 
germline editing, the novelty of the technology creates uncertainty both in 
the context of the MRSCA and the NHA. Given the uniqueness of human 
germline editing (in contrast with, for instance, traditional medicines and 
medical devices) we suggest that sui generis legislation be developed to 
regulate the clinical application of human germline editing. 

Recommended principles
In this section, we propose a set of guiding principles that we suggest 
should underlie and inform the regulation of human germline editing 
in South Africa. The first principle relates exclusively to research; the 
remaining four relate primarily to application, but can also be relevant to 
consider during the preceding research phase.

Principle 1: Human germline editing should be regulated, 
not banned
Given its potential to improve the lives of the people of South Africa, 
human germline editing should be regulated, not banned. Such research 
will qualify as health research, and be regulated by the relevant parts 
of the NHA and its regulations (discussed above). This would include 
a system of HREC oversight. When considering proposed research on 
human germline editing, an HREC should, we suggest, apply the same 
substantive criteria as with any other proposed health research that 
involves human participants who provide human biological material. One 
exception should be that, given the nature of germline editing (namely 
that the modifications made to the genome as part of germline editing 
are designed to be heritable and therefore may be passed on to future 
generations), consideration should be given to the potential long-term 
implications of the proposed research. This would be relevant not only 
with the risk–benefit analysis, but also with, inter alia, informed consent 
and, where relevant, community engagement. 

Principle 2: Use the well-established standard of safety 
and efficacy 
Following properly designed preclinical studies,13 new human germline 
editing clinical applications should be subjected to clinical trials on 
humans – the same as with new medicines or medical devices. Clinical 
trial protocols would need to be designed mindful of the fact that germline 
editing is designed to be heritable. This means that the first human trials 
may have to monitor the trial participants over multiple years, perhaps 
even over generations. However, as with new medicines or medical 
devices, human germline editing clinical applications should only be 
made accessible to the public if they are proven to be safe and effective. 

The safety and efficacy of germline editing will of course not affect 
any existing person; given the nature of germline editing, it will affect 
prospective persons. An important question in this context is whether 
one can consider the interests of prospective persons in South African 
law? The answer is yes: In AB v Minister of Social Development the 
Constitutional Court indeed considered the interests of prospective 
persons.31 The Court based its eventual decision to uphold a legal 
prohibition on certain conduct on a factual finding that such conduct 
in the present would cause harm to prospective persons in the future.31 
(Note that the concept of the ‘prospective person’ is a mental construct 
of a person that may exist in future, and does not refer to the prenate.32 
Although an embryo or foetus may become the prospective person, 
an embryo or foetus cannot be equated to the prospective person.)32 
Accordingly, we suggest that, from a legal perspective, there is solid 
foundation to consider the safety and efficacy of germline editing for 
future generations. 

Principle 3: Non-therapeutic uses of germline gene 
editing may be permissible 
Non-therapeutic uses of germline editing are viewed by some as ethically 
problematic.33,34 Such uses are often referred to as genetic ‘enhancement’ 
because they are viewed as nothing more than an endeavour to enhance 
people without valid moral justification. In Western bioethics in particular, 
‘enhancement’ is viewed as morally reprehensible largely because it is 
seen as reminiscent of the state-sponsored eugenics programmes of 
early 20th-century Britain, America and Nazi Germany.35 It is for this 
reason that ethics statements such as the one issued by the Association 
for Responsible Research and Innovation in Genome Editing (ARRIGE) 
in 2018, claim that genetic modification of the CCR5 gene to prevent 
children from contracting HIV is a genetic enhancement, and is therefore 
unnecessary and unethical.36 

Whether this line of thought should have bearing on the South African 
position should be questioned, given that the equivalence between 
enhancement and eugenics is contested. As pointed out in the 
literature,37,38 whereas state-enforced eugenic regimes used coersive 
means that violated procreative freedom in an attempt to create ‘better 
people’, individual uses of germline editing technologies, by contrast, 
promote procreative freedom by leaving their application up to individual 
choice. Furthermore, the assumption that there are no morally justifiable 
reasons for enhancement applications of germline editing is another 
issue worth questioning, given that several noteworthy bioethicists29, and 
reputable ethics bodies such as the Nuffield Council on Bioethics, have 
opined that there may be circumstances where genetic enhancement 
would be ethically justifiable11. 

One such instance is the potential use of germline editing for the selection 
of desirable genetic traits in future offspring, in a way similar to choosing 
embryos using the information generated by pre-implantation genetic 
testing. It has been predicted that genetic selection against single-gene 
disorders (also known as Mendelian disorders) is one of the few likely 
candidates for which germline editing technology will be used, given that 
it provides parents who are both carriers for such diseases a means to 
have a child that is genetically related to them.39 There is no reason, in 
principle, why germline editing could not be used for the selection of 
other single-gene traits – and perhaps even traits that are the product of 
the interaction of multiple genes. There is, further, no apparent reason 
why this would be deemed unacceptable in South Africa given that the 
genetic selection of gametes and embryos for non-medical reasons is 
permissible in our law (with the exception of sex selection, which may 
only take place to prevent a serious medical condition).40 There is, in 
fact, a reason why this would be deemed to be a favourable alternative to 
genetic selection via pre-implantation genetic testing: Genetic selection 
using germline editing technology does not entail the destruction of 
multiple embryos that do not possess the desired genetic traits. This 
is an ethically compelling consideration for societies – such as South 
Africa – where the embryo is viewed by some as having a special moral 
status such that its destruction, in the context of medically assisted 
reproduction, ought to be avoided.40

While we do not make the claim, as some have, that this or any other 
application of germline editing is a basis for a moral duty to enhance 
future generations,41 in our view a blanket prohibition on non-therapeutic 
applications of germline editing is inappropriate, as there may be 
ethically and legally defensible justifications for such applications. As 
such, we suggest that both therapeutic and non-therapeutic applications 
of germline editing may be permitted. 

Principle 4: Respect parents’ reproductive autonomy
Although human germline editing is an issue of broad societal interest, 
the choice to use germline editing – once it is safe and effective to 
use, and made available to the public – should be made by individual 
prospective parents. This is because, as recognised by the Nuffield 
Council on Bioethics,11 the use of germline editing technology intersects 
with the high premium modern liberal democracies give to the need to 
respect the reproductive goals of persons seeking to become parents.11 
While some consider human germline editing an unprecedented 
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intrusion into the destiny of future generations, others have argued that 
it is in no way meaningfully different from other ways in which parents 
can influence their children.42 Underlying these arguments is the claim 
that human germline editing falls within the ambit of socially accepted 
and legally protected interests of parents in making decisions relating 
to reproduction. It is for this reason that, in the American context, the 
National Academies of Sciences, Engineering, and Medicine 2017 
report on human genome editing notes that: ‘Access to heritable 
genome editing would be consistent with the broadest legal and cultural 
interpretations of parental autonomy rights in the United States.’8 In 
South Africa, reproductive autonomy finds protection in section 12(2)(a) 
of the Constitution, which provides that: ‘Everyone has the right to bodily 
and psychological integrity, which includes the right— (a) to make 
decisions concerning reproduction’. While this right has historically 
been interpreted primarily in the negative sense, i.e. in relation to the 
rights of individuals to choose not to have children, our courts have also 
acknowledged in recent years that reproductive autonomy also applies 
in the positive sense, i.e. in relation to rights of prospective parents to 
choose to have a child – including through the use of new reproductive 
technologies.31 In so far as human germline editing technology may be 
viewed as a reproductive technology, reproductive autonomy extends to 
the use of germline editing in order to, for instance, allow parents who 
are both carriers of a genetic disorder to have a genetically related child 
who is free of that genetic disorder. 

For these reasons, we suggest that in the event that clinical applications 
of germline editing become available to the public, prospective 
parents should be permitted to choose whether they wish to use such 
applications for their prospective children. The choices of prospective 
parents in this regard should not otherwise be restrained, unless it is a 
limitation which is reasonable and justifiable in an open and democratic 
society as per section 36 of the Constitution. 

Principle 5: Promote the achievement of equality of 
access
A concern that is often raised in debates about human germline 
editing is that this new technology may possibly only be accessible 
to the rich, with the consequence of exacerbating existing inequalities 
in society – particularly in societies like South Africa given the wide 
gap between the rich and poor, and the lack of access to health care 
for the underprivileged.43 One possible response is that although new 
technologies are often expensive initially, in time they typically become 
far less expensive; the early adopters of new technology pay a premium 
for it, and essentially fund the ongoing research and development of the 
technology to make it more accessible. From a legal perspective, the 
appropriate response to the concern about exacerbating inequality is the 
Constitutional Court dictum that measures to promote the achievement 
of equality call for ‘equality of the vineyard not the graveyard’.44 In 
other words, the solution to the concern about human germline editing 
exacerbating inequality cannot be to suppress the technology, as that 
would mean levelling down to the ‘equality of the graveyard’; rather, if 
the state seeks to promote the achievement of equality in the context of 
human germline editing it must do so by levelling up to the ‘equality of 
the vineyard’. As bioethicist John Harris has pointed out, the appropriate 
approach for a state that is genuinely concerned about novel technologies 
exacerbating inequality, would be to take measures to make these 
technologies as widely available as possible, and thereby remedying 
the inequality and promoting human flourishing.37 To illustrate: universal 
health coverage of medically assisted reproduction is one strategy to 
promote access to new reproductive technologies45, which has yielded 
positive results in some jurisdictions46. Such an approach may be 
viable in South Africa, which is currently in the process of implementing 
National Health Insurance.47

Conclusion
Human germline editing holds the promise of improving the lives of 
future generations. However, how can South African scientists work 
towards this aim in a milieu of regulatory uncertainty? Reform is 
needed. Instead of panicked reactions to He’s germline editing actions, 
such as advocating moratoria, our proposed set of five guiding principles 

aims to provide a clear and realistic regulatory pathway for the South 
African science community to pursue human germline editing research, 
and eventually the clinical application thereof, in a responsible fashion 
aligned with the values of the South African Constitution. 

For policymakers, we recommend that the relevant regulatory 
instruments (ethics guidelines and legislation) mentioned in this article 
be amended as indicated in Table 1. This represents the minimum action 
required to establish regulatory certainty and bring the South African 
regulatory environment in line with our proposed five guiding principles. 
A best-practice scenario would require, in addition, that the various 
South African ethics guidelines all incorporate the five principles. 

Table 1: Recommended amendments to the current regulatory 
instruments for human germline editing

Regulatory instrument Minimum required action 

Health Professions 
Council of South Africa’s 
ethics guidelines15

The bans on germline therapy research and on 
gene modification should be removed.

South African Medical 
Research Council’s 
ethics guidelines16

(i) The ban on contemplating germline therapy 
should be removed. (ii) The requirement that 
genetically modified embryos may only be used 
for reproductive purposes if there is ‘no potential 
risks for the fetus’ should be replaced with the 
requirement that there is a favourable benefit–risk 
analysis for the prospective person, and for future 
generations.

South African 
Department of Health’s 
ethics guidelines14

–

National Health Act 
(NHA)19

The definition of ‘reproductive cloning of a human 
being’ in Chapter 8, section 57(6)(a) should be 
amended by inserting the words ‘genetically 
identical’ before ‘reproduction of a human being’. 
This will make it clear that reproductive cloning is 
banned, and not reproduction following any form of 
genetic manipulation. 

Regulations Relating to 
Research with Human 
Participants20

–

Regulations Relating 
to the Use of Human 
Biological Material21

In the alternative to amending the ambivalent 
definition of ‘reproductive cloning of a human 
being’ in the NHA, the same objective would 
be accomplished by inserting a provision in the 
Regulations Relating to the Use of Human Biological 
Material to the effect that clinical applications of 
human germline editing should be permitted subject 
to health research ethics committee oversight of 
clinical trials, and regulation by the South African 
Health Products Regulatory Authority. 

Medicines and Related 
Substances Control Act22 –

New legislation 

New primary legislation should be developed – 
based on the five principles – to regulate the clinical 
application of human germline editing in South 
Africa. 

For scientists who are intending to do human germline editing research, 
we recommend stalling plans until, at a minimum, the HPCSA and MRC 
ethics guidelines are amended as per Table 1. Amending these ethics 
guidelines will allow HRECs to consider and approve human germline 
editing research, and will open the door to ministerial approval of the 
use of embryos in terms of section 57(4) of the NHA. Note, however, 
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that such research would need to remain in vitro until the NHA or the 
Regulations Relating to the Use of Human Biological Material have been 
amended as per Table 1. Once such amendment(s) have been effected, 
HRECs can consider and approve clinical trials (i.e. using an embryo 
with a modified genome for reproductive purposes), and the Minister 
can permit such clinical trials involving children in terms of section 71 
of the NHA. 
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In the electrical domain, a non-technical loss often refers to energy used but not paid for by a consumer. 
The identification and detection of this loss is important as the financial loss by the electricity supplier has 
a negative impact on revenue. Several statistical and machine learning classification algorithms have been 
developed to identify customers who use energy without paying. These algorithms are generally assessed 
and compared using results from a confusion matrix. We propose that the data for the performance 
metrics from the confusion matrix be resampled to improve the comparison methods of the algorithms. 
We use the results from three classification algorithms, namely a support vector machine, k-nearest 
neighbour and naïve Bayes procedure, to demonstrate how the methodology identifies the best classifier. 
The case study is of electrical consumption data for a large municipality in South Africa.

Significance: 
•	 The methodology provides data analysts with a procedure for analysing electricity consumption in an 

attempt to identify abnormal usage.

•	 The resampling procedure provides a method for assessing performance measures in fraud detection 
systems.

•	 The results show that no single metric is best, and that the selected metric is dependent on the objective 
of the analysis.

Introduction
Revenue that is lost due to the difference between electricity supplied and electricity purchased is partitioned into 
two classes. The first class resulting from transmission and other infrastructural limitations is labelled as technical 
losses, whilst the second class, the majority of which are a result of meter tampering or bypassing, is labelled as 
non-technical losses1-3 (NTL). Estimates of losses worldwide are in the billions4,5 of US dollars and suppliers of 
electricity have expressed concern over these losses and the sustainability of the supply6,7. 

The literature related to fraudulent electricity losses is detailed with the first traceable case as early as the 19th 
century claiming, ‘unprincipled persons had availed themselves of the opportunity to steal electricity’8,9. More 
recent literature is a result of the computational hardware and software developments over the last two decades. 
Galvan et al.10 brought to the fore statistical methods for identifying ‘abnormal’ consumer behaviour in the electrical 
domain. This has seen fraud detection systems from finance, banking and insurance being applied to the electricity 
domain. The review by Messinis and Hatziargyriou11 of the methods applied to detect electricity theft provides 
compelling evidence that the research domain is exciting and extensive. The review informs researchers of the 
types of data used in fraud detection, the algorithms that have been proposed and clarifies performance metrics 
for comparing the algorithms. 

A comprehensive list of the classifiers used in electricity fraud detection systems can be found in Messinis and 
Hatziargyriou11. Notably these include support vector machines (SVM), naïve Bayesian (NB) methods and k-nearest 
neighbour (k-NN) classifiers – the algorithms used in this study. The field has not stagnated; recent computational 
methods include convolutional neural networks3 and ensemble-based classifiers7 whilst time series methods have 
been explored2. In many of these studies, the common methodological approach is to assess the classifier by 
considering results from a test data set captured in a confusion matrix summary and reported as a performance 
measure. Several performance measures are used in the literature and for the most part are defined to reflect 
accuracy and precision of the classifiers.

The confusion matrix is a 2 x 2 table summarising the predicted versus the actual frequency counts for a binary 
classification model. The table, used in the financial sector to identify fraudulent customers, is best suited to data 
sets for which the number of observations in the two classes are similar or moderately similar. Ideally for a model, 
the predicted results match the actual counts. In the confusion matrix, this implies that the frequencies of the true 
positives are the same as the actual positives and the frequencies of the true negatives are the same as the actual 
negatives. In addition, the false negatives and false positives should be zero. The confusion matrix, in Table 1, was 
used in studies by Messinis et al.12 and Li et al.3 to assess classification models, whilst Guo et al.13 addressed the 
problem for data sets which are highly imbalanced.

Our research study had a dual objective. The first objective was to use a resampling approach to assess the 
performance of the classifier using a data set from the Nelson Mandela Bay Municipality. The second objective was 
to add to the South African literature on fraud detection in the electrical domain. 
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Table 1: A 2 × 2 confusion matrix for two classes

True class
Predicted class

Total
Positive Negative

Positive True positive (TP) False negative (FN) Actual positive

Negative False positive (FP) True negative (TN) Actual negative

Total Predicted positive Predicted negative Total counts

Literature review
Electricity fraud detection methods were adapted to a large extent 
from the methods used to detect fraudulent activity in the banking, 
insurance and telecommunications sector. Bolton and Hand14 review 
classification models used for binary identification, albeit in the finance 
sector. Although the type of data and the ratio of fraudulent activity differ 
between the financial and electrical domains, the methods are similar, 
hence they are adapted accordingly. 

The last two decades have seen considerable research directed towards 
electricity fraud. From the earlier work by Galvan et al.10 who evaluated 
electricity usage in the Spanish farming sector, to Davidson15 and Fourie 
and Calmeyer16 who introduced NTL research into the South African 
context, to the behavioural identification of Hu et al.17, the opportunity 
for research is extensive. Examples of research using fraud detection 
classification in electricity include Nizar et al.18 who used a NB classifier 
and decision tree algorithm to assess the consumption load profile of 
customers at different time intervals. Nagi et al.19 used a SVM classifier 
to detect fraud for a power system in Malaysia whilst in India, Depuru 
et al.20 used smart meter data in their SVM classification study. Coma-
Puig et al.21 used k-NN and SVM classifiers, amongst others, to evaluate 
electricity data from Spain, whilst Li et al.3 used several classifiers, 
including a hybrid random forest classifier, to evaluate data from Ireland. 
In each study, performance metrics were used to assess which classifier 
could be considered the best. For a review on classification algorithms 
in the electricity fraud detection sector the reader is referred to the study 
by Messinis and Hatziargyriou11.

To assess classifiers, predicted data are summarised as a confusion 
matrix and often reported as a performance measure. Messinis and 
Hatziargyriou11 clarify the pitfalls of using a single performance measure 
to assess a classifier. As an example, accuracy is claimed to be the 
most commonly used metric from a confusion matrix. Accuracy is 
defined as the percentage of correct classifications in total. However, 
this statistic summarises both classes simultaneously and if the data 
set is imbalanced, the correct classification of the larger class could 
distort the results. As a result, researchers have chosen to include 
several performance measures when reporting the assessment of a 
classifier. Coma-Puig et al.21 used the performance measures recall and 
f-measure whilst Ghori et al.7 and Li et al.3 opted to include precision 
as one of their measures. There is little consensus on which metric is 
best; however, there is consensus that more than one metric should be 
reported. Messinis and Hatziargyriou11 list seven performance metrics 
used in their review. Their tabulated summary shows that accuracy is 
the most common metric, followed by detection rate, precision and false 
positive rate. Definitions and justifications of metrics used in this study 
are defined in the methodology. 

Eskom, a state-owned utility, is the primary energy supplier in South 
Africa, and generates almost 95% of South Africa’s energy.22 Eskom 
initiated a campaign called Operation Khanyisa in an effort to combat 
electricity theft in South Africa.6 The campaign reported that Eskom lost 
approximately USD300 million (ZAR5 billion) in 2016 as a consequence 
of NTL. Losses to this extent are unsustainable and place at risk the 
service provider’s ability to ensure a steady supply of power. 

Apart from Davidson15 and Fourie and Calmeyer16, there has been limited 
research focused on identifying electricity fraud in the South African 
sector. Doorduin et al.23 used a simulation experiment to demonstrate how 
to identify customers whose consumption was irregular. Other industries 
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within the South African context have developed classification models 
specific to their needs. Examples include Stalmans and Irwin24 who 
used classification algorithms in cyber-computing to identify malware 
infections on a local electricity network. Breed and Verster25 focused on 
the banking sector whilst Govender et al.26 applied the methods in the 
forecasting of solar irradiance. The scarcity of research in the South 
African electricity fraud detection sector provides the opportunity for this 
study. 

The data
The data set was obtained from a company that was contracted by the 
Nelson Mandela Bay Municipality to identify possible fraudulent activity 
in an effort to reduce NTL in the municipality. The data consisted of 
customers’ historical electricity consumptions in kilowatt-hours (kWh) 
for 24 months from March 2013 to February 2015. Each customer’s 
consumption pattern was categorised as either honest or fraudulent, 
based on an inspection undertaken by onsite inspectors. Fraudulent 
customers were defined as those customers where evidence of meter 
tampering was found by the on-site inspection whilst the remainder 
were defined as honest. In terms of the confusion matrix, positive values 
identify the fraudulent consumers and negative values identify the honest 
consumers.

The data set consisted of 3156 customers, of which 2420 (77%) were 
categorised as honest and 736 (23%) as fraudulent. A sample of this 
data set is shown in Table 2. The data were pre-processed and sorted 
for analytical routines using freeware R v.3.6.127 and licensed TIBCO 
software Statistica28 v.13. 

Table 2: A sample of the data set

Customer
Mar-13

(kWh)

Apr-13

(kWh)

Feb-15

(kWh)
Class label

1 222.3 209 148.4 Fraudulent

2 240.5 192.5 334.4 Honest

3 459.3 419.1 711 Honest

4 128.5 128.5 121.5 Fraudulent

5 957.2 889.2 150.7 Honest

3156 134.9 158 83.6 Honest

Although not all NTLs are a result of dishonest activities, for the purposes 
of this study, NTLs are collectively referred to as fraudulent activities. 
This definition allows for the use of a data-oriented supervised approach 
as the data available for analytics were the monthly electrical usage per 
customer as well as whether the consumer was labelled as an honest 
client or a fraudulent client. 

Methodology
Data-oriented supervised methods require that the source data can 
be partitioned into two classes as defined by the research study. In 
electricity fraud, the data must be partitioned into either fraudulent or non-
fraudulent (honest) classes whilst the independent terms can include 
several factors. There are two methods available to collect consumer 
electricity usage: older meters or those referred to as smart meters. 
Smart meters have the capability to record electrical use at different time 
intervals (i.e. hourly, daily, monthly) as well as other information such 
as the location or area of the meter and the billing costs of the user.20 
Older meters have less reliable data in that consumption readings are 
often only available on a monthly basis and, in most cases, are obtained 
by manual inspection, monthly estimation or consumer feedback. A 
limitation to this study is that the data available are predominantly from 
older meter readings and are subject to human capturing errors. In this 
study, three classification algorithms were assessed on the case study 
data following the procedure in Figure 1. 
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SVM, support vector machine; KNN, k-nearest neighbour classifier; NB, naïve Bayesian

Figure 1: General framework of the methodology

The data were partitioned into a training set and a test set, after which the 
training data were used by classifiers SVM, k-NN and NB to determine 
estimates for the prediction model. The model was then assessed by 
using the test data set to predict the classification of a consumer based 
on their electricity consumption and then the results were compared 
against the actual classification. These data were then summarised in a 
confusion matrix. The sequential procedure followed was: 

•	 Step 1: Pre-process the data by cleaning and sorting as required. 
Once the data are in the format required by the software for 
analytical requirements, proceed to Step 2.

•	 Step 2: Randomly partition two thirds of the sample to a training 
data set and the remaining one third to a test data set.

•	 Step 3: Estimate the parameters of the model using the training 
data.

•	 Step 4: Test the performance of a fitted model on the test data set 
as follows:

 - Predict the class membership for everyone in the test set.

 - Compute a confusion matrix.

 - Calculate performance metrics from results in the confusion 
matrix.

 - Repeat Steps 2 to 4 p times to obtain p confusion matrices 
and p estimates for each metric. 

•	 Step 5: Summarise the performance metrics and assess the 
statistics inferentially.

Four performance measures – accuracy, detection rate, precision and 
true negative rate – were used in this research. Accuracy, detection 
rate and precision are used extensively in the literature, and therefore it 
was important that they be included in this study. True negative rate is 
selected as the fourth measure as it complements precision by providing 
information to the researcher about the classifier’s ability to correctly 
select the second class of consumers relative to the actual numbers in 
that class. The measures are defined using the notation from Table 1. 

These measures are summarised for the p number of iterations and 
thereafter assessed inferentially. We used analysis of variance (ANOVA) 
and Bonferroni post-hoc comparisons to assess the performance 

metrics. The ANOVA methodology compares the three mean responses 
for the classifiers for the four performance measures. In cases where the 
three mean responses were found to differ, the post-hoc comparisons 
were used to identify where the differences were. The final step in 
the methodology was the use of Cohen’s D to assess the practical 
significance of the post-hoc comparisons. 

Results and discussion
Each classifier was trained on the same folds of training data and 
thereafter the corresponding test data sets were used to obtain results 
for the confusion matrix. Each randomly selected training set consisted 
of 2104 consumers, of which approximately 77% were categorised as 
honest and 23% as fraudulent. The optimal parameters for the SVM 
classifier were γ=1.3542 and C=2.1639, while for the k-NN classifier, 
k was 20 and the optimal distance metric was the City Block. 

A total of p=500 iterations was used to obtain 500 randomly obtained 
test set folds, with each fold containing 1052 consumers, of which 
approximately 77% were categorised as honest and 23% were 
fraudulent. For the 500 test data sets, 500 confusion matrices were 
calculated for each classifier. The first iteration of the SVM classifier test 
data set is shown in Table 3. The results show that, of the 264 fraudulent 
customers, the classifier was able to correctly predict 196 customers – 
a precision of 74.4%. Similarly, the accuracy of the classifier was 88.2%.

Table 3: Predicted classes for the first iteration of the support vector 
machine classifier

True class
Predicted class

Total
Positive (fraudulent) Negative (honest)

Positive (fraudulent) 196 68 264

Negative (honest) 26 762 788

Total 222 830 1052

Using the results from each iteration  for each algorithm, 500 confusion 
matrices were obtained, and the four performance measures were 
summarised. The summary statistics for each metric and each classifier 
are shown in Table 4.

Table 4: Performance measures for the three classifiers

Metric Classifier Mean s.d. Minimum Maximum

Accuracy

SVM 87.12% 0.88% 83.8% 89.9%

k-NN 85.58% 0.91% 82.9% 88.2%

NB 82.02% 1.04% 78.9% 85.6%

Detection rate

SVM 67.98% 2.77% 58.2% 75.7%

k-NN 61.68% 3.09% 52.5% 71.0%

NB 73.38% 2.64% 65.5% 80.5%

Precision

SVM 74.56% 2.65% 67.7% 81.9%

k-NN 72.43% 2.72% 64.6% 80.2%

NB 59.23% 2.52% 50.9% 67.1%

True negative 
rate

SVM 92.95% 0.84% 90.4% 95.6%

k-NN 92.86% 0.88% 90.2% 95.2%

NB 84.65% 1.19% 81.2% 88.2%

SVM, support vector machine; k-NN, k-nearest neighbour; NB, naïve Bayesian
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For each performance measure, the higher the value (%), the better the 
analytical ability of the classifier to correctly determine the metric. The 
results in Table 4 indicate that the NB method is the least successful 
classifier of accuracy, precision and true negative rate, but is the 
best metric for detection rates. The metric mean is the lowest for the 
three metrics – accuracy, precision and true negative rate – whilst the 
variability estimate (the standard deviation) is the largest for two of the 
three metrics. 

This observation is more apparent in three of the graphical illustrations 
in Figure 2. In Figure 2b, 2c and 2e, the clustering of the estimates from 

each iteration demonstrate that the NB algorithm performs poorly in 
comparison to the k-NN and SVM classifiers. A different pattern emerges 
for comparisons with the metric detection rate, where NB outperforms 
both SVM and k-NN. These graphical summaries indicate that no single 
classifier is the best for all four metrics; the evidence indicate that the 
classifiers have different abilities. In addition, the plots indicate that there 
is some overlap of results for the classifiers SVM and k-NN, implying 
that using both classifiers does not have much benefit. Arguably for data 
analytic purposes, only one of these two classifiers needs to be used in 
this domain. 

 A classification algorithm for electricity fraud detection
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SVM, support vector machine; kNN, k-nearest neighbour classifier; NB, naïve Bayesian

Figure 2: Scatter plots of classifier comparisons in terms of performance metrics.
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Table 5 summarises the ANOVA results for each metric. For all four 
metrics, the p-value is very small (<0.01), providing inferential evidence 
supporting the claim that each performance measure’s mean responses 
for the three classifiers are not equal. The Bonferroni post-hoc comparisons 
of the differences in performance measures mean responses between two 
classifiers is also provided in Table 5. Based on the  findings with p-values 
<0.01, there is sufficient evidence to believe that the mean responses per 
metric for the classifiers differ. The exception is the true negative rate mean 
responses for the classifiers SVM and k-NN (p=0.43). These findings 
indicate that at least one classifier is statistically superior to the other(s). 

Table 5: ANOVA and post-hoc summary results for each performance 
measure

ANOVA summary Bonferroni p-values of 
differences between means

Metric F-statistic p-value
SVM vs 

k-NN
SVM vs 

NB
k-NN vs 

NB

Accuracy 3836.7 0.000 0.000 0.000 0.000

Detection rate 2129.6 0.000 0.000 0.000 0.000

Precision 4971.3 0.000 0.000 0.000 0.000

True negative rate 11692.2 0.000 0.434 0.000 0.000

SVM, support vector machine; k-NN, k-nearest neighbour; NB, naïve Bayesian

The results in Table 6 report the practical significance of these post-
hoc tests using Cohen’s D. Of the 12 comparisons, 10 report Cohen’s 
D values exceeding 0.80, while another has a Cohen’s D of 0.79. These 
results are referred to as a large effect and lend evidence to the claim 
that they are practically significant. The sole small effect is observed 
for the true negative rate mean responses for the classifiers SVM and 
k-NN, implying that this response is both practically and statistically 
insignificant. 

Table 6: Practical significance for differences between means

Mean differences Metric Cohen’s D Rule of thumb

SVM vs k-NN

Detection rate 2.150 Large effect

True negative rate 0.105 Small effect

Accuracy 1.727 Large effect

Precision 0.794 Medium effect

SVM vs NB

Detection rate 1.996 Large effect

True negative rate 8.038 Large effect

Accuracy 5.306 Large effect

Precision 5.921 Large effect

k-NN vs NB

Detection rate 4.074 Large effect

True negative rate 7.824 Large effect

Accuracy 3.646 Large effect

Precision 5.028 Large effect

SVM, Zupport vector machine; k-NN, k-nearest neighbour; NB, naïve Bayesian

A graphical approach was used to identify which of the classifiers 
performed the best collectively for the four performance measures. The 
box plots in Figure 3a–d illustrate the four performance metrics for each 
classifier in relation to each other. SVM outperforms k-NN for all four 
metrics, indicating it is the better classifier of the two in this study. The 
box plots in Figure 3a–c which illustrate the metrics accuracy, precision 
and true negative rate, respectively, show that the SVM classifier is 
considerably better than the NB classifier, whilst in Figure 3d the opposite 
is observed for the detection rate metric. Not only is NB better than SVM, 

it outperforms k-NN by some margin. These observations lend support 
to the claim that, collectively, the SVM classifier is the better model for 
this data set, whilst the other two classifiers give conflicting results. 

a

c

d

b

SVM, support vector machine; KNN, k-nearest neighbour classifier; NB, naïve Bayesian

Figure 3: Box plots of classifier comparisons in terms of performance 
metrics
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In summary, the three classifiers were compared using four performance 
measures: accuracy, precision, detection rate and true negative rate. 
The results for these measures differ significantly as shown graphically 
and inferred using ANOVA. As the results indicate, no single classifier 
outperforms all others for every metric. Data analysts need to decide 
for themselves which performance measure is more relevant to their 
objectives. As an example, if detection rate is crucial to the study, then 
it would be useful to include the NB classifier. Alternatively, if an analyst 
needed a single classifier for these four performance measures, the SVM 
algorithm is recommended. 

Conclusion
This research introduces statistical learning techniques as a method 
to identify electricity fraud in South Africa. The methodology involved 
the use of the three classification modelling approaches which were 
assessed using a test data set. The algorithms were compared using 
four performance measures which have been applied to fraud detection 
studies in finance and electricity theft. This methodology contributes to 
the literature by demonstrating a resampling approach to compare the 
performance measures. It is important to realise that there is considerable 
variability when partitioning data into training and test sets and once-off 
results can be misleading. Adopting a simple resampling approach can 
provide more clarity on the ability of the classifier to detect electricity 
fraud. In South Africa, municipalities can improve their revenue stream 
by identifying fraudulent clients and ensuring that the lost revenue is 
recovered. This in turn will allow the municipalities to reimburse Eskom 
for the electricity consumed. Adopting this methodology for fraud 
detection will allow municipalities to target potential fraudulent customers 
and reduce the number of manpower hours that would otherwise be 
required to conduct random on-site inspections. 
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It is well known that learners’ performance in mathematics in under-resourced secondary schools in 
South Africa is poor. However, little is known about the performance of learners in top-performing well-
resourced secondary schools apart from their good results in Grade 12. In this study, the performance 
of Grade 9 learners in top-performing quintile 5 (i.e. well-resourced) schools was compared with that of 
learners in quintile 1–3 (i.e. poorly resourced) schools using a 45-item test. While the quintile 5 learners 
obtained higher test scores, the performance pattern across the test items was very similar for both 
quintile groupings. A detailed error analysis of 89 quintile 5 learners’ responses to equation items revealed 
difficulties in applying the standard equation-solving procedure, and in operating with negatives and 
subtraction, particularly on like terms. These problems may be related to a poorly conceived curriculum in 
the areas of integers and equations. It is recommended that Grade 8 and 9 teachers pay regular attention 
to all four arithmetic operations on integers. Furthermore, the teaching of equations should give greater 
attention to the cognitive shifts required in solving equations with letters on both sides of the equal sign. 

Significance:
•	 Learner performance patterns on a test were similar for learners from top-performing quintile 5 schools 

and learners from lower quintile schools, although the quintile 5 learners obtained higher test scores. 

•	 Quintile 5 learners’ ability to solve linear equations correctly is substantially impacted by their difficulties in 
simplifying two algebraic terms to a single term, particularly when negatives and/or subtraction are involved. 

•	 Particular aspects of the curriculum may partly be responsible for the difficulties learners experience 
with integers and equations. 

Introduction
Research suggests that Grade 9 learners in quintile 5 schools, which are well resourced, are approximately 4 years 
ahead of their counterparts in poorly resourced quintile 1–3 schools.1 This tells us about the relative performance 
of the two quintile groupings in South African schools and we know only too well about the poor mathematics 
performance of learners in under-resourced schools2 but we still do not know much about what is happening at 
Grade 9 level in well-resourced quintile 5 schools. While many quintile 5 schools produce excellent results at Grade 
12 level, research conducted on the mathematics performance of high performers writing the National Benchmark 
Tests3 has shown that these learners have difficulties with apparently basic ideas such as percentage and 
inequalities. Many of these learners will come from quintile 5 and high-fee independent schools. Another indication 
that all is not well comes from informal discussions with heads of mathematics departments and teachers in 
quintile 5 schools who despair that many learners in Grades 8 and 9 are not performing at desired levels. 

The Wits Maths Connect Secondary (WMCS) project is a research and development project at the University of the 
Witwatersrand. While our mandate is to focus on teacher professional development in lower quintile schools, we 
were curious to compare the performance of learners taught by teachers with whom we work, with the performance 
of Grade 9 learners in quintile 5 schools. We knew the quintile 5 learners would obtain higher marks but we wanted 
to compare performance patterns over the entire test, i.e. the trends in which items had a higher/lower number 
of correct responses. We also wanted to investigate learner errors and to compare these with previous findings 
of learners’ performance in algebra in lower quintile schools.4 As the ability to solve equations is fundamental for 
future success in mathematics, quintile 5 learners’ responses to three linear equation items were investigated to 
gain insight into their fluency in solving equations and also into their fluency in algebraic manipulation. The research 
was framed by two questions:

•	 What similarities exist in the test performance patterns of quintile 5 and quintile 1–3 learners?

•	 What are the most common errors made by quintile 5 learners on linear equation items?

Literature review
Research on learners’ approaches to solving linear equations and the errors they make goes back to the late 1980s.5 
There has been a resurgence in research on learner performance on linear equations and notions of equality in 
recent years.6-8 One of the key findings of this accumulated research is that learners must be taught formal methods 
to solve equations of the form aχ+b=cχ+d because their informal methods, which are adequate for equations of 
the form aχ+b=c break down for equations when there are letters on both sides and/or where there are two terms 
with letters on one side, e.g. 2χ+5–χ=4. This breakdown (or discontinuity) has been referred to as the didactic 
cut5 and the cognitive gap.9 An equation such as 3χ–4=11, can be solved arithmetically by saying ‘what multiplied 
by 3 and then subtract 4 gives me 11’ or 3×☐–4=11? Clearly the solution is 5. However, this approach cannot 
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be applied to equations of the form aχ+b=cχ+d and so learners must 
be taught to operate on the letters using inverse operations. The initial 
research on the didactic cut and cognitive gap involved learners who had 
not yet been taught formal procedures for solving equations. Research 
conducted with older learners who had already learned equation-solving 
procedures has challenged the existence of the didactic cut.7 

Given that the research presented here also involves learners who 
have been taught procedures for solving equations, I shall rather use 
the notion of epistemological obstacle10 in speaking about learners’ 
difficulties in making the transition to formal methods for solving 
equations. An epistemological obstacle involves ‘knowledge which 
functions well in a certain domain of activity and therefore becomes 
well-established, but then fails to work satisfactorily in another context 
where it malfunctions’11. Thus this notion of obstacle is concerned with a 
presence rather than an absence of knowledge. With reference to solving 
equations, the knowledge which has previously worked well refers to 
arithmetic approaches for solving equations. These methods need to be 
replaced with new knowledge for solving equations that have letters on 
both sides (or two terms with letters on one side). 

The remainder of the literature review provides an overview of existing 
research on common errors in solving linear equations. This will provide 
the reader with the necessary background for the analysis which follows. 

Approaches to and errors in solving equations 
Kieran12 identified seven approaches to solving equations, five of which 
are informal, including undoing or working backwards and trial-and-error 
substitution. She also distinguished two formal methods: transposing of 
terms (change side, change sign) and performing the same operation on 
both sides. The informal or arithmetic methods can be used for equations 
with letters on one side only while the formal or algebraic methods are 
necessary to solve efficiently equations with letters on both sides. 

Four common errors have been identified in solving linear equations. 
Two of these are the redistribution error and switching addends error.12 
A redistribution error involves adding a term to one side but subtracting it 
from the other side. A switching addends error involves ‘moving’ a term 
across the equal sign without changing its sign. In this study, I refer to 
this as a moving error and I distinguish between moving constants and 
moving a letter-term. The other inverse error13 occurs when learners use 
the incorrect inverse operation, e.g. given 5χ=2, a learner may subtract 
5 from both sides instead of dividing by 5, giving χ=–3 as the solution. 
Learners making the familiar structure error14 ‘force’ their answer to fit 
the form χ=k by eliminating additional letters as necessary. For example, 
a learner who manipulates an equation to obtain 3χ=12χ, might first 
divide by 3 to get χ=4χ and then drop the letter on the right side and 
write χ=4. I refer to this error as familiar form because it appears to be 
driven by learners’ desire to produce a final answer of form χ=k.

Meaning of the equal sign
Learners’ conceptions of equality are clearly important in solving 
equations. Seminal research identified two different views of the equals 
sign: as a do something signal and as an indication of equivalence.15,16 
The former operational view is typically associated with unidirectional 
reasoning about equations and is frequently drawn on to solve equations 
of form aχ+b=c. For example, as noted above in the case of 3χ–4=11, 
the learner reasons ‘what multiplied by 3 and then subtract 4 gives me 
11?’ Here the learner treats the right side as the result of operations 
performed on the left side. The latter relational view is associated with 
solving equations of the form aχ+b=cχ+d. Research in the USA found 
that, across grade levels, learners who demonstrated a relational view of 
the equal sign, were better able to solve linear equations.6 However, the 
authors note that despite learners’ inadequate conceptions of equality, 
attention to the equal sign is typically not addressed in secondary school 
curricula in the USA. The same is true in the South African secondary 
curriculum. 

Errors in operating on algebraic symbols 
A fundamental component of early algebra involves making sense of 
new symbols and notation. In arithmetic 4+½=4 ½ but in algebra one 
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cannot simply juxtapose the two symbols, i.e. 4+a≠4a. In algebra, a+b 
can be seen as the process of adding b to a as well as the resulting 
object.17 The difficulties in making sense of the new notation explain, 
to some extent, why learners make errors when working with like and 
unlike terms, usually conjoining them to produce closure. I work with an 
expanded notion of conjoining which distinguishes additive conjoining 
from subtractive conjoining as two categories of errors that may involve 
like or unlike terms. While additive conjoining involves addition of positive 
terms, subtractive conjoining involves negatives and/or subtraction, e.g. 
7–χ=7χ; 3χ–χ=3 and –χ+χ=χ.

Errors with negatives
The minus symbol can be viewed as an operator (subtraction) or as a 
sign (negative). Hence when learners encounter an equation such as 
2+3χ=5–2χ, the –2χ can be seen as subtracting 2χ or as negative 2χ. 
This duality of the minus symbol poses significant difficulty for learners. 
Equations involving negatives are more difficult because they are not 
easily modelled using a balance model.18 Local research found that 
learners had greater difficulty in dealing with algebraic expressions when 
they involve negatives, either as sign or as operation.4

Research on subtraction and negatives has identified a range of errors 
associated with the minus symbol. For example, right-to-left reasoning 
involves subtracting a larger number from a smaller one18, e.g. 4–7=3 or 
5χ–7χ=2χ. Overgeneralised integer rules may also lead to errors, e.g. if 
the multiplication rule is expressed as ‘a minus and a minus gives a plus’, 
this may lead to the expression –2χ–3χ being simplified to +5χ because 
explicit attention is not given to the operation. The error of detaching 
the minus sign may occur when learners add numbers or terms with 
a leading negative19, e.g. –2+5=–7 and –3χ+χ=–4χ. In both cases 
learners detach the minus symbol and isolate it from the expression. They 
then perform the addition and re-attach the minus symbol to the answer. 

Research design and methods
The research reported here stems from a larger study of learner 
performance. A one-hour test was administered to Grade 9 learners in late 
September/early October 2018. The first part of the analysis involved a 
comparison of the performance of these learners with that of pre-existing 
data from quintile 1–3 schools on the same test. The second part of the 
study involved further qualitative analysis of the quintile 5 data only with 
particular focus on learner errors in three test items. 

Test instrument
The test consisted of 45 items dealing with number, algebra and function. 
Most items were typical curriculum items that learners would encounter 
in text books and tests, and they spanned Grades 7–9 content. The test 
had been piloted in 2016 with lower quintile schools but we were unsure 
how the items would perform with a quintile 5 sample. The comparative 
analysis of both quintile groupings deals with all 45 items. For reference, 
the broad content area of each question is given in Table 1.

Table 1: Test content areas and question numbers

Content area Question numbers 

Number 1, 2, 3, 4

Algebra 5, 6, 7, 9, 10

Pattern and function 8, 11, 12

Learner responses to each item were coded as correct, incorrect or 
missing, with no provision for partially correct responses. A learners’ 
test score is simply a count of the number of fully correct responses. 
The response coding was led by members of the project team, with a 
group of research assistants. Coding and capturing of responses were 
moderated – approximately 15% and 20%, respectively. No errors were 
found in either process. 
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The error analysis and coding were conducted by the author alone. The 
focus was on three linear equation items, as shown in Table 2. 

Table 2: Linear equation items

Item number Item

Q9a 3ꭓ-2=10

Q9b 3ꭓ-2=4+ꭓ

Q9c 2-3ꭓ=7-ꭓ

Q9a contains a letter on the left side only and can easily be answered 
using arithmetic approaches. Q9b and Q9c contain letters on both 
sides but Q9c involves subtraction on both sides of the equation and 
is therefore more cognitively demanding than Q9b. These items and 
the associated learners’ responses have potential to reveal evidence of 
learner difficulties in working with equations of the different forms. They 
also reveal learner errors when the combining of algebraic terms was 
not the main goal of the manipulations. Consequently, they have potential 
to reveal errors in solving equations as well as errors in simplifying 
algebraic expressions. This algebraic work would have been completed 
in the first half of the year and thus been examined by mid-year.

Sample
The sample from quintile 1–3 schools consisted of 1139 learners from 
19 schools, taught by 25 teachers. Schools were selected because 
their mathematics teachers had completed a professional development 
course offered by the WMCS project in 2016 or 2017. The selected 
learners were taught by these teachers in 2018. The quintile 5 sample 
of 824 learners, taught by 22 teachers, was drawn from four quintile 5 
secondary schools, all of which had an existing relationship with the 
WMCS project. They are top-performing schools in their respective 
districts and/or top feeder schools to the University of the Witwatersrand. 
The University’s rankings for feeder schools are determined as a ratio 
of the number of applications to the number of enrolments from that 
school in a particular year. The large number of teachers is worth noting 
because it reduces the impact of individual teacher effects on the results. 

The sub-sample for the error analysis consisted of 89 learners, across 
the four quintile 5 schools, who got Q9a correct but Q9b and Q9c 
incorrect. These criteria suggest possible evidence of an epistemological 
obstacle in solving more complex linear equations. 

Ethical clearance was obtained from the University of the Witwatersrand 
ethics committee (H17/01/01) and the Gauteng Department of Education 
(M2017/400AA). All schools were assured that their identity would 
remain confidential and that no comparisons would be made between 
schools. Parents and learners were assured that the testing would not 
impact learners’ marks and that they could withdraw at any point. They 
were also assured of the confidentiality of individual results. 

Coding for error analysis
Learner responses were coded according to the approach used and the 
errors made. Because there are no interview data, it is difficult to infer the 
underlying reasoning informing learners’ written responses. Coding was 
based on interpretations of what had been written, looking at changes 
between successive lines of a response together with individualised 
annotations which learners may have provided such as arrows indicating 
the moving of a term across the equal sign. While the approaches and 
errors are reported per item, I also compared each learner’s responses 
to all three items, looking for similarities and differences that might assist 
in coding their errors. 

I distinguished between algebraic and arithmetic approaches to solving 
the equations. For the purposes of this article, an algebraic approach 
involves manipulating expressions and operating on the letters. An 
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arithmetic approach involves substitution of a possible solution or an 
undoing approach. For example, solving 3χ–2=10 by substitution might 
look as follows: 3(4)–2=10. An undoing approach might be written as: 
10+2→12÷3→4 

The error analysis was conducted on Q9b and Q9c. Drawing from other 
analyses of similar data14,20, I distinguished three broad categories:

1. Equation errors – errors in applying inverse operations, collecting like 
terms and constants on opposites sides of the equal sign, and isolating 
the letter to determine the solution. 

2. Letter errors – inappropriate or incorrect execution of operations on 
terms with letters.

3. Numeric errors – operations on constants where the outcome of the 
operation is incorrect. These are not reported here. 

Each category was then sub-divided and errors were allocated specific 
codes, as described below. I included sub-codes for subtraction/
negatives in each of the three categories. I assigned codes to each 
response based on the three broad categories as well as an ‘other’ 
category. It was possible for a single response to have multiple codes. 
I then dealt systematically with each category identifying sub-codes 
based both on the literature discussed above and on the data. 

Equation error codes

Six sub-codes were identified for equation errors:

1. Move term with letter – a term involving a letter is moved unchanged 
across the equal sign

2. Move constant – a constant is moved unchanged across the equal sign

3. Incorrect inverse – additive inverse is applied when multiplicative 
inverse is required, or vice versa

4. Divide binomial by monomial – binomial is incorrectly divided by 
monomial to isolate letter on one side (see Figure 1a)

5. Familiar format – inappropriate manipulation of one/both sides of 
equation to force the form χ=k as the final line of the response. 
This code was only applied when comparing the last two lines of a 
response, as shown in Figure 1b. 

In addition to the five codes above, I included an incomplete code for 
responses where the learner had not produced an answer in the form 
χ=k (see Figure 1c). 

a cb

Figure 1: Equation errors: (a) binomial divided by monomial, (b) familiar 
format and (c) incomplete response.

Letter error codes 

Letter errors were distinguished on two dimensions: those involving 
addition and/or positive terms, and those involving subtraction and/or 
negatives. The matrix in Table 3 provides examples of typical errors. The 
examples of subtraction/negatives with like terms include instances of 
right-to-left reasoning and detaching the minus sign. 
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Table 3: Examples of letter operation errors

Like terms Unlike terms

Addition/positives 3ꭓ+ꭓ=3ꭓ 6+ꭓ=6ꭓ

4+ꭓ=5ꭓ

Subtraction/negatives 3ꭓ-ꭓ=3ꭓ

3ꭓ-ꭓ=3

-3ꭓ+ꭓ=-4ꭓ

ꭓ-3ꭓ=2ꭓ

3ꭓ-4=-ꭓ

7-ꭓ=7ꭓ

3-2ꭓ=1

There were several instances of learners over-generalising exponential 
laws, e.g. χ+χ=χ2. These errors were separated from the addition-of-
like-term errors shown above in order to determine the extent to which 
learners were still making typical conjoining errors that do not involve 
exponents. The errors involving exponents were coded as ‘other’. 

Analysis and results
The analysis is reported in two sections. I begin with the comparison 
of the overall performance and performance patterns of the quintile 5 
group and the quintile 1–3 group. This is followed by the analysis of 
the responses of the quintile 5 sub-sample to the three equation items. 

Overall performance and performance patterns
Table 4 shows that the mean score for the quintile 5 group (24.67) is 
more than 2.5 times the mean score of the quintile 1–3 group (9.34). 
This is to be expected and does not merit further discussion. However, 
a comparison of the performance patterns across the 45 items is of 
interest (see Figure 2). An obvious difference in the two graphs is that 
the quintile 5 group performed better than the other group on every item. 
Again, this is to be expected. More interesting is that the graphs have 
very similar shapes with peaks and dips in similar places. This suggests 
that learners across the quintiles find the same questions ‘easy’ and 
‘difficult’. 

Table 4: Mean scores and standard deviations 

Learner group N Mean Standard deviation 

Quintile 1–3 1139 9.34 6.64

Quintile 5 824 24.67 9.03

Given that the quintile 5 sample is drawn from top-performing schools, 
it may seem surprising that there were 21 items which fewer than 50% 
of learners answered correctly. There is a noticeable downward trend 
in the quintile 5 performance, interspersed with a few peaks. Better 
performance is generally associated with the numeric items in questions 
1 to 4 which focus mainly on integers. Thereafter, most items involve 
algebra and this is where the downward trend becomes most noticeable. 
The three highest peaks from question 8 onwards are associated with 
numeric work: intercepts of the graph of a linear function (Q8a, Q8b); 
simple linear equation that can be solved without algebraic manipulation 
(Q9a); and a function machine with numeric inputs and outputs (Q11i, 
Q11ii). Thus the overall picture of quintile 5 performance is that learners 
have difficulty with algebraic work and functions. The downward trend 
is less obvious for the quintile 1–3 group because performance flattens 
from question 5 onwards, apart from the peaks which occur at similar 
places to those of the quintile 5 graph. 

Three factors must be borne in mind when interpreting the lower than 
expected performance of the quintile 5 learners. Firstly, learners did 
not prepare for the test and so the scores merely provide a once-off 
measure on a particular day. Secondly, the data were collected in late 
September to early October and, in at least one school, teachers were 
still completing a section that was included in the test. Consequently, 
many learners may not yet have consolidated some of the test content. 
Thirdly, a learner’s score indicates completely correct responses and so 
scores likely will under-estimate learners’ knowledge of the test content. 
For example, a blank response and a response containing a minor slip in 
a calculation both count as zero. 

Given the similarities in the performance pattern of the two groups, there 
is value in studying the errors made by the quintile 5 group because 
these will likely provide useful insights for both groups which may in turn 
lead to recommendations relevant to the teaching of algebra across all 
quintile schools. 

Error analysis of responses to equations items
Table 5 provides a summary of learner performance on the equation 
items for both groups. In both groups there is a general decrease in 
performance from Q9a to Q9c with the percentage drop from Q9b to Q9c 
being larger. The drop in performance between Q9a and Q9b suggests 
that some learners experience some kind of obstacle in working with 
equations with letters on both sides. This appears to be exacerbated 
by the presence of additional negatives in Q9c, particularly given that 
the letters are being subtracted on both sides of the equation. It is also 
possible that performance on Q9c was lower because the solution is 
rational whereas the other two solutions are integers. 

Figure 2: Learners’ performance on all test items.
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Table 5: Learner performance on linear equation items

Item number Item
Quintile 5  
(N = 824)

Quintile 1–3  
(N = 1139)

Q9a 3ꭓ-2=10 87.6 33.80

Q9b 3ꭓ-2=4+ꭓ 73.4 15.28

Q9c 2-3ꭓ=7-ꭓ 40.4 5.00

Learners’ approaches to solving equations
The analysis from here focuses on the quintile 5 sub-sample. Learners’ 
approaches to Q9a in contrast to their approaches to Q9b and Q9c 
were of particular interest because this might reveal the extent to which 
they have overcome the epistemological obstacle described earlier. 
Table 6 shows that the vast majority used algebraic approaches for 
Q9a. Of greater interest, however, are the learners who used arithmetic 
approaches.

Table 6: Approaches to Q9a

Approach Number of responses Percentage

Algebraic 63 73.3

Arithmetic Substitution 15 17.4

Undoing 3 3.5

No evidence 5 5.8

Total 86 100

For those using arithmetic approaches to correctly answer Q9a, it was 
important to investigate their approaches to Q9b and Q9c: did they shift 
to an algebraic approach or did they still attempt an arithmetic approach? 
Eighteen learners successfully used arithmetic approaches for Q9a, 
either substitution or an undoing approach. Only two of these learners 
attempted an algebraic approach for Q9b and Q9c.

Of the 15 learners who used a substitution approach for Q9a, 11 used 
the same approach for Q9b and 9 used it for Q9c. Of the three learners 
who used an undoing approach for Q9a, two attempted this approach for 
Q9b and Q9c while the third learner approached both items algebraically. 
There were five learners who only provided answers and so their 
responses were coded as ‘no evidence’. 

In summary, most learners either used all arithmetic approaches or all 
algebraic approaches. Those adopting arithmetic approaches for all 
three items constituted 23.8% of the sub-sample. It appears that these 
learners have not yet recognised the need to reject an inadequate method 
and replace it with a procedure that makes use of inverse operations. 
These learners are not operating on the terms with letters in order to 
solve the equations. It is worth noting that the mean test score for these 
15 learners was 14.2 (31.6%) which suggests that they lack algebraic 
fluency more generally. 

I now shift to a discussion of the errors made by the learners who used 
algebraic approaches for Q9b and Q9c. 

Errors in equation operations 
A summary of the equation errors is presented in Table 7. A total of 112 
equation errors were coded across Q9b and Q9c. 

Table 7: Equation errors for Q9b and Q9c

Equation errors Q9b Q9c

Move term with letter 14 7

Move constant 6 11

Incorrect inverse 3 2

Divide binomial by monomial 3 3

Force familiar format for solution 13 14

Incomplete 6 13

Other 6 11

Total 51 61

Not surprisingly, the most common error related to the incorrect use 
of additive inverses, with 38 errors involving ‘moving’ a letter/constant 
across the equal sign without changing sign. It is worth noting that 
only four learners made ‘moving errors’ with both numbers and letters. 
There were five instances where learners used the incorrect inverse, 
typically subtracting a coefficient instead of dividing. In a small number 
of instances learners did not collect like terms with letters and so divided 
a binomial on one side of the equation by the coefficient of the variable 
on the other side. This typically led to other errors: either the learner 
performed the division on the numbers only and then conjoined the 
remaining number and letter (see Figure 1a), or dropped the letter from 
the expression. 

There were a surprising number of responses (27) where learners 
manipulated the equation to force a familiar format, i.e. χ=k, as the 
final line of the response. This took different forms, including dropping/
ignoring ‘unwanted’ letters, e.g. the equation 3χ=6χ became χ=2.

The high prevalence of incomplete responses (19) is closely linked to the 
familiar format error. In many of these cases, learners did not manipulate 
their equations to produce a familiar format. Instead they stopped with 
forms such as aχ=b, χ=aχ or aχ/a=b/a. 

The other equation errors included converting an equation to an 
expression, incorrectly combining terms to generate quadratic forms, 
and various manipulations that did not maintain equality. 

Errors in letter operations 
A total of 98 letter errors were coded for Q9b and Q9c. As described 
above, I disaggregated conjoining errors to distinguish (1) additive 
conjoining (addition/positives) from subtractive conjoining (subtraction/
negatives); and (2) operating on like terms from operating on unlike 
terms. This makes it possible to see more clearly where the majority of 
errors occurs. 

Table 8: Errors in letter operations

Like terms Unlike terms Total

Addition/positives 2 6 8

Subtraction/negatives 42 13 55

Total 44 19 63
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As can be seen in Table 8, only 8 errors involved additive conjoining, 
irrespective of whether learners were operating on like or unlike terms. 
By contrast, 55 errors involved subtraction/negatives and 42 of these 
involved like terms. This may be surprising in the light of prior research 
on conjoining. However, assuming most learners in this sample know 
we cannot combine unlike terms but can combine like terms, then it is 
not surprising that the majority of errors occurs when combining like 
terms. Typical errors included detaching the negative, e.g. –3χ+χ=–4χ 
and dropping the letter, e.g. 3χ–χ=3. There was a surprisingly high 
number of responses giving 3χ–χ=3χ. One interpretation is that learners 
consider only the visible coefficients. In effect they are treating x as 0χ 
rather than 1χ. If they separate the numbers and letters, they may reason  
3–0=3 and then append the χ to obtain 3χ. However, interviews are 
necessary to investigate this further. 

In addition to the above errors, there were 16 instances in Q9c where 
learners dropped the negative sign from one line to the next. For example, 
–3χ became 3χ in the following line. There were also 19 letter errors 
coded as other. These mostly involved over-generalisation of the addition 
law of exponents which typically led to further errors in attempting to 
solve an equation that was no longer linear. 

Discussion and implications
The overall Grade 9 learner performance on a test of number, algebra 
and function covering selected Grade 7–9 content was disappointing 
for both quintile groupings. However, both groupings displayed similar 
performance patterns. Notwithstanding the caveats mentioned above, a 
mean score of 54.8% for the quintile 5 group indicates that even towards 
the end of Grade 9 there are learners in top-performing schools who still 
have difficulty manipulating algebraic symbols. 

Fundamental to the notion of epistemological obstacle in the context 
of solving equations is that learners accept the need to replace their 
inappropriate arithmetic approaches with an algebraic approach. 
Although most learners attempted algebraic approaches for all three 
items, approximately 24% of the sub-sample used only arithmetic 
approaches. This may also suggest they do not have a relational view of 
the equal sign. Furthermore, the error analysis shows that, on average, 
each learner in the sub-sample made more than one equation error and 
one letter error across Q9b and Q9c. 

The error analysis reveals that errors made by quintile 5 learners in solving 
linear equations with letters on both sides stem more from difficulties in 
manipulating algebraic expressions and dealing with negativity than in 
executing the standard procedure for solving equations. Of the errors 
reported here, 92 (43.8%) errors relate to negatives/subtraction in some 
way. Furthermore, nearly half (45.6%) of these negativity errors involved 
the incorrect simplification of two like terms to a single term. While these 
findings confirm some of what we found in a previous study on learners’ 
algebra performance in lower quintile schools4, the insight, at least for 
quintile 5 schools – that difficulties with negatives and subtraction are 
more common with like terms – is a new empirical finding, although not 
necessarily surprising. 

Implications for curriculum and teaching
From the above findings there are two clear implications for the 
curriculum and four implications for teaching. 

An analysis of the Senior Phase Mathematics curriculum21 suggests 
that two problems highlighted in this study may have their roots in the 
curriculum itself. For example, the content of integers is split over Grades 
7 and 8, a split exacerbated by the move from primary to secondary 
school. The Grade 8 curriculum assumes learners come with knowledge 
of adding and subtracting integers, that this merely requires revision and 
that teachers should focus on multiplication and division of integers in 
Grade 8. While teachers may ignore this ‘advice’ in their own classrooms, 
the official teaching support materials such as annual teaching plans, 
scripted lesson plans and learner workbooks will follow the curriculum 
closely and thus fall prey to the poorly conceived plans for teaching and 
learning integers. The evidence from this study and prior research shows 
clearly that all aspects of integers need detailed attention in Grade 8. 

A similar problem arises with equations. There is considerable focus 
on solving equations by inspection and insufficient attention to formal 
equation operations in Grade 8. Also, there is no explicit recognition of 
the importance of attending to equations with letters on both sides. By 
Grade 9, it is assumed that learners have mastered this work and can 
move on to more complex linear examples as well as quadratic and 
exponential equations. Given this breadth of equation types, teachers 
may overlook the need to deal with simple linear equations with letters 
on both sides, in the rush to cover the other types. The curriculum needs 
to foreground the cognitive shifts in moving from equations with a letter 
on one side to equations with letters on both sides, with additional time 
allocated to consolidate these procedures, thus supporting learners to 
navigate and overcome the epistemological obstacle they encounter 
when they have to operate on the letter in solving equations. The 
overburdened curriculum could be eased by removing quadratic and 
exponential equations from Grade 9 as they are dealt with in detail in 
later years. 

Implications for teaching follow closely from the curriculum implications. 
Firstly, teachers should pay explicit attention to helping learners develop 
an equivalence view of the equal sign, even in Grades 8 and 9. Without 
an equivalence view, learners will continue to have difficulty in solving 
equations of all kinds. Secondly, Grade 8 teachers should pay attention 
to all four arithmetic operations on integers, with particular attention to 
subtraction. Attention to fluency with negative numbers should continue 
into Grade 9. Thirdly, continual attention must be given to fluency in 
algebraic manipulation, particularly with examples involving subtraction 
and negatives. This study suggests that such a focus will improve 
learners’ performance on equation solving. Fourthly, teachers need to 
appreciate the cognitive shift necessary to solve equations with letters 
on both sides and take time to deal with the case of aχ+b=cχ+d. They 
should also include equations with more than two terms on each side, 
e.g. 4–2χ+3=3χ+1–χ. This provides practice in algebraic simplification 
as well as in performing inverse operations. 

Conclusion
This study shows that difficulties with introductory algebra are not 
restricted to learners in lower quintile schools. Furthermore, it makes 
three important contributions. Firstly, there are similarities in the 
performance patterns of Grade 9 learners across quintiles on a test 
of number, algebra and function spanning content of Grades 7 to 9. 
Secondly, it reveals and confirms learners’ specific difficulties in working 
with negatives and subtraction in relation to algebra. Thirdly, it highlights 
the specific insight that while few learners were making errors with 
addition of like and unlike terms, there was a proliferation of errors in 
working with like terms and negatives. 

While many learners in quintile 5 schools overcome these difficulties 
and perform well in mathematics by Grade 12, the same cannot be said 
for the majority of learners in lower quintile schools. The curriculum 
recommendations proposed above suggest that specific curriculum 
changes are necessary in the topics of integers and equations. These 
may help to address the ways in which the curriculum contributes to 
learner difficulties with negative numbers and aspects of algebra. 
The recommendations for teaching address similar issues. However, 
opportunity for teachers to implement the recommendations requires 
some flexibility in curriculum pacing to address learners’ errors and 
backlogs. 
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to Marine Isotope Stage 5. As a result, southern Africa now boasts six hominin tracksites, which are 
collectively the oldest sites in the world that are attributed to Homo sapiens. The tracks were registered on 
dune surfaces, now preserved in aeolianites. Tracks of varying size were present at two sites, indicating 
the presence of more than one trackmaker, and raising the possibility of family groups. A total of 18 and 
32 tracks were recorded at these two sites, respectively. Ammoglyphs were present at one site. Although 
track quality was not optimal, and large aeolianite surface exposures are rare in the region, these sites 
prove the capacity of coastal aeolianites to yield such discoveries, and they contribute to what remains a 
sparse global hominin track record. It is evident that hominin tracks are more common in southern Africa 
than was previously supposed. 

Significance:
•	 Three new Pleistocene hominin trackways have been identified on the Cape south coast, bringing the 

number of known fossil hominin tracksites in southern Africa to six.

•	 The tracks were all registered on dune surfaces, now preserved as aeolianites.

•	 These are the six oldest tracksites in the world that are attributed to Homo sapiens.

•	 Hominin tracks are more common in southern Africa than was previously supposed.

Introduction
The Cape south coast of South Africa has been shown to be of pivotal importance in the origin of cognitively 
modern humans in the Middle Stone Age, with sites such as Blombos Cave1, Pinnacle Point2, and Klasies River3 
achieving international renown. Examples of the early emergence of modern human behaviour include adornment 
through the use of ochre1,4, creation of jewellery5, development of microlithic technology6, heat treatment of stone 
tools7, manufacture of bone tools8, and the creation of abstract symbols, both as petroglyphs9,10 and pictographs11. 
Marean2, documenting the first known systematic exploitation of seafood by humans, postulated that the Cape south 
coast formed a refugium that facilitated human survival during the harsh climate of Marine Isotope Stage (MIS) 6. 

Fortuitously, the surfaces of unconsolidated dunes on which those early humans trod and travelled during the 
Pleistocene have the capacity to be preserved on the current coastline as aeolianites (cemented dune deposits), 
and to provide a record of events that transpired on them. Ichnology, the study of tracks and traces, therefore 
has the potential to complement this corpus of research. Indeed, our Cape south coast ichnology project has 
documented more than 250 vertebrate tracksites in our study area (Figure 1), which extends for 350 km from 
the town of Arniston in the west to the Robberg peninsula in the east.12 For example, the presence of giraffe13, 
crocodiles14, and breeding sea turtles15 was not suspected from the skeletal record, and has only been established 
through the presence of their tracks.

Ichnological evidence of the human presence on this coast was confirmed through description of a hominin tracksite 
at Brenton-on-Sea.16 This discovery added to the sparse number of reported Pleistocene southern African hominin 
tracksites, namely Langebaan on the west coast and Nahoon on the southeast coast.17 While the Langebaan tracks 
have not been universally accepted as having been made by humans18, for the purposes of this article we follow 
the consensus that they are of probable hominin origin. As a result, southern Africa currently lays claim to the only 
hominin tracksites in the world older than 46 ka that have been attributed to Homo sapiens.16,18-21

In our continuing exploration of the Cape south coast we have identified further tracksites, which we are comfortable 
in ascribing to hominin trackmakers. The purpose of this article is to describe these newly identified ichnosites, 
to consider criteria for the identification of hominin tracks in this region in softer substrates, and to consider the 
implications of these discoveries. We confine ourselves here to tracks of unshod humans; the possibility of humans 
sometimes using footwear in this region during the Middle Stone Age will be discussed elsewhere.

Background
The global hominin track record
Comprehensive reviews of global hominin tracksites and hominin ichnotaxonomy are found in Lockley et al.19,20,22, 
Kim et al.23, and Bennett and Morse18. Lockley et al.19 listed 63 sites, and Bennett and Morse18 listed 44 sites. 
Further sites have been reported subsequent to the publication of these reviews.16,24,25 Compared with the three 
southern African sites thus far reported, there are only six generally accepted older hominin tracksites in the 
world18-20, and none of these are attributed to Homo sapiens. Thus southern Africa has to date proven to be the 
region in which to search for Middle Stone Age tracks of our species.

Newly identified hominin trackways from the Cape 
south coast of South Africa
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While the southern African sites (including the new sites we describe 
here) all occur on aeolianite surfaces, this is not a common phenomenon 
from a global perspective. Solidified volcanic ash deposits or undisturbed 
cave floor deposits are not only commoner, but also have the capacity 
to preserve track morphology in greater detail than do the southern 
African aeolianites. Belvedere and Farlow26 proposed a four-point scale 
(0–1–2–3) for quantifying the preservation quality of vertebrate tracks. 
Tracks registered and preserved in dune facies usually will not score 
more than 2 on this scale. Another feature of the global record is that 
the majority of hominin tracksites are preserved in epirelief (i.e. as 
natural impressions on the original surface), while in southern Africa 
these sites are mostly preserved in hyporelief (i.e. as natural casts on 
the infill surface).

The southern African hominin track record
The three previously reported southern African sites (Figure 1), in order 
of their initial description, are:

1. The Nahoon site, situated in South Africa’s Eastern Cape province, 
and comprising three hominin tracks in hyporelief, was identified in 
1964.17,27 The tracks occur in the Nahoon Formation of the Algoa 
Group.28 Soon after its discovery, the in-situ aeolianite slab containing 
the tracks collapsed. However, the tracks were recovered, and are 
housed in the East London Museum (South Africa). They have been 
dated through optical stimulation luminescence (OSL) to ~124 ka.29

2. The Langebaan tracksite, situated on the Cape west coast in South 
Africa’s Western Cape Province, and comprising three probable 
hominin tracks in epirelief, was identified in 1995.17,30 The tracks occur 
in the Langebaan Formation of the Sandveld Group.31 The tracks were 
recovered and are housed in the Iziko South Africa Museum, Cape 
Town. They have been dated through OSL to ~117 ka.17

3. The Brenton-on-Sea site, comprising as many as 40 tracks in hyporelief 
and cross-section on the ceiling and walls of a small coastal cave, 
was identified in 2016 and reported on in 2018.16 The tracks occur in 
aeolianites in the Waenhuiskrans Formation of the Bredasdorp Group.32 
The tracks were made by a party of humans moving rapidly down a 
dune slope.16 Short trackways were evident. An age estimate of 90 ka 
was obtained using carbonate diagenesis and stratigraphic correlation 
to nearby dated sites.16 The tracks were not manually recoverable, and 
a digital record was obtained through photogrammetry. OSL results 
are awaited.

Tuttle33 developed criteria for hominin track identification:

•	 The hallux (digit I) is aligned with the four lateral toes (digits II–V), 
which are short and straight.

•	 The tip of the hallux is bulbous, not tapered.
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•	 The tips of the hallux and adjacent second and third toes do not 
project markedly beyond one another.

•	 A prominent medial longitudinal arch is evident. 

Morse et al.34, in reporting on Holocene tracks (including human tracks) 
from Namibia, examined the influence of different substrates on footprint 
morphology. Anticipating the possible identification of further southern 
African sites, and appreciating that Tuttle’s criteria33 applied to near-ideal 
substrates and track preservation, Helm et al.21 reviewed described sites 
from the region and considered putative sites, developing criteria on 
which to base the investigation of future discoveries. 

In a further development, Helm et al.35 reported on evidence that hominins 
left more than just tracks on these surfaces, and that patterns indicating 
a hominin ‘signature’ could be identified on aeolianite surfaces. These 
patterns could represent the creation of palaeo-art or abstract motifs, 
messaging or foraging. The term ‘ammoglyph’ was coined to describe 
such findings. One site included possible human knee impressions35, 
adding to a very sparse global record of such features36,37.

Next described was the first example on the Cape south coast of Middle 
Stone Age tools embedded in a Pleistocene track-bearing palaeo-surface, 
containing tracks of crocodiles, birds and mammals.14 The tracksites we 
describe here therefore need to be considered in the broader context 
of features related to human activity on Pleistocene aeolianite surfaces 
on the Cape south coast, including ammoglyphs and Middle Stone Age 
tools, and the possibility of shod human tracks.

Geological context
Pleistocene sediments on the Cape south coast form part of the 
Bredasdorp Group. Within this Group, Pleistocene aeolianites, 
cemented palaeodunes and interdune areas of calcarenite38, form part 
of the Waenhuiskrans Formation32. We are confident that the tracksites 
described here occur in situ in aeolianites, and not in marine deposits 
of the Klein Brak Formation.39 These Pleistocene deposits have been 
dated to between 400 ka and 36 ka through OSL40-45, with dated results 
indicating several MIS 5 deposits.

Aeolianites extend intermittently along much of South Africa’s present-
day coastline, and are well exposed in embayments on or near the 
shoreline.46 They are composed of medium- to fine-grained sand with a 
high carbonate content derived from marine shell fragments. They lithify 
as a result of the downward percolation of rainwater in the meteoric 
diagenetic zone; the carbonate shell component is mobilised and 
re-deposited as interstitial cement within the sandstone matrix.47 

The sites described here occur within or close to the Wilderness 
Embayment.44,48,49 Here the Pleistocene stratigraphy consists mostly of 

Figure 1: Map of South Africa and the Cape south coast, showing places mentioned and the locations of Site 1 – Site 4, and the extent of outcrops of the 
Bredasdorp Group.
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MIS 6 and MIS 5 deposits, draped by an unconsolidated unit of modern 
dunes.44 OSL dates from this region range from 148 ka ± 10 ka to 
79 ka ± 9 ka.44 

The distance of the tracks from the coastline at the time they were 
registered is related to Pleistocene sea-level oscillations and the periodic 
exposure of the Palaeo-Agulhas Plain, as a result of global temperature 
changes. For example, around 91 ka, during MIS 5c, sea levels were as 
much as 45 m lower than at present, and the coastline in this area was 
up to 60 km seaward of the present-day coast.50-52 In contrast, around 
126 ka, at the time of the peak MIS 5e high-stand53, sea levels were 
6–8 m higher than present41,54. Because Quaternary tectonic activity is 
considered minimal along the Cape south coast55, in-situ strata lie at or 
close to their original angles of deposition, often at the angle of repose 
of wind-blown sand. 

Less than a quarter of the Cape south coast comprises Pleistocene 
exposures. The remainder consists of Palaeozoic quartzite, sandstone 
and shale exposures of the Cape Supergroup, Precambrian granite 
exposures of the Cape Granite Suite, and expanses of beach and 
unconsolidated Holocene beach and dune sediments.56 

Tracksites, once exposed, are subjected to erosive forces of water and 
wind, including wave action. Consequently, there is often a relatively 
short window in which to document such sites before their quality 
deteriorates or they are destroyed entirely. 

Methods
Global Positioning System readings were taken using a handheld 
device. Locality data were reposited with the African Centre for 
Coastal Palaeoscience at Nelson Mandela University, South Africa, to 
be made available to bona fide researchers upon request. Tracksites 
were interpreted in the field through correlation to dated deposits, and 
samples were taken for OSL dating.

Where appropriate, track length, track width, track depth, pace length, 
stride length, and thickness of foresets were measured.57 Results were 
recorded in centimetres. Dip and strike measurements were recorded. 
Where feasible, a 50 cm x 50 cm grid system was employed to create 
a sketch map of the track-bearing surfaces, along with a numbering 
system for the tracks. Trackway maps were developed using Adobe 
Illustrator (version 23.0.3) and Microsoft PowerPoint (version 1908). 

Photographs were taken, including images for photogrammetry.58 
Photogrammetry 3D models were generated with Agisoft MetaShape 
Professional (v. 1.0.4) using an Olympus TG-5 camera (focal length 
4.5 mm; resolution 4000 x 3000; pixel size 1.56 x 1.56 um). The final 
images were rendered using CloudCompare (v2.6.3.beta); details are 
provided in the relevant figure captions.

Results
Site 1: Garden Route National Park
Site 1 lies within the coastal section of the Garden Route National Park, 
between the towns of Wilderness and Sedgefield. The tracks occur 
on the ceiling of a cave at the foot of aeolianite cliffs. We generated a 
trackway map of this surface (Figure 2). The strike of this surface is 
100°, with a gentle dip of 4°. This cave is situated near the high water 
mark (Figure 3a). Its interior and ceiling are buffeted by waves during 
high tides and storm surges. 

As many as 18 tracks occur as natural casts (i.e. in hyporelief) on 
this ceiling, although some of these have indistinct margins or are 
not accessible for analysis. For this reason, we have only assigned 
identifier labels to seven of the tracks (Track A – Track G). The tracks 
have a compound aspect, i.e. the stratigraphically lower expressions 
are rounded oval ‘casts’ (convex hyporeliefs) resembling a boat hull, 
and interpreted as transmitted tracks impacting layers a few laminae 
below where the trackmakers made direct ‘true track’ contact with the 
substrate.59 Where these transmitted track surfaces have been eroded 
into, it is possible to observe the cross-sections of the nested, convex-
down laminae, just above the more widely exposed surface revealing the 

transmitted track casts in hyporelief. Thus the generic term ‘track’ can 
refer to the stacked sequence in which the ‘true track’ is nested in, and 
expressed by, its underlying transmitted track features. 

Figure 2: Trackway map of Site 1.

The cave has a sandy floor; the vertical distance from floor to ceiling 
is 190 cm at the dripline at the seaward end. From here it extends into 
the cliffs in a northerly direction, and the vertical distance between floor 
and ceiling decreases to a minimum of 75 cm (Figure 3b). From this 
point it continues as a tunnel in a more northwesterly direction to a 
northwestern entrance, with a vertical distance between floor and ceiling 
of 150 cm at this entrance. The total length of this cave/tunnel is 8 m. All 
the tracks occur in the seaward (southern) portion.

Two further track-bearing surfaces are preserved in epirelief below the 
main layer. One surface lies 43 cm below the main layer, and contains 
~24 small, unidentifiable tracks on a rippled surface. The second lies a 
further 8 cm lower in the section, and contains 16 small- and medium-
sized bovid tracks. Still lower in the section are heavily bioturbated 
layers. The tracks of the main track-bearing surface in the deeper portion 
of the cave can only be accessed with some difficulty via a 30 cm gap 
between bedding planes. 

The site was initially identified in 2013, but only analysed in detail in 
2019. While photographs confirm that there was minimal degradation 
of the tracks between 2013 and 2019, a significant interval change 
occurred over a 6-week period in 2019 following storm surges, resulting 
in the partial loss of one of the better-preserved tracks (Track A). Further 
subsequent degradation of the surface has occurred (Figure 3c, 3d).

With one exception (described below) the tracks have a similar south-
southwest orientation of ~222°. The main trackway appears very 
straight, with a narrow straddle (Figure 4a). While some of these tracks 
have indistinct margins, the three best-preserved tracks exhibit the 
following dimensions: 

•	 Track A: 24 cm long, 11 cm wide, maximum depth 6.5 cm

•	 Track B: 26 cm long, 12 cm wide, maximum depth of 7.5 cm

•	 Track C: 24 cm long, 11 cm wide, depth not measurable

 Hominin trackways from the Cape south coast
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Figure 3: (a) Two figures at the entrance to the small cave that contains Site 1. (b) Distance between floor and ceiling is as little as 75 cm in the deeper 
portion of the cave. (c and d) Comparison views of Track A (indicated by arrows) before and after storm surge events – the track to the left of 
Track A is Track E; scale bars = 10 cm.

When viewed in sagittal section, the deepest points of these tracks are 
in their anterior (seaward) portions (Figure 4b). Photogrammetry was 
applied to the portion of the surface containing Track B and Track C 
(Figure 4c).

Although it is partly eroded, Track C appears to exhibit evidence of a 
medial longitudinal arch on its western aspect, and relative widening of 
its seaward (southern) portion along with vague evidence of a hallux 
orientated in the longitudinal access of the track. Consequently, it 
appears to be a natural cast of a left foot impression. We infer that the 
trackmaker was heading in an approximately southerly direction down a 
gently inclined surface.

This inference is borne out by the appearance of Track B in coronal 
section, which, although it shows little other morphological detail, is 
steeper on its western aspect than its eastern aspect, suggesting that it 
is a natural cast of a right foot impression (Figure 4d). The pace length 
between Track B and Track C is 82 cm. 

A similar coronal section profile is evident in Track A, suggesting that it 
too is a natural cast of a right foot impression. If this is the case, and 
Tracks A and B form part of the same trackway, then the stride length 
between them is 165 cm.

If this analysis is accurate, then unfortunately the area where a left track 
would have occurred between tracks A and B has been eroded away. 
However, the remnants of a number of other tracks are evident on the 
ceiling in this eroded area, and layers in the side wall of the cave in this 
area show significant deformation, indicating that a substantial number 
of tracks must once have been present (Figure 4e).

An alternative interpretation is that one of these large eroded tracks, e.g. 
Track D, formed part of the trackway that includes Track B and Track C 
(Track D appears to be of approximately similar size to Tracks A, B and 
C, but is too eroded to permit detailed measurement). In this case, stride 
length would be ~145 cm.

More tracks are evident in hyporelief in the deeper, less accessible 
section of the cave, in the same axis as the putative trackway. However, 
these tracks do not appear to be well defined, and do not exhibit detailed 
morphology. 

Of the tracks that are amenable to measurement, some appear to be 
significantly smaller than others, although Tracks A, B and C are similar 
in size, with characteristic hominin dimensions. For example, just west 
of Track A, and with similar orientation, is a probable track with a length 
of 13 cm (Track E). Close to the eroded area described above, one very 
eroded track (not shown in Figure 2) measures 15 cm in length and 
8 cm in width, with a distinct vestigial outline and evidence of a medial 
longitudinal arch. The smallest natural cast feature, 9.5 cm in length and 
5.5 cm in width, lies west of Track B. Because it contained no further 
distinguishing features, and although we assigned it a label (Track F), we 
could not be certain that it represented a hominin track.

In a seaward direction from Track C, and ~90 cm from it, another track 
is evident in hyporelief (Track G). Its orientation is almost perpendicular 
to that of the other tracks, with a bearing of 131o. It measures 24 cm 
in length and 10 cm in width (again consistent with the approximate 
dimensions of Tracks A, B and C), with a maximum depth of 5 cm and a 
minimum depth of 2.5 cm (Figure 5a). A heel-drag impression of 6 cm 
is apparent. As in the case of Track C, it appears broader in its anterior 
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Figure 4: (a) Tracks in putative trackway are indicated with arrows, demonstrating narrow straddle: the top arrow points to Track C, the middle arrow points 
to Track B, and the bottom arrow points to Track A. (b) Tracks B (left) and C (right) are indicated with arrows; Track B is deeper in its anterior 
(seaward) portion; scale bar = 10 cm. (c) Photogrammetry colour mesh of Tracks B and C at Site 1, using 131 images. Track F is also visible, 
at top left. Photos were taken an average of 46.3 cm from the surface. The reprojection error is 0.488 pix. Vertical and horizontal scales are in 
metres. (d) Track B is steeper on its western (left in this photograph) aspect than its eastern aspect. (e) Track D; scale bar = 10 cm.
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(distal) portion. Anterior to this, a vague hallux outline is evident in the 
longitudinal axis of the track, and a small ridge is evident posterior to 
the digit line. In this sense the track is better preserved than those with 
transmitted track features. For example, this track cast has rather steep 
walls, and so differs from the more rounded shapes of the transmitted 
tracks which therefore by definition show extra-morphological 
characteristics, and which we infer may have existed below Track G as 
transmitted features before they were eroded away. Additional tracks 
are evident, mostly in cross-section, at the junction of the ceiling with 
the eastern side wall of the cave, but these are not amenable to further 
interpretation. Photogrammetry was applied to Track G (Figure 5b).

Site 2: Goukamma Nature Reserve
Site 2 lies on the coastline of the Goukamma Nature Reserve, between 
the towns of Sedgefield and Buffels Bay. It was initially identified in 
2012, but not analysed in detail until 2019. No significant deterioration 
appears to have taken place during this time interval. The track-bearing 
surface is evident in situ as hyporelief casts in cliffs that rise above the 
upper end of a beach, and as corresponding epirelief impressions on 
the upper surface of a fallen block at the foot of these cliffs (Figure 6a, 
6b). The in-situ hyporelief surface has a strike measurement of 71o, with 
a dip measurement of 35o. The surface represents the infill layer of a 
Pleistocene dune, at the angle of repose of windborne sand. It measures 
320 cm in width (east–west) and 260 cm from north to south. Its lowest 
point (at the northern end) is 270 cm above the basal sand level. Its 
highest point (at the southern end) is 418 cm above this sand level.

In contrast to Site 1, through the existence of both natural impressions 
(on the fallen block) and corresponding natural casts (on the in-situ 
overhang), we are encouraged to infer that the separation layer was 
probably the original track-bearing surface, and thus a temporarily 
exposed palaeosurface. Moreover, the separation resulted from the falling 
of the lower block, and perhaps a weakness at the palaeosurface, and not 
directly as the result of layers below the casts being actively eroded and 
dissolved away by forceful and direct marine erosion. This distinction is 
important, as it suggests the quality of preservation, although affected 
by some post-separation exposure, likely reflects the original quality of 

preservation on the track-bearing surface, and characteristics that the 
palaeosurface developed when exposed. These characteristics may 
have included subtle weathering of the tracks before burial.

The surface can be informally divided into four track-bearing areas. 
We created a trackway map of the hyporelief surface, which indicates 
these areas (Figure 7). To the west are 18 tracks which we interpret as 
having been registered in a north-to-south (upslope) direction. We label 
this Section A, and number these tracks from A1 to A18. It is evident 
that there are too many tracks in this section to have been formed by 
one trackmaker. Beginning near the northern (lower) area of these 
tracks, two approximately parallel trackways, containing six and five 
tracks, extend diagonally upslope in a southeasterly direction. The more 
southerly (more upslope) trackway contains six tracks. We label this 
Section B, and number these tracks from B1 to B6. The more northerly 
(more downslope) trackway contains five tracks. We label this Section 
C, and number these tracks from C1 to C5. Two further tracks, which we 
label D1 and D2, are evident further to the east in cross-section, where 
the track-bearing surface meets the cliff. 

At a sectional distance of 80 cm below the main track-bearing surface 
there is another track-bearing layer, with unidentifiable tracks evident in 
cross-section and in hyporelief. A further probable track-bearing layer is 
evident in cross-section 70 cm below this layer.

The epirelief surface on the fallen block measures 270 cm from east 
to west and 280 cm from north to south. It is sometimes covered by 
sand. Not as many tracks are registered in epirelief, and their state of 
preservation is generally of inferior quality to those seen in hyporelief. 
However, this surface enables easier appreciation of numerous 
downslope displacement rims, which correspond to depressions on 
the hyporelief surface. It contains one track that is not apparent on the 
hyporelief surface, as the infill of this track must have broken off from 
the hyporelief surface when the block broke off. It is sharply outlined, 
and fills the depression on the epirelief surface (Figure 6c). Its anterior 
portion is wider than the posterior portion. In total there are therefore 
32 tracks.
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Figure 5: (a) Track G, lightly outlined in white chalk. White horizontal scale bar = 10 cm. (b) Photogrammetry colour mesh of Track G, using 59 images. 
Photos were taken an average of 34.2 cm from the surface. The reprojection error is 0.554 pix. Vertical and horizontal scales are in metres.
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Figure 6: (a) The figure is standing on the top of the loose slab containing the tracks in epirelief (indicated by arrow) and analysing the tracks on the 
hyporelief surface. (b) The hyporelief surface of Site 2, viewed from a distance. (c) Close-up view of the track that is only evident on the epirelief 
surface. (d) Close-up view of Track A7.

Figure 7: Trackway map of Site 2.
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While some tracks in Section A are substantially longer than they are 
wide, and there is a size difference between some of the better-preserved 
tracks (suggesting the presence of more than one trackmaker), the 
outlines of others are poorly preserved or are truncated by the edge 
of the surface. Therefore, not all of these tracks were amenable to 
measurement. In some cases, where a probable medial longitudinal arch 
was present, left or right tracks could be identified (Figure 6d). Better 
preserved track morphology (including overall track dimensions and the 
presence of a medial longitudinal arch in some tracks) was noted in 

Trackway B. Measured dimensions, along with comments, are provided 
in Supplementary table 1. We applied photogrammetry to the hyporelief 
surface (Figure 8a) along with detailed views (Figure 8b, 8c), and the 
epirelief surface (Supplementary figure 1).

Sections A and B each provided evidence of a trackway. In the case of 
Section A, where many tracks were noted, with a similar longitudinal 
axis, but of varying size, a number of plausible trackways were identified, 
but none were unequivocal. Intertrack distances (plausible putative pace 
lengths) are presented in Supplementary table 2.

a

cb

Figure 8:  (a) Photogrammetry colour mesh of the Site 2 hyporelief surface, using 193 images. Photos were taken an average of 73.4 cm from the surface. 
The reprojection error is 0.427 pix. Vertical and horizontal scales are in metres. (b) Tight view of Tracks A9 – A15, with same photogrammetry 
metrics as (a). Vertical and horizontal scales are in metres. (c) Tight view of Track B5 and B6, showing probable left-right sequence, with same 
photogrammetry metrics as (a). Vertical and horizontal scales are in metres.
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Site 3: Goukamma Nature Reserve
Site 3 lies on a southeast-facing truncation surface, with a dip of 25°, 
on the coastline of the Goukamma Nature Reserve, between the towns 
of Sedgefield and Buffels Bay. It was one of the sites described by Helm 
et al.35, because of the presence of a number of sub-parallel grooves 
(one of which showed possible evidence of deliberate lengthening) as 
well as a number of smaller circular depressions, all clustered around 
an impression of what resembled the anterior portion of a left human 
foot (Figure 9a). It was postulated that this was an ammoglyph, possibly 
indicating messaging or foraging behaviour. The putative partial foot 
impression showed evidence of a hallux (aligned in the longitudinal 
axis) and two adjacent rows of digit impressions, explained by a slight 
pivot to the left (Figure 9b). Because only a single possible footprint was 
apparent, Helm et al.35 were cautious not to propose any firm conclusion 
as to its origin.

Subsequently, further observations have been made at this site, following 
substantial scouring by wave action that led to the removal of a large 
amount of sand, which exposed underlying strata (Figure 9c). Two more 
partial impressions with patterns consistent with those of the anterior 
portions of human feet, including hallux and digits, have been identified. 
Unfortunately, both are truncated by surface margins. A ‘stride length’ 
of ~83 cm was measured between the newly identified (left) track at 
the bottom end of the main surface and the initially identified left partial 

foot impression. This left track was 9 cm wide, and was truncated 6 cm 
behind the front of the hallux, which measured ~2 cm in width. A ridge 
was present between the impressions of the hallux and putative digit II 
(Figure 9d). 

A further putative partial hominin track was noted at the edge of a bedding 
plane surface a few centimetres lower than the main surface. It exhibited 
five impressions in epirelief (consistent with digit impressions of a right 
foot), separated by ridges, with a total width of 10 cm, suggesting that 
the trackmaker was heading upslope and slightly to the left of the fall line. 
The track was truncated 8 cm behind the front of the hallux.

Furthermore, grooves similar to those on the main surface were noted 
on these underlying surfaces. Two grooves, each ~12 cm long, and 
10 cm apart at their upper ends and 7 cm apart at their lower ends, were 
noted on a surface situated 30 cm below the main surface. Maximum 
width of the left groove was 2 cm, and maximum width of the right 
groove was 3 cm. Faint rims were present beside these grooves. An 
infilled probable elephant pes impression, 37 cm long and 26 cm wide, 
was noted on this surface, at a distance of 200 cm from the grooves. 

A further single deep groove was noted 220 cm to the right of these two 
grooves, on the same bedding plane surface. It was 10 cm in length, 
but truncated at its lower end. Maximum width was 2 cm, and a faint 
rim was present. 

a

c d

b

Figure 9: (a) The originally documented surface of Site 3, with central putative forefoot impression (indicated by arrow) and surrounding groove features; 
scale bars = 10 cm and 25 cm. (b) Photogrammetry colour mesh: tight tilt view of putative footprint on main surface of Site 3, using 27 images. 
Photos were taken an average of 0.466 m from the surface. The reprojection error is 0.243 pix. Vertical and horizontal scales are in metres. (c) 
Site 3 after extensive scouring by wave action; white arrows indicate the three probable partial human tracks; black arrows indicate newly exposed 
groove features; scale bar = 10 cm. (d) Newly identified probable partial human track, lightly outlined in white chalk; scale bar = 10 cm; this 
track is indicated by the middle white arrow in (c).
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Site 4: Brenton-on-Sea
Site 4 is situated on the coast below the town of Brenton-on-Sea. A 
possible hominin tracksite is situated 330 m east of the previously 
documented hominin tracksite.16 Tracks occur in a cliff-parallel, shore-
parallel orientation, and are preserved in a cliff exposure, in hyporelief 
and cross-section, on a truncation surface that dips gently to the 
west. They exhibit more relief in their downslope (western) portions. 
Of the seven tracks that are evident, the western tracks occur in low 
relief (Figure 10a), the eastern tracks are deeper (Figure 10b), and the 
dimensions of others are not measurable. Considerable deformation of 
underlying layers is evident in cross-section below the eastern tracks.

An apparent narrow straddle was observed. Protrusions of the cliffs 
obscure the probable locations of some tracks. Distances measured 
between tracks might therefore represent stride lengths or multiples of 
pace lengths. We measured these, from east to west, as 191 cm, 66 cm, 
110 cm, 73 cm, 63 cm and 70 cm. In only three cases could reliable 
track dimensions be obtained, and in only one case could track width be 
determined. From west to east: 

•	 Length 23 cm, maximum depth 6 cm

•	 Length 21 cm, width 11-12 cm, maximum depth 6 cm

•	 Length 18 cm, maximum depth 5 cm 

a

b

Figure 10: (a) The western tracks at Site 4, indicated by arrows, are in 
lower relief; scale bar = 10 cm. (b) The eastern tracks at 
Site 4, indicated by arrows, are deeper; scale bar = 10 cm.

Discussion
Tracksite interpretation
Sites 1 and 2 are similar in some respects to the previously described 
Brenton-on-Sea site.16 In each case, multiple tracks (respectively 18, 32, 
and 40) are present, preserved in hyporelief. However, details of foot 
morphology, in particular with respect to digit morphology, are not well 
preserved at Sites 1 and 2. In all three cases, footprints of various sizes 
are present, indicating the presence of more than one trackmaker, and 
raising the possibility of family groups, as has been inferred at other 
hominin tracksites.37,60,61 However, size variability is by no means 
random. On the contrary, at Site 1, Site 2 and the previously described 
Brenton-on-Sea site16, there is considerable consistency in the size and 
shape of the larger tracks, which are characteristic of adult unshod 
humans. The smaller tracks indicate active juveniles (not infants) whose 
stature can be estimated, as discussed below. Putative pace lengths 
are greater at Site 1 than at Site 2. While this may in part be related 
to trackmaker size, it is probably also a reflection of downslope travel 
(Site 1) compared to upslope travel (Site 2). 

Site 1 is also similar to the Brenton-on-Sea site16 in that the track-bearing 
surface is susceptible to erosion through spring high tides and storm 
surges. In both cases, the 3D photogrammetric studies that have been 
performed have created a digital preservation archive, as these sites are 
not amenable to physical recovery, and replication through traditional 
means runs the risk of damaging the tracks. 

Site 3 is in a different category: whereas only two or three footprint 
impressions are preserved (in epirelief), this is an advance over the single 
possible human forefoot impression reported at this site by Helm et al.35 
The presence of hallux and digit impressions consistent with a human 
trackmaker is significant, even though no complete track impressions 
are evident. Furthermore, the unexpected finding of grooves on multiple 
surfaces buttresses the contention that Site 3 is an ammoglyph site, 
suggesting an area that was repeatedly used by humans over an interval 
of time.

Site 4 has potential as a possible hominin tracksite, but nothing more 
conclusive can be stated until further features are exposed, through either 
an excavation or natural forces of erosion. It illustrates the challenges 
associated with aeolianite sites: cross-sectional exposures may indicate 
the presence of tracks, and may suggest a hominin trackmaker, but 
provide only limited information in the absence of larger surface 
exposures. In fact, all four sites described here are potentially amenable 
to further investigation through excavation, and the advantages and 
disadvantages (including the risk to personal safety in the case of caves 
and overhangs) of such an approach, compared with monitoring of the 
effects of erosive processes, need to be weighed up.

Samples have been taken for OSL dating from Site 1, Site 2 and Site 3, 
as well as from the previously described Brenton-on-Sea site.16 Based 
upon results of previous dating studies from the Wilderness Embayment, 
we anticipate that the results obtained from these samples will likely be 
from sub-stages of MIS 5.

The role of substrate
Tuttle’s criteria33 apply, in our view, to near-ideal substrates and track 
preservation. While meeting them might be a laudable goal, strict 
adherence to them will lead to under-identification of hominin tracksites. 
Site 1 and Site 2 illustrate the challenges of identifying hominin tracks 
that were registered in unconsolidated surfaces of sand.

In the case of unconsolidated sand substrates, there is an ideal for 
track preservation between the extremes of too firm and too soft, 
and too wet and too dry. Moist dune sand more readily preserves 
identifiable footprints.62,63 Slope steepness plays an additional role in 
footprint morphology and in the presence, position and appearance 
of displacement rims.16 Bennett and Morse18 summarised the role 
of substrate differences with respect to hominin track morphology. 
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Essentially, if moisture content is too high or too low, or if substrates are 
too firm or too soft, track morphology will be sub-optimally preserved. 

The relative lack of track detail evident at Sites 1 and 2 is most likely 
a reflection of the tracks (some of which we interpret as transmitted 
tracks) having been made in fairly soft dune surfaces, compounded 
by some degree of post-exhumation weathering and erosion. The 
substantial downslope displacement rims at Site 2 are consistent with 
the steepness of the dune slope. These sites may be compared with the 
example of the Happisburgh tracksite in the United Kingdom64, where 
50 tracks with a hominin outline were described, but only two exhibited 
evidence of digit traces.

Distinguishing features
At Site 1 and Site 2 we used a combination of the following features in 
our identification, in addition to searching for standard features such as 
medial longitudinal arch, and hallux and other digits:

•	 straight trackway

•	 narrow straddle

•	 long pace length

•	 tracks are much longer than they are wide

•	 tracks are broader anteriorly (forefoot) than posteriorly (hindfoot)

•	 coronal section profile is steeper laterally than medially.

While each of these in isolation may not be diagnostic, in combination 
we contend that they may allow the identification of hominin tracks, even 
in softer sub-optimal substrates.

Knowledge of other candidate Pleistocene trackmakers from the region, 
that could conceivably create tracks with these features, is imperative. 
In this regard, other hominins, such as Homo naledi or Homo helmei, 
cannot be excluded, but are unlikely, and there are no comparisons to 
refer to between putative tracks of these species and H. sapiens.16,21 
The track dimensions are much too large to have been made by other 
extant primates in the region – Papio ursinus (chacma baboons) or 
Chlorocebus pygerythrus (vervet monkeys) – which are in any event 
quadrupedal.65 

Overstepping by large vertebrate trackmakers may lead to compound 
manus-pes track sets that are significantly longer than they are wide. 
Equids employ such a gait pattern more frequently than bovids.65 In this 
gait pattern, the hind feet, rather than being placed in the impressions 
made by the front feet (direct register), are placed just ahead of them; 
thus the pes ‘oversteps’ the manus. However, tracks of the hind feet of 
equids and large bovids are typically slightly narrower than the tracks of 
their front feet. In order for the anterior portion of such a compound track 
to appear slightly wider than the posterior portion (and thus resemble a 
human footprint), the pes would need to be placed behind the manus 
track (understepping), a phenomenon associated with a much slower 
gait speed.65 Such a gait would be associated with a much shorter pace 
length. Knowledge of typical gait patterns of equids (e.g. trot and gallop 
patterns) is also useful: where such patterns are evident, a hominin 
trackmaker can be excluded. We applied these concepts at Site 1 
and Site 2, and did not find evidence to support equids or bovids as 
trackmakers.

The larger the surface exposure, and the greater the number of tracks 
and trackways, the less likelihood there is of identification error. Duveau 
et al.25 analysed a tracksite containing 257 footprints in France, attributed 
to Homo neanderthalensis. Enough morphological detail was present 
to permit morphometric analysis, and to lead to the conclusion that the 
tracks represented a single brief occupation event and were made by 
a small group, with a majority of children. Thus far, a site with such 
a large number of tracks and such a level of morphological detail has 
not been encountered on the Cape south coast. The most likely sites 
for substantial bedding plane exposures that might provide this number 

of tracks and this level of detail may be on cave ceilings, as described 
from Robberg.66

Of the four sites described here, one occurs in epirelief, two occur 
predominantly in hyporelief, and one occurs in both epirelief and 
hyporelief. The previously noted trend for the southern African sites to 
be predominantly preserved in hyporelief thus continues. Site 2, where 
tracks in epirelief occur on the upper surface of a large fallen slab, and 
the infill of the original surface is preserved above, in situ, in hyporelief, 
is an unusual and possibly globally unique phenomenon for hominin 
tracksites.

Trackmaker stature
Bennett and Morse18 described the challenges and pitfalls inherent in 
estimating stature, velocity and mass from hominin trackway parameters, 
and the potential that results for over-interpretation. Nonetheless, stature 
estimates have been provided for the previously described southern 
African hominin tracksites: Roberts17 used a formula derived from 
global mean data used by Mietto et al.67, whereby trackmaker height 
= footprint length x 6.67. This led to height estimates of 128.06 cm for 
the Nahoon trackmaker and 152.07 cm for the Langebaan trackmaker.17 
This formula, applied to the hominin tracks at the Brenton-on-Sea site, 
yielded height estimates of 153.4 cm for the largest tracks and ~116 cm 
for the smaller tracks.

Applying this formula to the larger tracks at Site 1, using a track length 
of 24 cm, a height estimate of ~160 cm is obtained. For Site 2, the 
longest tracks (20 cm) yield a height estimate of ~133 cm, and the 
shorter tracks (13 cm) yield an estimate of ~87 cm. We acknowledge 
that the lack of fine preservation of the tracks contributes to the level of 
uncertainty associated with such estimates.

Romano et al.37, in describing very well preserved hominin tracks in an 
Italian cave, used a foot length/stature ratio of 0.1541, calculated from 
a sample of Upper Palaeolithic adults. Using this ratio, estimated height 
= footprint length x 6.49, the above estimates need to be reduced by 
between 2% and 3%. For example, the height estimate for the trackmaker 
that created the larger tracks at Site 1 is ~156 cm rather than 160 cm, 
a difference of only 2.5%.

Evidence of social behaviour
At Site 1, Site 2 and the Brenton-on-Sea site16, there is evidence of 
social behaviour; i.e. none of the sites represents the tracks of lone 
individuals. Also, given the relatively small size of the palaeosurfaces, 
the number of individuals represented is likely a minimum number, and 
there is evidence at these sites of several individuals moving in the same 
direction. Furthermore, there is no sedimentological evidence against 
the different trackways having been registered at the same time, i.e. the 
tracks appear similar in depth and quality of preservation. Together, these 
sites “fill out” the palaeo-geographical distribution range of hominin 
activity in the region, complementing the archaeological record of 
occupation sites along this coast.

Conclusion
If the Langebaan site is included, southern Africa now boasts six hominin 
footprint sites representing the tracks of unshod hominins inferred to 
represent Homo sapiens. These are the six oldest hominin footprint 
sites thus far reported that are attributed to our own species. They 
form an important part of what remains a sparse global hominin track 
record. Although track quality may not be optimal, these sites prove the 
capacity of coastal aeolianites to reliably preserve such features, and to 
complement the Middle Stone Age hominin record obtained from other 
avenues of study. When we survey the rich ichnological record of this 
region, the conclusion is inescapable: hominin tracks are more common 
than previously supposed.
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The City of Cape Town in South Africa pumps 40 million litres of untreated sewage into the Atlantic Ocean 
from the Green Point outfall pipeline every day. This results in microbial and chemical pollution of the sea 
(including persistent organic pollutants), marine organisms and recreational beaches, breaching the City’s 
constitutional commitment to ‘prevent pollution and ecological degradation’ and, in doing so, it fails to 
uphold the constitutional right to an environment for citizens that is not harmful to ‘health or well-being’. 
This article explores how the decision to build this marine outfall was reached in 1895. It illustrates how 
narrow economic interests from the 1880s until today have driven the City’s commitment to the Green 
Point outfall despite a long history of opposition from citizens and scientists and repeated instances of 
pollution and ill-health. The findings reveal how, rather than being the cost-saving option that the City 
has always claimed it to be, its maintenance has cost enormous sums of money. The story of the Green 
Point outfall is one in which unimaginative, short-term monetary thinking has thwarted the search for an 
ecologically and hydrologically sustainable alternative means of sewage disposal – a legacy the City’s 
residents and the oceans that surround it live with today.

Significance:

The findings show that the disposal of untreated sewage into the sea at Green Point has always been controversial 
(scientifically, politically and socially), and has resulted in episodes of illness among Cape Town citizens. It 
has never been the most economic option as repeatedly asserted by the City Council. The findings also 
illustrate that the City Council has consistently rejected ecologically and hydrologically sustainable alternative 
disposal options, and has denied problems associated with the outfall, despite overwhelming evidence 
to the contrary, a pattern which persists. These findings are important for civic governance, desalination, 
water quality, environmental humanities, health (human and marine), sanitation and urban planning. 

The South African Constitution states that ‘everyone has the right to an environment that is not harmful to their 
health or well-being’ and legislative measures must be taken to ‘prevent pollution and ecological degradation’.1 The 
environmental legislative measures that govern South Africa’s oceans are the National Environmental Management 
Act (1998) and the National Environmental Management: Integrated Coastal Management Act (2004), read 
together with various supporting regulations, and coastal water quality guidelines issued by the South African 
Department of Water Affairs. This regulatory regime focuses 

on maintaining or achieving water quality such that the water body remains or becomes 
fit for all designated uses … aquaculture, recreational use, industrial use, as well as the 
protection of biodiversity and ecosystem functioning.2

In addition, South Africa is a signatory to various international agreements governing water quality, one of which is 
the Stockholm Convention on Persistent Organic Pollutants, that aims to protect human health and the environment 
from chemicals that remain intact in the environment for long periods.3 

Despite the existence of this regulatory regime, it is clear that the discharge of untreated sewage from the Green 
Point sewage outfall negatively impacts water quality, damaging the marine environment and threatening human 
health. Research reveals high levels of microbial pollution, and the existence of persistent organic pollutants (both 
chemical and pharmacological) in seawater, and bioaccumulated in marine organisms.4-6

The Cape Town City Council has denied these findings, insisting that there is no evidence of pollution and thus no 
risk to either human or marine health.7,8 This despite its own commissioned research which found evidence to the 
contrary.9 What is revealing about this denial is how it replicates Council’s response to similar complaints over 
almost a century concerning pollution and health risks caused by the Green Point outfall. As the following account 
shows, the Council has ignored or repudiated evidence of the dangers of the outfall from the 1880s, and yet has 
been forced to take some kind of remedial action time and again, when these dangers have proved genuine. 

Giving evidence before a Parliamentary Select Committee on the sanitary state of Cape Town in 1888, H. Saunders, 
a City medical doctor, declared that sanitary conditions were ‘as bad as any town in Christendom’.10 Indeed, that 
the colonial government had required a Committee is evidence of its frustration with the City Council’s apparent 
reluctance to do anything substantive about the state of sanitation in Cape Town. 

The Council at the time was dominated by property owners and members of the so-called ‘Dirty Party’ who had 
resisted previous calls for sanitary reform fearing rates increases.11 Pressure for reform came not only from the 
colonial government, however, but also from medical professionals concerned about high death rates (compared 
to English towns), and from merchants concerned that inadequate sanitation threatened the growth of the city by 
discouraging visitors and trade.10,11(p.53-57),12

However, in the late 1880s, the balance in the City Council fell to the so-called ‘Clean Party’, and thus ushered in the 
beginnings of meaningful sanitary reform. The chief objective of the new Council was to introduce a main drainage 
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system. In April 1888, the Council sought advice from E. Pritchard, a 
noted civil engineer from Birmingham, who drafted comprehensive main 
drainage plans. One Council member, T. Anderson, stated that all options 
should be considered and that sewage should not be simply ‘thrown into 
our beautiful bay’.13 

Pritchard published his report, ‘Cape Town Sewerage’ the following 
year. Describing the current system of sewage management ‘as not only 
sickening in the extreme, but absolutely injurious to health’, he proposed 
two drainage schemes.14 The first, an outfall at the mouth of the Salt 
River had an estimated cost of £120 000, while the second, involving 
‘broad irrigation’, would cost £200 000, with ‘higher working expenses’. 
Due to its lower costs, he recommended the outfall.14(p.8-10) 

The Council chose the outfall and allocated £85 000 to its construction. 
Because of the lower budget the outfall had to be located closer to the 
City near Fort Knokke, Woodstock. Numerous Councillors objected 
vociferously. Councillor J. Combrinck noting:

The health of the inhabitants of Cape Town 
and the purity of the Bay is the object I have in 
view; and I look confidently for the support and 
assistance of every man who has like interests at 
heart in my endeavour to warn the people of the 
danger of life which must inevitably follow the 
wholesale deposit of filth in Table Bay.15

Councillor C. Goodspeed noted with regret that the Council had decided 
‘to carry out a portion of Mr Pritchard’s scheme which has been, by 
amateurs, derailed’. He argued that the outfall should not be at Salt River, 
but ‘in an entirely different direction, say Mouille Point’.16

The Council lost the vote even to raise £85 000, and by the end of 
1890 the municipality was no closer to resolving its sanitation crisis.17 
In apparent exasperation, the colonial government intervened and 
contracted another drainage expert to consider the problem. In May 
1891, C. Dunscombe, previously City Engineer of Liverpool, published 
his ‘Report on the Sewerage of the City of Cape Town and the Disposal 
of its Sewage’.18 

Dunscombe also proposed two schemes, largely similar to Pritchard’s. 
Scheme One was an outfall at the Salt River Mouth, while Scheme 
Two was ‘broad irrigation in combination … with a small amount of 
intermittent irrigation’ on land outside Cape Town. The only difference 
between Dunscombe’s and Pritchard’s schemes was that Dunscombe 
recommended a second smaller outfall at the ‘Green Point Lighthouse’ to 
service Green Point and Sea Point.19 He estimated that both sea outfalls 
would cost £119 000, while the broad irrigation scheme would cost 
£143 000.

Dunscombe concluded:

the sewage from the city can be safely and 
most economically disposed of by means of 
a free sea outfall as proposed in Scheme One 
… if purification of the sewage was the first 
consideration then scheme 2 could only be 
adopted, notwithstanding its extra cost for works 
and annual charges.19(p25)

The Cape Argus campaigned strongly for Scheme 2, noting: 

The sea outfall would be the cheaper scheme, 
but we say that even if we had the only assurance 
which any scientific man could give us, that in 
all human probability the Bay would never be 
polluted, we should prefer to feel that the sewage 
was conveyed to land … The cost will be but a 
few thousands more … the sentiment, if you will, 
against the further pollution of the Bay is so strong 
that we hope the land scheme will be decided 
upon.20

Early in August 1891 the Council unanimously agreed to pursue Scheme 
2 at a cost of £162 000. The mayor, De Villiers Graaff, said that the 
scheme would result in ‘the preservation of the Bay, the purification 
of the city, and the lengthening of the lives of the citizens’. The Cape 
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Times reported that the decision was met with a ‘universal shower of 
congratulations which continued the whole day through’, observing that 
the mayor believed that an outfall was ‘a suicidal policy’ which would 
‘pollute the Bay and poison the people’.21

However, 2 years after the Council had approved the scheme, it was 
discovered that land that had been allocated for it was unsuitable and 
the ‘sewage farm’ would have to be located further from the City, thus 
resulting in increased costs. By September, those costs had risen to 
£280 000 and Dunscombe informed the mayor that he could no longer 
recommend the ‘sewage farm’.22

The City’s Public Works and General Purposes Committee wanted 
Dunscombe to be fired because of inflated costs and implementation 
delays.23 At the same time, this Committee ordered a survey of the ocean 
currents in Table Bay. Dunscombe was released from his contract and 
a newly appointed City Engineer, W. Olive, was ‘as a matter of special 
urgency’ given ‘the very difficult problem of the disposal of the sewage 
of the City’.24 

Olive produced a new drainage report in 1895, stating that ‘the result of 
my deliberations are distinctly averse to any mode of dealing with the 
sewage other than by a sea outfall’, dismissing any irrigation scheme 
as ‘impracticable on account of great expense’.25 After reviewing the 
ocean survey, he chose Green Point because ‘the probabilities are highly 
favourable of the sewage being carried Northward’ and because ‘rough 
weather, and the churning action of the waves would aerate or oxygenate 
the sewage tending to render it innocuous’.25(p.30-31) Olive estimated the 
cost of a 182 m Green Point outfall at £235 000.26 Funds were duly 
appropriated, and it was completed in 1905.27 

There are a number of reasons why £235 000 was allocated in 1895, 
whereas only £85 000 had been rejected just 5 years earlier. Firstly, and 
perhaps most importantly, Cape Town experienced a severe economic 
recession in the late 1880s which dramatically reduced municipal 
revenue. This recession was, however, followed by an economic 
boom in the early 1890s which resulted in greatly increased municipal 
revenues. Municipal revenue in 1890 was £73 611, and in 1894 it totalled 
£498 963.11(p.60),12(p.497) Secondly, the 1890 plan was deeply unpopular 
because it proposed dumping sewage very close to the City centre at 
Woodstock, whereas the 1895 plan proposed Green Point which was, 
in 1895, far away enough to not even be considered part of the City of 
Cape Town. Lastly, the evidence indicates that by 1895 the point had 
finally been reached when something substantive had to be done about 
the state of sanitation in the City. It is clear that, by this time, the majority 
of City leaders, the media and the public had had enough of the delays 
and obfuscations of the past. 

However, within just 6 years, there were numerous grievances from 
residents complaining that the outfall was a ‘vile nuisance’ because of a 
‘stench’ that emanated from it so repugnant that they considered taking 
legal action.28 On inspection, the City’s Sanitary Superintendent agreed, 
finding that the ‘atmosphere was very obnoxious’ and that there was ‘a 
quantity of sewage on the rocks and the lower part of the beach’ near 
the outfall.29 

The Council responded by spending a mere £150 on three ‘ventilation 
shafts’.30 However, the shafts made the smells even worse, and 
in late 1913 residents began subscribing to a legal fund.31 After 
some procrastination, the shafts were demolished in 1916 as being 
useless.32There were more complaints 4 years later. These complaints 
followed a similar pattern, but now featured greater concern with sewage 
that was appearing on the beaches. So bad had the situation become by 
1924 that the Cape Publicity Association contacted the City’s Medical 
Officer of Health (MOH) and demanded that something be done about the 
‘the contamination of the sea with sewage’ which is ‘on many occasions 
visibly loaded with faecal matter’.33 

In response, the MOH completed a report34 which found evidence of 
‘drifting of sewage along the foreshore and the deposition of solid 
matters on to rocks’ from both the Green Point and Sea Point outfalls. 
He argued that this pollution was ‘dangerous’ and drew attention to the 
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‘exceptional amount’ of enteric fever in Mouille Point and, to a lesser 
extent, Sea Point. The report included a table (Table 1) and observed:

… an examination of the foregoing table shows a 
striking excess of Enteric Fever in Mouille Point, an 
incidence rate for the five years amongst residents 
of the district being more than three times the rate 
for the whole Municipality and more than four 
times the rate in Cape Town.34

Table 1: Incidence rate of enteric fever (number per 1000 per year) as 
per Higgins34 report

Year

Europeans only All races

East of 
Lighthouse

South 
West of 

Lighthouse

East of 
Lighthouse

South 
West of 

Lighthouse

1919–20 8.5 0.0 7.4 0.0

1920–21 21.4 0.0 18.4 0.0

1921–22 4.3 2.4 3.7 2.0

1922–23 14.9 7.1 14.8 6.1

1923–24 8.5 2.4 12.9 2.0

5-year average 11.5 2.4 11.4 2.0

Population 468 421 542 493

The MOH pointed out that the Green Point outfall received sewage from 
the Infectious Diseases Hospital located in that area. He believed that this 
probably accounted for the high incidence of enteric fever, especially to 
the east of the outfall because ‘much more stercus is usually found to 
the east of the outfall, apparently owing to the circumstances that the 
surf tends to cast in on to that side.’

He concluded that the ‘pollution of the foreshore cannot but be regarded 
as a possible cause of this prevalence of disease’. As a preliminary 
measure, he recommended treating sewage at the hospital before its 
release into the sewerage system, but left longer-term solutions to the 
City Engineer.34 

The City Engineer, L. Davies, recommended that sewage from the 
hospital be chlorinated; by December 1925 it was, but complaints did 
not cease.35 Two years later, a further MOH report noted that between 
March 1926 and March 1927 there had been five cases of enteric fever 
to the east of the outfall (equivalent to an incidence of 9.2 per 1000). It 
stated:

… the danger of enteric fever being caused by the 
sewage pollution of the foreshore and bathing 
places would exist even if a hospital for the 
treatment of typhoid patients did not drain into the 
sewer, and the chlorination of the hospital sewage 
will not remove that danger.36

Upon inspecting the sea and foreshore, the MOH found a ‘considerable 
quantity of solid excremental matter and other floating sewage matter’ 
and appealed to the Council to act. On this occasion, the MOH felt 
compelled to make a forthright recommendation, arguing that the 
‘surest’ way to solve the problem would be to cease discharging sewage 
into the ocean, or failing that, to treat the sewage before its release.36 

Nearly 3 years after the MOH’s first report, the City finally took action, 
asking Davies to recommend solutions. In June 1927, his report gave 
four options35:

1. To abandon the outfall, except for stormwater overflow purposes, 
and to pump the sewage to the Southern Suburbs Sewage Farm 
on the Cape Flats.

2. To purify the sewage by means of tanks and filters or an activated 
sludge plant before discharge into the sea through the existing 
outfall.

3. To sterilise the sewage by chlorination before discharge into the 
sea through the existing outfall.

4. To extend the outfall sewer and discharge the sewage deeper into 
the water. 

The first option would cost too much: £500 000. The second was 
dismissed because ‘capital costs and annual working expenses would 
be too high’, and the Green Point area was ‘not suitable for works of this 
kind’. Option three was rejected because chlorination had, in his opinion, 
yet to demonstrate that it eliminated disease-producing bacteria. 

Davies’s recommendation was to extend the outfall because it was 
already in a ‘favourable position’ and if ‘extended into deeper water I 
am of the opinion that there will be very little risk of pollution of the 
Foreshore’. He recommended closing the Sea Point outfall and redirecting 
it to Green Point. He offered four different options for extending the 
pipeline. One option was an extension of either 152 m (£40 000) or 
275 m (£53 000) of cast iron pipes on the sea bed, or extensions over 
the same distances but placed on top of a concrete mole for £71 811 or 
£117 453, respectively. He suggested the concrete mole because it ‘will 
possess a comparatively long life’.37

In 1928, the Council opted for the 152 m concrete mole. However, it was 
then discovered that the breakwater at the harbour was to be extended 
by 460 m. This precipitated another report from Davies because ‘the 
Breakwater Extension will have some effect upon the drifts around Green 
Point’. Davies then recommended an extension of an additional 550 m, 
giving a total length of 730 m. A mole would no longer be required, 
but ‘non-corrosive nickel-chrome steel’ pipes would be attached to the 
ocean floor and a pumping station would be installed.38

The Council reacted also to petitions from residents. One, in late 1927 and 
signed by 203 residents of Mouille Point and Sea Point, was concerned 
that since the outfall’s construction in 1905 ‘numerous complaints have 
been made by the residents to the Council but no steps have been taken 
to abate the nuisance’. The signatories demanded ‘immediate steps to 
abate and put an end to this nuisance’.39 Legal action was threatened by 
J. Yolland, a Mouille Point resident.40 

The following year the MOH informed the Council that enteric fever at 
Mouille Point continued to be ‘considerably in excess of the rest of the 
Municipality’.41 The threatened legal action then came about and the 
matter was heard by the Cape Supreme Court in March 1929 where 
Yolland sought interim relief via an interdict to immediately close the 
outfall. The judge refused to grant an interdict because there was no 
ready alternative for the disposal of sewage, but he stated that had there 
been an alternative, it would have been granted. The judge recommended 
that Yolland seek permanent relief in the High Court and he warned the 
Council:

It seems to me upon these affidavits the applicant 
has made a stronger case – I think a very much 
stronger case – than the respondent, and in 
going to action the respondent Council will very 
seriously have to consider what the result of that 
action may be, and they also have to consider 
their public responsibility in this matter.42

Fearing further legal action (and expense) the mayor pushed for a private 
settlement with Yolland.43 In October a secret agreement was signed with 
Yolland who committed to ‘assist the Council in discouraging any other 
claims so founded in view of the scheme of extension so about to be 
undertaken’ and, in exchange, the Council covered his legal fees and 
paid £800 in ‘damages’.44

The city began to take action and there were tenders for the outfall 
extension to 640 m (not the planned 730 m), because of a ‘boulder 
field’. Two 46-cm ‘Gargantua Disintegrators’ would be installed as an 
‘additional safeguard’.45,46 By July 1931, the new pipes, pumps and 
disintegrators were in place.47 
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In August 1932, the MOH observed only one case of enteric fever in 
Mouille Point during the previous year and noted ‘this is interesting 
in view of the fact that throughout the year the new outfall has taken 
the place of the old’.48 Clearly the new system was abating the health 
hazards. 

It was only some 25 years later that the Council began receiving 
complaints again from residents of Mouille Point about sewage on the 
beaches and in the sea. The City’s Principal Chemist found that sewage 
was leaking ‘at about 50 and 100 feet [15 m and 30 m] from the shore’ 
causing ‘considerable pollution of the beach’.49 It is apparent from the 
archival records that the pipes installed in 1931 had, not surprisingly, 
reached the end of their useful lives by then. There are records of 
numerous reports of leaks from the pipeline and associated pollution, so 
much so that in 1962 the City’s Engineer’s Department recommended 
renewing and extending the outfall.50 Four years later, when nothing had 
been done, the new City Engineer, S. Morris, reported that the corroded 
pipeline would need replacement within five years.51 

Aerial photographs also revealed a ‘most unsatisfactory state of affairs’ 
with evidence of a ‘sewage bloom’ following the shoreline which 
‘completely envelops Granger Bay’.52 He told the Council’s Works and 
Planning Committee that: 

… unless the effluent is discharged under such 
conditions as are acceptable under the Water 
Act the Committee may even be faced with an 
interdict to cease discharge into the sea; this, your 
Committee may recollect, was precisely what led 
to the construction of the present outfall.52 

He asked that a ‘complete oceanographic investigation’ be undertaken52, 
and this survey, completed in 1970, recommended the outfall be tripled 
in length to 1800 m53. 

Despite this information, a decade passed before ‘Finnish consultants’ 
drew up a new design for the outfall.54 The City may have been prompted 
into action because pressure came also from the national Department of 
Water Affairs which, in early 1981, warned the Council that

… levels of copper, iron and zinc emanating from 
the Green Point sewer discharge are well in excess 
of acceptable limits and consequently pose a 
serious pollution hazard ... the construction of a 
proper pipeline should proceed with the utmost 
urgency.55

A few months later, the City Engineer said that a new pipe design had been 
approved, and would cost R6.1 million.56 The City Council contracted the 
Council for Scientific and Industrial Research’s (CSIR), National Institute 
for Water Research (NIWR) to assess two other options: the diverting 
of sewage to the treatment plant on the Cape Flats, or constructing a 
sewage purification plant in Green Point. The NIWR rejected both these 
options because pumping sewage to the Cape Flats was ‘completely 
uneconomical’ while treatment was rejected because it would ‘absorb 
large areas of the sports fields at Green Point’. Instead, the NIWR 
favoured merely extending the outfall to 2700 m on the condition that 
3-mm macerators were installed.57 

Construction began in 1985 and was completed the following year. The 
new City Engineer, J. Brand, reported that R13.3 million had been spent 
on a high-density flexible polyethylene pipeline, predicting that this would 
‘render a nuisance-free utility for at least 50 years’.58 

However, in August 1989, Brand informed the Council that that the pipeline 
had ‘moved’ after a storm.59 In fact, the pipeline was so badly damaged 
that it had to be severed 280 m from the shoreline. This immediately 
resulted in extensive sewage pollution from Green Point to Granger Bay, 
forcing the shoreline to be closed to the public. Remarkably, however, 
Brand noted that ‘surf faecal coliform counts’ in the closed area were 
at ‘levels roughly similar to those existing prior to the commissioning of 
the new outfall sewer at the beginning of 1986’.60 Quite why closure was 
deemed necessary in 1989 but not in 1986 is unclear. 

The public reacted angrily to the severing of the pipeline and resisted its 
repair or replacement, demanding that a solution be found that did not 
result in the dumping of untreated sewage into the sea.61 Reflecting this 
public mood, the Cape Times reported: 

The City Council’s befouled chickens have come 
home to roost. In this day and age it should simply 
not be pumping raw sewage into the sea … How 
much longer must Capetonians put up with the 
Council’s casual attitude towards the pollution?62

The Council thus commissioned new research on sewage disposal, 
budgeting R400 000 for the CSIR to investigate sea disposal, and 
R100 000 for the engineering consultants Ninham Shand to investigate 
land disposal.63 The Cape Times questioned how seriously the Council 
was considering other options, observing that the chair of the Utilities 
and Works Committee had already publicly stated that the sea outfall 
was ‘the most economically viable alternative’. The newspaper noted:

That’s what they said before building the one 
that has just disintegrated. Will the Council ever 
learn? It has already wasted R13.5 million … the 
estimated cost of the new pipeline is R20 million 
… Persisting in the belief that the sea is the 
‘cheapest’ alternative for the disposal of sewage is 
a short-sighted economy.64

Councillors, when presented with research results from the CSIR and 
Ninham Shand in May 1990, expressed their concern that ‘there was an 
element of bias, in favour of the marine option65, while the City Engineer 
warned a public meeting that the outfall would mean a 2.2% increase in 
property rates, compared to 4.6% for land treatment66. It was clear that 
increasing rates was a concern.

To deflect accusations of bias, the Council contracted other engineering 
and environmental consultants, Kapp Prestedge Retief, to review the 
research findings and it also found in favour of the marine outfall on the 
basis of cost and because it believed that a fully functioning 1700-m 
outfall posed no danger to human or ocean health. It rejected Ninham 
Shand’s option of a treatment plant at Green Point on the basis that the 
area was unsuitable for it. Kapp Prestedge Retief averred that the only 
alternative was land treatment at Paarden Island, at an estimated cost of 
R68 million. This cost was contrasted with reconstructing the outfall at 
R30 million:

Well-designed marine outfalls have long been 
considered as an efficient method of reducing 
sewage through dilution to levels of concentration 
equal to normal background levels found in the 
sea. Such systems have low capital and operating 
costs and involve virtually no terrestrial impacts 
such as odour or demand on space.67

In August 1990, the Council budgeted the required R30 million for the 
new outfall, which was completed in 1993 and this is the outfall that 
currently pumps 40 million litres of untreated sewage into the ocean 
every day. 

This account of the long history of the Green Point outfall reveals the 
Council’s consistent approach to the disposal of sewage over many 
decades. At no point since its completion in 1905, has the Council 
seriously considered an alternative approach. The engagement with 
alternatives that has taken place, has been largely performative, more 
aimed at shaping public opinion in favour of the outfall, than in asking 
fundamental questions about how the City might be innovative in 
disposing of its sewage.

There is little doubt that technological lock-in has featured from the 
original decision to build the outfall in 1895. As sunk costs in the outfall, 
the pipe and the pumping station accumulated, it became increasingly 
difficult to abandon it in favour of alternatives. This situation has been 
exacerbated by the ever-increasing scarcity and high price of suitable 
land necessary for potentials like ‘sewage farms’. And every time the 
Council took a decision to invest in renewing the outfall, it became less 
likely that an alternative scheme would ever be implemented. 

 History of the Green Point marine sewage outfall
 Page 4 of 7

https://doi.org/10.17159/sajs.2020/8173
www.sajs.co.za


65 Volume 116| Number 9/10 
September/October 2020

Research Article
https://doi.org/10.17159/sajs.2020/8173

This lock-in partly accounts for the Council’s decisions always to 
choose the outfall as the ‘cheapest’ option. This bureaucratic decision-
making is a by-product of the requirements of the political cycle which 
creates a perverse incentive to minimise costs in the shorter term, often 
at the expense of increased costs in the future. 

The Council has also defended its unwillingness to spend more on 
alternatives by denying that the outfall is a problem, thus implying 
that alternatives – particularly on the grounds of public health – are 
unnecessary. This pattern of denial can be traced back to 1888 when 
the mayor told the Select Committee investigating the sanitary state 
of the City that ‘matters are not as bad’ as the medical evidence had 
suggested.10 

The Council had blamed odours emanating from the outfall in the 1910s 
on putrefying seaweed, until multiple complaints came from lighthouse 
keepers at Mouille Point. Only then did the Council take action.68,69 It is 
revealing that during the period this problem was being publicly denied, 
the City Engineer was privately writing to his fellow engineers in Durban 
and Port Elizabeth asking them how they abated their sewage smells.70 

The situation was unchanged by the 1920s when the MOH reported on 
the high number of enteric fever cases and drew attention to the sewage 
regularly seen on the shore as a cause. City Engineer Davies stated then 
that accounts of visible sewage were ‘exaggerated’ and its link to enteric 
fever unproven. However, he also noted that teams of labourers were 
employed daily to collect stercus in buckets from the very same shore.71 

This same narrative was to play out again in 1990 when the City Engineer 
stated, just before another R30 million was to be spent on the outfall:

Having taken all matters into account I conclude 
that a long marine outfall concept for the disposal 
of sewage has proved to be successful at Green 
Point for many years. There is no accumulation of 
pollutants and dispersal is totally effective with a 
consequent minimal health risk.72

Another feature of this narrative has been ongoing opposition to the 
outfall not only from residents, but also from sanitation, engineering, 
and health professionals. Some of these include condemnation from 
Cape Town’s Water Engineer, who argued even before the outfall was 
constructed that disposing sewage into the sea, while cheap, led to the 
contamination of ‘sea life’ and threatened ‘public health’.73

But almost at the start of this saga, in 1911, A. Snape, then Professor 
of Civil Engineering at the South African College (later to become the 
University of Cape Town), believed that it was a ‘pity that the whole 
scheme was not designed for the sewage to go to the Flats’. He thought 
that if there really was no alternative to sea disposal, there should be 
‘some form of tank operation for dealing with the raw sewage before it 
was discharged into the sea’.27(p.76-77) 

In 1933, writing in Minutes of the Proceedings of the South African 
Society of Civil Engineers, E. Croghan, Cape Town resident and noted 
analytical chemist and expert on sanitation and sewage disposal, 
observed that the time had come to chlorinate all sewage entering the 
sea to protect bathers and those who collected shellfish. He specifically 
drew attention to Melbourne in Australia, which had a population four 
times the size of Cape Town but did not drain its sewage into the sea.74

A few years later, H. Wilson, the biochemist for Johannesburg, lamented 
the disposal of raw sewage into the sea, suggesting that towns go 
through a number of phases before they realise that it is not viable. 
Wilson contended that it was a shame that ‘the same mistakes were 
going on in South Africa as have already been made in other parts of 
the world’.75 In 1961, O. Coetzee, senior bacteriologist of the CSIR’s 
NWIR, writing in the South African Medical Journal, observed the ‘almost 
irresistible temptation of seaside municipalities’ to dispose of sewage 
into the sea, despite it being ‘bacteriologically objectionable’.76 

A further feature of the Council’s approach to sewage disposal has been 
that no matter how ‘objectionable’ sewage might be as a characteristic 
of urbanisation, disposing of it in the sea appeared to solve the problem 
by making sewage disappear. Throughout the history of the Green 

Point outfall, the Council has trusted in the ability of the sea to sanitise 
sewage. But there was a dilemma, as expressed by Olive in 1895, that 
while the outfall ‘would cause no nuisance’, at the same time, ‘it is pretty 
generally accepted that raw sewage cannot be disposed of anywhere 
without risk of nuisance … it is certain that at some future time it will 
make its presence felt’.77

The very act of always extending the outfall reveals the same dissonance. 
It is reassuring because it distances citizens yet further from the sewage 
by disposing of it further out to sea. However, the constant need to extend 
the outfall because sewage still finds its way to the shore, reveals how 
futile is the very act of extension. The time has come for the Council to 
think differently about sewage and the sea. The multiple entanglements 
of the human, the natural, and the technical need to be acknowledged 
and faced beyond the binaries of technologists, or the parsimony of the 
City’s financial managers and ratepayers. There is also the recognition 
today that untreated chemical and pharmacological pollutants produce 
environmental ‘slow violence’ as they persist in the ocean and make 
their way into marine life, and eventually back into humans.78 Only by 
facing these manifestations of the Anthropocene with openness and a 
receptivity to new challenges and ways of overcoming them, will the 
Council meet its Constitutional commitments to maintain a healthy 
environment for all living species.
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Across South Africa, a wide range of activities is influenced by differences in seasonality. In a South 
African context, there is little consensus on the timing of seasonal boundaries. Inconsistency exists 
through the use of ad-hoc approaches to define seasonal boundaries across South Africa. In this paper, 
we present one of the very first uniform statistical classifications of South African seasonal divisions on 
the basis of daily temperature data. Daily maximum and minimum temperature data were obtained from 
35 selected South African Weather Service meteorological stations that had sufficiently complete data 
sets and homogeneous time series, spanning the period 1980–2015. An Euclidean cluster analysis was 
performed using Ward’s D method. We found that the majority of the stations can be classified into four 
distinct seasons, with the remaining 12 stations’ data best classified into three seasons, using Tavg as the 
classifier. The statistically classified seasonal brackets include summer (October/November/December/
January/February/March), early autumn (April) and late autumn (May), winter (June/July/August), and 
spring (September). Exploring the boundaries of seasons, the start of summer and end of winter months 
follow a southwest to northeastwards spatial pattern across the country. Summers start later and winters 
end later in the southwestern parts of the country, whereas in the northeast, summers start earlier and 
winters end earlier.

Significance:
•	 The findings contribute to the common knowledge of seasonality in South Africa.

•	 New seasonal divisions in South Africa are proposed.

Introduction
Seasonal differences in climate, day length, and plant activity form the primary environmental control on a wide 
range of activities. These activities include economic and agricultural practices1, which are affected by the length 
and timing of growing seasons2,3, the related timing of sowing and harvest, and the necessity for irrigation and 
fertilisation. Climatic seasons also influence resource management and energy demand4, tourism5, social and 
economic planning6, hydrology1 and health7. The capacity to accurately determine the start and end of seasons is 
thus of critical importance. However, in the South African context, there is little consensus as to distinct seasonal 
boundaries. This lack of consensus is unusual. For most parts of the northern hemisphere8,9 – including Italy10, 
USA11, China12, Poland13 and Finland14 – seasonal boundaries are well established and clearly communicated.

South Africa is classified as a semi-arid country15 which is situated in the mid-latitudes and subtropics16,17. The 
South African climate is influenced by major synoptic systems, including the semi-permanent subtropical high-
pressure systems16 and the variability of the Inter-Tropical Convergence Zone (ITCZ)18-20. The resultant continental 
anticyclones, ridging anticyclones, westerly waves, tropical easterly waves, and cut-off lows16,21,22, produce a 
pronounced climatic seasonality across the country20. However, there is little consensus on the timing of seasons in 
South Africa, and approaches in defining seasonal boundaries often vary on the basis of the application (Table 1).18 
The South African Weather Service (SAWS) even highlights that there is no official designation and definitions 
of seasons.23 

The most basic classifications commonly used are astronomical, meteorological and phenological divisions.23 
Astronomical summer is defined as the period from the summer solstice to the vernal equinox. By this 
classification, autumn is defined to conclude at the winter solstice, and winter spans the winter solstice to the 
spring equinox.23,24 It is well known that the earth–sun geometry affects the seasons; however, there is no direct 
link between astronomical seasons and mean weather variations.24,25 Meteorological classification refers to the 
subdivision of four equal-length periods of 3 months each, mostly and commonly used in the temperate latitudes.23 
In South Africa, the meteorological classification of temperature seasonality is the most widely used (Table 1).2,26-29 
Most agroclimatological studies use the conventional break of 3 months but may extend it to the farming season 
of the specific regions that are under investigation and use two distinct seasons, summer and winter (Table 1).30 
Climate modelling projections and analyses of influences of climatic factors studies often use six run-on seasons 
that coincide with synoptic circulations, with the latter coinciding with epidemiological seasons of heightened 
disease-risk.31 Some climatologists classify seasons on an ad-hoc basis that is appropriate to specific regions, 
with classifications such as hot season, cold season, post-rainy season and growing season, with no direct 
relationship with calendar months. These seasons are defined for convenience and to suit the data output rather 
than to drive sensible analytical processes.25-27 Phenological studies can also be used to define annual seasonality, 
and to reveal shifts in the timing of these events32, as phenological shifts are often directly related to changes in 
local air temperatures33.

Classification of South African seasons based on rainfall patterns is similarly complicated due to the variety of 
rainfall regimes, and thus likewise no standard definition has been adopted18, and discrepancies exist between the 
seasonal brackets of rainfall and temperature-related classifications34. The differences are further complicated by 
the influence of distance from large water bodies, and the variation in heat from the Indian and Atlantic Oceans.24
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Here we present one of the first statistical classifications of South African 
seasonal divisions on the basis of daily temperature data for 35 weather 
stations spanning the country. We argue that this method represents 
a more standardised and objective approach to the classification of 
seasons, particularly in a region that spans the subtropics and mid-
latitudes.

Study region
South Africa is located within the latitudes 22–35°S and longitudes 
17–33°E, and is bordered by the Atlantic Ocean in the west and 
southwest and the Indian Ocean to the south and southeast. It shares 
political boundaries with Mozambique, Zimbabwe, Botswana, Namibia 
and Eswatini (Swaziland), and encloses Lesotho (Figure 1).35 The 
climate of South Africa, in particular temperature, is governed by the 
complex interaction between the subtropical location, the altitude of the 
interior plateau, the position of the subcontinent with respect to the major 
atmospheric circulation features, and the oceans on all sides except the 
north.19,20,36 The subcontinent lies within the subtropics, with rainfall 
dominated by convective storms in the north and mid-latitude cyclones 
to the south.16,37 The influence of the tropical and temperate pressure 
regimes, and the intra-annual migration of the inter-tropical convergence 
zone (ITCZ) results in pronounced seasonal differences in rainfall and 
temperature patterns over South Africa.19 The ITCZ shifts with the monthly 
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and seasonal changes of the sun’s maximum insolation and the location 
of dominant atmospheric high- and low-pressure systems.19,37 The high-
pressure systems sit over the southern tip of the subcontinent in summer, 
and over the interior during winter. These high-pressure systems are 
interrupted by mid-latitude cyclones.38 The influences of the subtropical 
high-pressure belt, and the mid-latitude westerlies with associated fronts 
vary significantly inter- and intra-annually over the subcontinent.38 These 
interactions between tropical and temperate disturbance have significant 
consequences for the weather of the subcontinent.16 The orography of 
South Africa influences the temperature distribution over the country such 
that the escarpment forms a climatic division between the high plateau 
and the low-lying coastal regions in the east and southeast (Figure 1).19 
The southern and eastern escarpments are the regions with the lowest 
temperatures, due to the decrease in temperature with altitude.39,40 The 
oceans surrounding South Africa influence the temperatures experienced 
along the coastal areas.39,40 The Indian Ocean, on the east, is warmed 
by the western boundary Agulhas Current, while the Atlantic, on the 
west coast, is cooled by the eastern boundary Benguela Current (Figure 
1).19,39 All these factors result in a broad east–west temperature gradient, 
with the Northern Cape experienceeing the lowest rainfall and highest 
temperatures in the country.39,40

Table 1: Published temperature seasonality classifications for South Africa

Publication Research topic Seasonal temperature brackets
Seasonal temperature brackets 

approach

Karl et al., 199326 Daily maximum and minimum temperatures

Dec/Jan/Feb (summer)
Mar/Apr/May (autumn)
Jun/Jul/Aug (winter)
Sep/Oct/Nov (spring)

Three-month mean

Klopper et al., 199827 Seasonal maximum temperature predictability in 
South Africa

Dec/Jan/Feb (summer)
Mar/Apr/May (autumn)
Jun/Jul/Aug (winter)
Sep/Oct/Nov (spring)

Climatological austral seasons

Craig et al., 200431 Malaria case data in KwaZulu-Natal

Nov/Dec/Jan/Feb/Mar (summer)
Mar/Apr/May/Jun (autumn)
Jun/Jul/Aug (winter)
Aug/Sep/Oct/Nov (spring)

Defined approach

Kruger and Shongwe, 200428 Temperature trend in South Africa

Dec/Jan/Feb (summer)
Mar/Apr/May (autumn)
Jun/Jul/Aug (winter)
Sep/Oct/Nov (spring)

Subdivided into four seasons

Benhin, 200630 Climate change and South African agriculture
Dec/Jan/Feb/Mar/Apr/May (summer)
Jun/Jul/Aug/Sep/Oct/Nov (winter)

Mean monthly temperatures; 
farming seasons

Tshiala et al., 20112 Analysis of temperature trends in Limpopo

Dec/Jan/Feb (summer)
Mar/Apr/May (autumn)
Jun/Jul/Aug (winter)
Sep/Oct/Nov (spring)

Defined following the usual 
conventions

Lazenby et al., 20147 Seasonal temperature prediction over southern 
Africa and human health

Sep/Oct/Nov; Oct/Nov/Dec; Nov/Dec/Jan
Dec/Jan/Feb; Feb/Mar/Apr
 (summer to late summer)

Southern Africa is mainly controlled 
by influences from the tropics

Kruger and Nxumalo, 201729 Temperature trends in South Africa

Dec/Jan/Feb (summer)
Mar/Apr/May (autumn)
Jun/Jul/Aug (winter)
Sep/Oct/Nov (spring)

Mean monthly temperatures

Tshiala and Olwoch, 201056 Tomato production in Limpopo

Dec/Jan/Feb (summer)
Mar/Apr/May (autumn)
Jun/Jul/Aug (winter)
Sep/Oct/Nov (spring)

Mean monthly temperatures
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Data and methodology
For this study, daily maximum and minimum temperature data were 
obtained from 35 selected SAWS meteorological stations (Figure 1; Table 
2) that had a minimum of 30 years of data, sufficiently complete data sets 
and homogeneous time series, spanning the period 1980–2015. These 
stations were selected as they span the country, ranging from 22°S to 
35°S and 15°E to 33°E with an intended 1° interval (Figure 1). Before 
performing any statistical techniques, exploratory data analysis was 
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applied to investigate the data homogeneity due to inevitable changes 
in aspects including observation sites, station relocation, observation 
practices/procedures and time.29 However, in the context of the study, 
sudden increases or decreases in values over a prolonged period would 
not have significantly influenced the results. Visible outliers in the data 
series were checked by comparison with data from surrounding stations 
spanning the period of interest as well as reports of anomalous weather 
in the media. 

Table 2:  Information on selected meteorological stations 

Province Station name Climate number Latitude Longitude Altitude (m.asl)

Eastern Cape

East London 00595729 -33.03 27.83 124

Dohne 00798116 -32.52 27.47 899

Mthatha 0127272A4 -31.55 28.67 745

Port Elizabeth 00351795 -33.98 25.60 60

Free State

Bloemfontein 02615161 -29.10 26.30 1354

Bethlehem 03315859 -28.24 28.33 1689

Welkom 03643001 -27.99 26.66 1344

Gauteng
Johannesburg Int 04763990 -26.14 28.23 1706

Zuurbekom 04755288 -26.30 27.81 1580

KwaZulu-Natal

Cedara 02394820 -29.54 30.27 1071

Durban 0240808A2 -29.97 30.95 96

Escourt 03006901 -29.01 29.86 1144

Shaleburn 02376184 -29.80 29.35 1614

Limpopo

Mara 072200991 -23.14 29.56 894

Warmbad Towoomba 05895941 -24.90 28.32 1143

Polokwane 0677802BX -23.84 29.45 1226

Mpumalanga
Skukuza 05961793 -24.99 31.59 276

Carolina 04801547 -26.07 30.11 1667

Northern Cape

Calvinia 0134479A3 -31.48 19.76 975

De Aar 01698801 -30.66 23.99 1286

Fraserburg 01130258 -31.91 21.51 1264

Kimberley 02904684 -28.80 24.77 1198

Pofadder 0247668A4 -29.12 19.38 984

Springbok 0214700B2 -29.66 17.87 1006

Sutherland 00882931 -32.38 20.67 1459

Upington 03174765 -28.43 21.27 836

Vanwyksvlei 01935613 -30.35 21.82 965

North-West
Vryburg 04322383 -26.95 24.65 1245

Mahikeng 05080470 -25.80 25.54 1280

Western Cape

Cape Agulhas 00030204 -34.83 20.01 11

Cape Columbine 00606209 -32.83 17.86 62

Cape St Blaze/Mossel bay 00122517/0012215 -34.18/-34.19 22.15/22.13 135

Cape Town 0021178A3 -33.96 18.60 42

Vredendal 0106880A2 -31.67 18.50 42

George 00126617 -34.00 22.38 197
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Figure 1:  Map of the study region of South Africa, indicating 1° intervals used to select the meteorological stations across South Africa, the topography, the 
surrounding oceans and their respective ocean currents.

been found that IDW interpolates station data accurately.51 Additionally, 
annual mean graphs were produced for each of the temperature metrics.

Results
Cluster analysis
Results will mainly focus on Tavg, with reference to Tmax and Tmin only 
where statistically relevant. The cluster analysis reveals that the majority 
of the stations, 23 out of the 35, are most appropriately classified into 
four seasons (Table 3). The remaining 12 stations are best classified 
into three seasons. All the stations in the Limpopo, KwaZulu-Natal and 
North-West Provinces are clustered into four seasons, and those in the 
Eastern Cape are clustered into three seasons. All these stations have a 
statistically strong grouping (CPCC>0.7) and distinct cluster structures 
(ASW>0.5), except for Cedara (ASW=0.47) in KwaZulu-Natal, with 
a weaker cluster structure. The weaker cluster structures are also 
prominent in the Eastern Cape stations (ASW<0.5). The cluster analysis 
results revealed that Dohne (CPCC=0.7009) in the Eastern Cape has the 
lowest quality of grouping among the 35 stations analysed. 

The three stations in the Free State, two of which (Bethlehem and 
Welkom) are classified into four seasons and one (Bloemfontein) into 
three seasons, have a good quality grouping (CPCC>0.7) and distinct 
cluster structure (ASW>0.5). A similar degree of confidence in cluster 
structures is found in both the Mpumalanga stations, Skukuza and 
Carolina, which are divided into three and four seasons, respectively. 
These two stations have a higher quality grouping (CPCC>0.8) than 
those in the Free State. A higher quality grouping is also prevalent in both 
the Gauteng stations, with Johannesburg Int (International) classified 
into four seasons, and Zuurbekom into three. However, a weaker cluster 
structure is calculated for Zuurbekom (ASW=0.45). 
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The data sets of the selected stations were subjected to quality control. 
As a first step, all dates and times were checked, and two decimal 
point rounding was used to maintain consistency throughout. Missing 
weather station data were replaced with data from a station adjacent to 
the site within a 10-km radius, or, if not possible, replaced with the 5-day 
running average. If data were not available for more than five consecutive 
days, that period was excluded from the analysis.

Cluster analysis 
Cluster analysis was performed using Ward’s D method, defined by the 
Euclidean distance between variables, utilising the cluster, vegan and rioja 
packages in R.41-43 Euclidean cluster analysis was initially supervised at 
four seasonal divides and validated by using the dendogram package 
average silhouette width (ASW) calculation.44 The ASW value measures 
the degree of confidence in between-group distances and strength of 
within-group homogeneity.45 If not significant, two, three, five and six 
seasonal divides were used serially until the cluster was significant, 
using orders of magnitude put forward by Kaufman and Rousseeuw46 
as reference for measures. The ASW was calculated, together with the 
cophenetic correlation coefficient (CPCC) for interpretation, evaluation 
and validation of consistencies within the cluster and groupings.42,47 The 
CPCC measures the correlation between the original pairwise distance 
matrix and the cophenetic distance matric of the dendrogram. This 
allows for the verification of the quality of the grouping.47-49 The closer 
the cophenetic correlation coefficient is to a value of one, the better 
the grouping quality.49 The cluster analysis results for maximum (Tmax), 
minimum (Tmin) and average (Tavg) temperatures are given in Table 3. To 
investigate the spatial patterns, the cluster analysis outputs, and start 
and end dates of summer and winter, were spatially interpolated using the 
Inverse Distance Weighted (IDW) method using ArcGIS software.50 It has 
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The Northern Cape and Western Cape are noticeably different from the 
rest of the provinces, with a more significant variation in the degree 
of confidence for the cluster structures. Six of the nine stations in 
the Northern Cape are clustered into four seasons with good cluster 
groupings (CPCC>0.7). However, most of these stations have a weak 
cluster structure (ASW<0.5), except for Fraserburg (ASW=0.5). The 
remaining three stations – De Aar, Kimberley and Springbok – are 
divided into three seasons with a good quality grouping; however, 
weaker structures are visible in Kimberley (ASW=0.46) and Springbok 
(ASW=0.42). In the Western Cape, four out of the six stations are 
classified into four seasons and the other two (Mosselbay and Cape 
Columbine) into three seasons. Similar to the Northern Cape, all stations 
clustered into four seasons display a good quality of grouping, but a 
weak cluster structure (ASW<0.5), with the weakest cluster structure 
calculated for Cape Agulhas (ASW=0.46). Mosselbay (ASW=0.51; 
CPCC=0.8011) is the only station in the WC with a distinct cluster 
structure and a good quality grouping. By contrast, the cluster analysis 
identified Cape Columbine (ASW=0.4) with the weakest cluster structure 
among all the stations that were analysed.

While similarities are found in the number of seasonal groupings returned 
for the different temperature metrics, the highest number (15 stations) 
have consistent classifications for Tmin and Tavg. Only six stations have 
consistent seasonal classifications when considering Tmax and Tmin, and 
three stations when considering Tmax and Tavg. Only seven stations – 
Dohne, Port Elizabeth, De Aar, Bloemfontein, Cape Columbine, Welkom 
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and Escourt – have the same number of seasonal groupings for all three 
temperature metrics.

For the majority of stations (23), classification using Tmax returns three 
seasons, with 9 stations classified into two seasons, and only 3 
classified into four seasons (Table 3). The majority of these stations have 
a strong grouping (CPCC>0.7), except for Dohne (CPCC=0.6714), 
located in the Eastern Cape. However, the degree of confidence in the 
cluster structures is low due to the weak cluster structures (ASW<0.5) 
for most of the stations except for Johannesburg Int, Zuurbekom, 
Mara, Mahikeng, Springbok and Cape Town with an ASW>0.5. The 
cluster analysis for Tmin classifies the majority of the stations (21) into 
four seasons, with 13 stations classified into three seasons, and only 
1 station (Springbok) classified into two seasons. Similar to Tmax, the 
grouping quality for the stations is good. However, the cluster structures 
for most of the stations are distinct with only 19 stations returning an 
ASW<0.5.

Spatial analysis of the cluster analysis results (Figure 2) indicates that 
most parts of the country experience three seasons, with the greatest 
spatial variability visible in Tmax. Similarities in the classification of 
seasons are visible for Tmax, Tmin and Tavg, but more so for Tmin and Tavg. 
The western and central regions of the country, and parts of the Eastern 
Cape, have three distinct seasons, when classified using Tmax, Tmin and 
Tavg. Areas surrounding Springbok are similarly classified as having only 
two distinct seasons.

Table 3:  Output of the cluster analysis including cluster groups (CG), average silhouette widths (ASW) and cophenetic correlation coefficient (CPCC) scores 

Stations Tmax Tmin Tavg

CG ASW CPCC
Seasonal
Groups

CG ASW CPCC
Seasonal 
Groups

CG ASW CPCC
Seasonal
Groups

EA
ST

ER
N 

CA
PE

Ea
st

 L
on

do
n

2 0.47 0.7293
May/Jun/Jul/Aug/Sept/Oct/Nov
Dec/Jan/Feb/Mar/Apr

3 0.5 0.7487
May/Jun/Jul/Aug/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

3 0.45 0.7475
Dec/Jan/Feb/Mar
Jun/Jul/Aug
Apr/May/Sep/Oct/Nov

Do
hn

e

3 0.37 0.6714
Dec/Jan/Feb/Mar
Jun/Jul/Aug
Apr/May/Sep/Oct/Nov

3 0.42 0.7091
Dec/Jan/Feb/Mar
Jun/Jul/Aug
Apr/May/Sept/Oct/Nov

3 0.44 0.7009
Dec/Jan/Feb/Mar
Jun/Jul/Aug
Apr/May/Sept/Oct/Nov

Po
rt

 E
liz

ab
et

h

3 0.38 0.7833
Dec/Jan/Feb/Mar/Apr
Jun/Jul/Aug/Sep
May/Oct/Nov

3 0.49 0.7627
May/Jun/Jul/Aug/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

3 0.47 0.7385
Dec/Jan/Feb/Mar
Jun/Jul/Aug
Apr/May/Sep/Oct/Nov

M
th

at
ha

2 0.39 0.6644
Dec/Jan/Feb/Mar/Apr/Nov
May/Jun/Jul/Aug/Sep/Oct

4 0.48 0.7663

Jun/Jul
May/Aug/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

3 0.42 0.7125
May/Jun/Jul/Aug
Dec/Jan/Feb/Mar
Apr/Sep/Oct/Nov

FR
EE

 S
TA

TE

Be
th

le
he

m

 3 0.34 0.8042
May/Jun/Jul/Aug
Dec/Jan/Feb
Mar/Apr/Sep/Oct/Nov

4 0.48 0.8057

Jun/Jul
May/ Aug
Apr/Sep/Oct
Dec/Jan/Feb/Mar/Nov

4 0.53 0.8149

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

Bl
oe

m
fo

nt
ei

n

3 0.34 0.7867
May/Jun/Jul/Aug
Dec/Jan/Feb
Mar/Apr/Sep/Oct/Nov

3 0.48 0.7565
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

3 0.5 0.7545
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

W
el

ko
m

4 0.44 0.7066

Dec/Jan/Feb/Mar/Oct/Nov
Jun/Jul
May/Aug
Apr/Sep

4 0.48 0.7415

Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
Jun/Jul
May/Aug

4 0.54 0.8245

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov
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Stations Tmax Tmin Tavg

CG ASW CPCC
Seasonal
Groups

CG ASW CPCC
Seasonal 
Groups

CG ASW CPCC
Seasonal
Groups

GA
UT

EN
G

Jo
ha

nn
es

bu
rg

 In
t

3 0.5 0.8364
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov
Jun/Jul
May/Aug

3 0.45 0.8170
May/Jun/Jul/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

4 0.51 0.8458

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

Zu
ur

be
ko

m

2 0.53 0.8299
May/Jun/Jul/Aug
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov

4 0.47 0.8307

May/Jun/Jul/Aug
Apr/Sep
Dec/Jan/Feb
Mar/Oct/Nov

3 0.45 0.8357
May/Jun/Jul/Aug
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep

KW
AZ

UL
U-

NA
TA

L

Ce
da

ra

2 0.37 0.6561
Dec/Jan/Feb/Mar
Apr/May/Jun/Jul/Aug/Sep/Oct/Nov

4 0.52 0.8056

Jun/Jul
May/Aug
Apr/Sept/Oct
Dec/Jan/Feb/Mar/Nov

4 0.47 0.7686

Jun/Jul
May/ Aug
Dec/Jan/Feb/Mar
Apr/Sep/Oct/Nov

Du
rb

an

3 0.47 0.7316
Jun/Jul/Aug/Sep/Oct
Dec/Jan/Feb/Mar
Apr/May/Nov

4 0.52 0.7680

Jun/Jul
May/Aug/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

4 0.52 0.7125

Dec/Jan/Feb/Mar
Jun/Jul/Aug
Apr/Nov
May/Oct/Sep

Es
co

ur
t

4 0.37 0.8278

Jun/Jul
May/Aug
Apr/Sep/Oct
Dec/Jan/Feb/Mar/Nov

4 0.54 0.8278

May/Jun/Jul/Aug
Apr/Sep
Dec/Jan/Feb
Mar/Oct/Nov

4 0.54 0.8212

Jun/Jul
May/Aug
Apr/Sept/Oct
Dec/Jan/Feb/Mar/Nov

Sh
al

eb
ur

n

2 0.46 0.7406
May/Jun/Jul/Aug
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov

4 0.42 0.8214

May/Jun/Jul/Aug
Apr/Sept
Dec/Jan/Feb
Mar/Oct/Nov

4 0.52 0.8103

Jun/Jul
May/Aug
Apr/Sep/Oct
Dec/Jan/Feb/Mar/Nov

LI
M

PO
PO

M
ar

a 

2 0.52 0.8130
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov
May/Jun/Jul/Aug

4 0.50 0.8444

Jun/Jul
May/ Aug
Dec/Jan/Feb/Mar/Nov
Apr/Sep/Oct

4 0.5 0.8460

Jun/Jul
May/ Aug
Dec/Jan/Feb/Mar/Nov
Apr/Oct/Sep

Po
lo

kw
an

e

3 0.45 0.8186
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov
Jun/Jul
May/Aug

3 0.55 0.8248
Dec/Jan/Feb/Mar/Nov
Apr/Sep/Oct
May/Jun/Jul/Aug

4 0.5 0.8332

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

W
ar

m
ba

d 
To

w
oo

m
ba

3 0.48 0.7906
Dec/Jan/Feb/Mar/Sep/Oct/Nov
Jun/Jul
Apr/May/Aug

4 0.56 0.8526

May/Aug
Jun/Jul
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

4 0.57 0.8729

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

M
PU

M
AL

AN
GA Sk

uk
uz

a

2 0.48 0.7837
May/Jun/Jul/Aug
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov

4 0.51 0.8365

Jun/Jul
May/Aug
Dec/Jan/Feb/Mar/Nov
Apr/Sep/Oct

3 0.51 0.8307
May/Jun/Jul/Aug
Apr/Sep/Oct
Dec/Jan/Feb/Mar/Nov

Ca
ro

lin
a

3 0.46 0.7622
Dec/Jan/Feb/Mar/Sep/Oct/Nov
Jun/Jul
Apr/May/Aug

4 0.52 0.8357

May/Aug
Jun/Jul
Apr/Sep/Oct
Dec/Jan/Feb/Mar/Nov

4 0.5 0.8440

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

NO
RT

H-
W

ES
T

M
ah

ik
en

g

2 0.57 0.8271
May/Jun/Jul/Aug
Dec/Jan/Feb/Mar/Apr/Sep/Oct/Nov

4 0.56 0.8424

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

4 0.58 0.8514

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

Vr
yb

ur
g

4 0.46 0.8226

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov

3 0.5 0.7625
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

4 0.58 0.8348

Jun/Jul
May/Aug
Apr/Sep
Dec/Jan/Feb/Mar/Oct/Nov
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Stations Tmax Tmin Tavg

CG ASW CPCC
Seasonal
Groups

CG ASW CPCC
Seasonal 
Groups

CG ASW CPCC
Seasonal
Groups

NO
RT

HE
N 

CA
PE

Ca
lv

in
ia

3 0.47 0.7246
Dec/Jan/Feb/Mar/Nov
Jun/Jul/Aug
Apr/May/Oct/Sep

3 0.47 0.7567
Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
Apr/May/Oct/Nov

4 0.48 0.7864

Jun/Jul/Aug
May/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

De
 A

ar

3 0.44 0.7561
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

3 0.49 0.7198
Dec/Jan/Feb/Mar/Nov
Jun/Jul/Aug
Apr/May/Oct/Sep

3 0.5 0.7209
Dec/Jan/Feb/Mar/Nov
Apr/Sep/Oct
May/Jun/Jul/Aug

Fr
as

er
bu

rg

3 0.48 0.7297
Dec/Jan/Feb/Mar/Nov
Apr/Sep/Oct
May/Jun/Jul/Aug

4 0.53 0.8077

Jun/Jul/Aug
May/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

4 0.5 0.7349

Dec/Jan/Feb/Mar/Nov
Jun/Jul/Aug
Apr/Oct
May/Sept

Ki
m

be
rle

y

3 0.41 0.7382
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

4 0.46 0.7703

Jun/Jul
May/Aug
Apr/Sep/Oct
Dec/Jan/Feb/Mar/Nov

3 0.46 0.7536
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

Po
fa

dd
er

3 0.43 0.7750
Jun/Jul/Aug/Sep
Dec/Jan/Feb/Mar/Nov
Apr/Oct

4 0.48 0.7947

Jun/Jul/Aug
May/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

4 0.48 0.7967

May/Sep
Jun/Jul/Aug
Dec/Jan/Feb/Mar
Apr/Oct/Nov

Sp
rin

gb
ok

2 0.55 0.7802
May/Jun/Jul/Aug/Sep
Dec/Jan/Feb/Mar/Apr/Oct/Nov

2 0.49 0.7412
Dec/Jan/Feb/Mar/Apr
May/Jun/Jul/Aug/Sep/
Oct/Nov

3 0.42 0.7426
Dec/Jan/Feb/Mar/Apr/Nov
Jun/Jul/Aug
May/Sep/Oct

Su
th

er
la

nd

3 0.46 0.7292
Dec/Jan/Feb/Mar/Nov
Apr/May/Sep/Oct
Jun/Jul/Aug

3 0.51 0.7618
May/Jun/Jul/Aug/Sep
Apr/Nov/Oct
Dec/Jan/Feb/Mar

4 0.49 0.7774

Jun/Jul/Aug
May/Sep
Apr/Oct
Dec/Jan/Feb/Mar/Nov

Up
in

gt
on

3 0.42 0.7494
Dec/Jan/Feb/Mar/Oct/Nov
Apr/Sep
May/Jun/Jul/Aug

4 0.51 0.8192

May/Sep
Jun/Jul/Aug
Dec/Jan/Feb/Mar
Apr/Oct/Nov

4 0.46 0.7155

Dec/Jan/Feb/Mar/Nov
Jun/Jul/Aug
May/Sep
Apr/Oct

Va
nw

yk
sv

le
i

3 0.48 0.7221
Dec/Jan/Feb/Mar/Nov
Apr/Sep/Oct
May/Jun/Jul/Aug

4 0.51 0.7300

Dec/Jan/Feb/Mar/Nov
Jun/Jul/Aug
Apr/Oct
May/Sep

4 0.47 0.7276

Dec/Jan/Feb/Mar/Nov
Jun/Jul/Aug
Apr/Oct
May/Sep

W
ES

TE
RN

 C
AP

E

Ca
pe

 A
gu

lh
as

3 0.43 0.7670
May/Jun/Jul/Aug/Sep/Oct
Dec/Jan/Feb/Mar
Apr/ Nov

4 0.48 0.7685

Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
Apr/Nov
May/Oct

4 0.46 0.7741

Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
Apr/Nov
May/Oct

Ca
pe

 
Co

lu
m

bi
ne

3 0.41 0.7861
Dec/Jan/Feb/Mar/Apr/Nov
Jun/Jul/Aug
May/ Sep/Oct

3 0.37 0.7612
Dec/Jan/Feb/Mar/Apr/Nov
May/Oct
Jun/Jul/Aug/Sep

3 0.4 0.7666
Jun/Jul/Aug/Sep
Dec/Jan/Feb/Mar
Apr/May/Oct/Nov

Ca
pe

 T
ow

n

3 0.53 0.7893
May/Jun/Jul/Aug/Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

3 0.5 0.7516
May/Jun/Jul/Aug/Sep
Dec/Jan/Feb/Mar
Apr/Oct/Nov

4 0.49 0.7757

Jun/Jul/Aug
May/ Sep
Apr/Oct/Nov
Dec/Jan/Feb/Mar

Ge
or

ge

3 0.42 0.7453
Dec/Jan/Feb/Mar 
Apr/May/Nov
Jun/Jul/Aug/Sep/Oct

4 0.48 0.7606

Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
Apr/Nov
May/Oct

4 0.49 0.7635

Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
Apr/Nov
May/Oct

M
os

se
lb

ay

3 0.42 0.8017
Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep/Oct
Apr/May/Nov

4 0.47 0.7862

Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
May/Oct
Apr/ Nov

3 0.51 0.8002
Dec/Jan/Feb/Mar
Jun/Jul/Aug/Sep
Apr/May/Oct/Nov

Vr
ed

en
da

l

3 0.44 0.7630
Dec/Jan/Feb/Mar/Apr/Nov
Jun/Jul/Aug
May/Sep/Oct

3 0.47 0.7862
Dec/Jan/Feb/Mar May/
Jun/Jul/Aug/Sep
Apr/Oct/Nov

4 0.47 0.8011

Dec/Jan/Feb/Mar 
Jun/Jul/Aug
May/Sep
Apr/Oct/Nov

Table 3 continued
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a

c

b

Figure 2:  (a) Maximum (Tmax), (b) minimum (Tmin) and (c) average (Tavg) 
temperature seasonal groupings.

Seasonal timetable
Several variations of monthly classifications have been calculated 
(Tables 3 and 4), which will be referred to as ‘seasonal brackets’. 

Summer: There is unanimous agreement across seasons and 
temperature metrics that December, January, February and March can 
be grouped into the summer seasonal bracket. October and November 
can tentatively be included in the summer season, with a 31% agreement 
among stations for October and an overall 59% agreement for November. 
A total of 30% of stations classify October as falling within spring, 26% 
in late spring, 5% in early spring, and 8% in the winter seasonal bracket. 
In comparison, 21% of the remaining stations classify November as 
falling in spring, 17% in late spring, and 3% in winter. The latest start 

of summer is December. The longest summer season is calculated for 
Mthatha (Eastern Cape) using Tavg as the classifier, spanning the earliest 
start month of September and persisting until April. 

Autumn: For 43% of the stations, April falls within the early autumn 
bracket, whereas for 39% of stations, April is grouped in the main 
autumn seasonal bracket. The remainder of the stations group April 
into summer (15%), winter (2%) and late autumn (1%). A total of 41% 
of the stations classify May into the late autumn bracket, 35% into the 
winter bracket, and 24% into the main autumn bracket. Autumn starts 
as early as March for Bethlehem, Bloemfontein and Zuurbekom using 
Tmax and Tmin as the classifier. Using Tavg as the classifier, the majority of 
stations indicate the start of autumn in April. Springbok (Northern Cape) 
has the latest classified start of autumn, in the month May. Stations with 
only 1 month of autumn, using Tavg as classifier, include Bloemfontein, 
Zuurbekom, Skukuza, De Aar, Kimberley and Springbok 

Winter: There is unanimous agreement across stations and temperature 
metrics that June and July are grouped into the winter bracket. There 
is 71% agreement among stations that August additionally forms part 
of the winter bracket with only 25% of stations classifying August in 
early spring and 4% in the main spring seasonal bracket. Cedara and 
Vanwyksvlei experience the longest winter, commencing in April and 
ending in November for Cedara and October for Vanwyksvlei, both using 
Tmax as the classifier. Winter in East London and Springbok starts a month 
later in May and ends in November. Stations with the shortest winter 
(June to July) classified by Tavg include Shaleburn, Mara, Polokwane, 
Warmbad Towoomba, Carolina, Bethlehem, Welkom, Johannesburg Int, 
Cedara, Escourt, Mahikeng, Vryburg, Cape Agulhas, Cape Columbine 
and George. 

Spring: Interestingly, the most disputed month across all stations is 
September. However, 29% of the stations agree that September can 
tentatively be included in the spring bracket. The remainder comprise 
a 25% agreement that September can be included in the winter, 23% in 
early spring, 16% in late spring and 9% in the summer bracket. Some 
stations are classified as experiencing early spring in August, using 
Tmin as the classifier. These stations are Mthatha, Bethlehem, Welkom, 
Cedara, Durban, Escourt, Mara, Warmbad Towoomba, Skukuza, 
Carolina, Mahikeng and Kimberley. Stations with the shortest spring 
(only the month of August), calculated using Tmax, are Johannesburg Int, 
Polokwane, Warmbad Towoomba, and Carolina. Interestingly, all these 
stations are situated in the northern parts of the country. Classified 
by Tmin, the longest spring is observed in Mthatha (Eastern Cape) and 
Durban (KwaZulu-Natal), starting in August and ending in November. 
The latest start for spring – November – classified by Tmax, is visible 
in Durban, Cape Agulhas and Mosselbay. Stations at East London, 
Mthatha, Zuurbekom, Cedara, Shaleburn, Mara, Skukuza, Mahikeng and 
Springbok each have two classified seasons, and therefore no autumn 
or spring. 

Start and end dates of summer and winter
A distinct, southwest to northeast spatial pattern is apparent for the 
start and end dates of summer and winter across all the temperature 
metrics (Figures 3a–f and 4a–f). Summer broadly commences earlier 
in the northeastern and interior parts of the country and later along the 
southwestern parts and the south coast. The earliest start of summer 
is visible in Tmax for the northern parts of the country, and in parts of 
KwaZulu-Natal for Tavg. The earliest end of summer is calculated using 
Tmin, with parts in KwaZulu-Natal and Gauteng ending in February (Figure 
3e). The greatest variability in the spatial patterns is recorded Tmax, for 
which the northern and southern region summer ends in April, similar to 
Tavg for the southern region. However, there is a consensus amongst the 
temperature metrics that, for most parts of the country, summer ends in 
March, whereas for the western parts of the country, the season ends a 
month later in April.

For the majority of the country, winter starts in June, with the season 
starting earlier for a few interior regions. The greatest spatial variability in 
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the timing of the start of winter is observed in Tmax (Figure 4a). For areas 
in the Western Cape and Northern Cape, winter is classified as starting in 
May, similar to the start of winter using Tmin. For parts of KwaZulu-Natal, 
winter is calculated to start as early as April. Regarding the end of winter, 
the greatest spatial variability is similarly observed for calculations using 
Tmax, for which winter ends latest in the southwest of the country and 

along the east coast. For the western parts of the Northern Cape, winter 
ends later using Tmax and Tmin. Similar to the end of summer maps (Figure 
4d–f), a distinct southwest to northeast spatial movement of end dates 
is visible for all the temperature metrics used. For the southwestern parts 
of the country, winter ends later, whereas moving northeastwards to the 
interior, the winter months end earlier, except for some parts in Gauteng, 
Limpopo and the North-West. 

f

b

a

c

e

d

Figure 3:  (a–c) Start of summer and (d–f) end of summer.

 Statistical classification of South African seasons
 Page 9 of 15

https://doi.org/10.17159/sajs.2020/7614
www.sajs.co.za


77 Volume 116| Number 9/10 
September/October 2020

Research Article
https://doi.org/10.17159/sajs.2020/7614

Table 4:  Seasonal timetable of maximum (Tmax), minimum (Tmin) and average (Tavg) temperatures

Station Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec

EA
ST

ER
N 

CA
PE

East London
Tmax

Tavg

Tmin

Dohne
Tmax

Tavg

Tmin

Port Elizabeth
Tmax

Tavg

Tmin

Mthatha
Tmax

Tavg

Tmin

FR
EE

 S
TA

TE

Bethlehem
Tmax

Tavg

Tmin

Bloemfontein 
Tmax

Tavg

Tmin

Welkom
Tmax

Tavg

Tmin

GA
UT

EN
G Johannesburg 

Int
Tmax

Tavg

Tmin

Zuurbekom
Tmax

Tavg

Tmin

KW
AZ

UL
U-

NA
TA

L

Cedara
Tmax

Tavg

Tmin

Durban
Tmax

Tavg

Tmin

Escourt
Tmax

Tavg

Tmin

Shaleburn
Tmax

Tavg

Tmin

LI
M

PO
PO

Mara 
Tmax

Tavg

Tmin

Polokwane
Tmax

Tavg

Tmin

Warmbad 
Towoomba

Tmax

Tavg

Tmin

M
PU

M
AL

AN
GA

Skukuza
Tmax

Tavg

Tmin

Carolina
Tmax

Tavg

Tmin

NO
RT

H-
W

ES
T

Mahikeng
Tmax

Tavg

Tmin

Vryburg
Tmax

Tavg

Tmin

NO
RT

HE
RN

 C
AP

E

Calvinia
Tmax

Tavg

Tmin

De Aar
Tmax

Tavg

Tmin

Fraserburg
Tmax

Tavg

Tmin

Kimberley
Tmax

Tavg

Tmin

Pofadder
Tmax

Tavg

Tmin

Springbok
Tmax

Tavg

Tmin

Sutherland
Tmax

Tavg

Tmin

Upington
Tmax

Tavg

Tmin

Vanwyksvlei
Tmax

Tavg

Tmin

W
ES

TE
RN

 C
AP

E

Cape Agulhas
Tmax

Tavg

Tmin

Cape 
Columbine

Tmax

Tavg

Tmin

Cape Town
Tmax

Tavg

Tmin

George
Tmax

Tavg

Tmin

Mosselbay
Tmax

Tavg

Tmin

Vredendal
Tmax

Tavg

Tmin

Key Summer Autumn Late Spring
Early Autumn Winter Spring
Late Autumn Early Spring
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Figure 4:  (a–c) Start of winter and (d–f) end of winter.
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Figure 5:  Annual mean of (a) maximum (Tmax), (b) minimum (Tmin) and (c) average (Tavg) temperatures for the selected stations, 1980–2015.
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Discussion and conclusion
We present one of the first statistical classifications of seasons across 
South Africa using daily temperatures. Daily temperature data across the 
country were used as a distinctive marker to classify the seasons due 
to the detectability of temperature changes compared to rainfall across 
South Africa. Through statistical analysis and results captured in the 
seasonal timetable (Table 4), new seasonal brackets are put forward 
in accordance with the agreement of seasons and temperatures among 
stations used in this research. 

Aggregated for the whole country, based on Tmax, Tmin and Tavg, our 
results show that the weather stations agree that the following seasonal 
brackets can be used: 

•	 Summer (October/November/December/January/February/March) 
•	 Early autumn (April) 
•	 Late autumn (May) 
•	 Winter (June/July/August) 
•	 Spring (September) 

These proposed seasonal brackets challenge our ‘common knowledge’ 
of four equal length seasons of 3 months each2,26-29, and the ad-hoc 
approaches some researchers use in South Africa25-27. Noticeable 
similarities occur between the two seasonal divisions of months used to 
define farming seasons30 as well as monthly summer divisions related to 
the positions of South Africa related to disease-risk seasons.7 However, 
the proposed longer duration of summer and shorter spring seasons 
may conflict with the agricultural practices used currently, in particular, 
the current observed length and timing of the growing season across the 
country.1-3 Additionally, these proposed seasonal brackets may assist in 
the explanation of current delays and advances in seasonal phenological 
events33, and challenges in the tourism sector where most outdoor 
attractions are dependent on the seasonal climate5. 

However, the high spatio-temporal variability in temperatures (e.g. annual 
mean temperatures Figure 5) presents a complex picture of seasonality. 
This presents challenges in defining seasonal brackets for a given 
location or region, particularly where regional climate regimes change 
within a small geographic area24, and due to the complexity of South 
Africa’s climate29. Discrepancies have been found among the different 
temperature metrics. However, the majority of the stations (23 out of the 
35), are divided into four seasons, using Tavg as the classifier, with the 
remaining 12 stations clustered into three seasons. Interestingly, some 
stations within the same province (e.g. Johannesburg Int and Zuurbekom 
in Gauteng) have different seasonal groupings. With closer inspection, 
these differences may occur due to the location and elevation of the 
stations (Table 2). For example, it has been found that built-up areas 
such as Johannesburg may be warmer in late winter than rural areas due 
to the urban heat island52 and higher elevations tend to be cooler than 
lower elevations53. Taking the above-mentioned into consideration, the 
importance of selecting the relevant temperature metric, e.g. Tmax, Tmin 
and Tavg, is highlighted for analysis purposes, as this selection can return 
different results as portrayed in the results.

In general, the findings of the start and end dates of summer and winter 
(Figures 3 and 4) coincide with the pressure regimes, as well as the 
interannual migration of the ITCZ.19,37 The results indicate that summer 
starts later (ending earlier) and winter starts earlier (ending later) in the 
southwestern and southern regions of the country. These results coincide 
with the movement of the cold front of the mid-latitude cyclones during 
the winter months.38 While, during summer, the southward movement 
of the ITCZ and the position of the subtropical high-pressure system are 
associated with warmer conditions, which may result in the patterns 
found. Summers start earlier, and winters start and end later in the 
northeastern parts of the county. These patterns are found independently 
from the notable link between temperatures and weather systems. The 
patterns also show the annual progression of temperatures which follow 
a southwest to a northeastwards spatial pattern across the country.

The key limitations of this study are the nature of the temperature data 
sets. The data sets are not perfect and inherent errors may be present for 

a number of reasons.29 Furthermore, inhomogeneity is not likely to play 
a significant role in this study as the consistency was ensured by using 
only SAWS data sets.54 Mean daily temperature data were quantified 
using Tmax and Tmin; this is a limitation as hourly temperature readings 
may provide accurate values of mean daily temperatures.54 Furthermore, 
we acknowledge that station measurements are unable to display 
complete areal coverage as these are location-specific54,55, which is 
particularly an issue for the interpolated maps presented throughout. A 
limited number of stations that have long-term temperature records was 
selected using a broad grid approach, as discussed, to get a relatively 
good spatial representation of the country. To overcome this limitation, 
future research may benefit from the inclusion of temperature data from 
additional weather stations from other organisations, such as the South 
African Agricultural Research Council. Such addition would, however, 
require greater efforts at data homogenisation and quality checking, 
which introduce a further set of limitations. 

Finally, this research provides an insight into the complexity of 
seasonality across South Africa, as well as direction for climate-relevant 
research with temperature data as the primary input. Possibly the most 
significant contribution of this research is the newly proposed seasonal 
brackets using temperature metrics. The knowledge presented here is 
crucial for agriculture practices, resource management, tourism and 
other temperature-dependent activities, especially to develop adaptive 
strategies in monitoring seasonal changes in temperatures under 
climate change. 
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Varietal innovations and protection of plant breeders’ rights (PBRs) contribute to the development of any 
crop’s ability to produce higher yields relatively consistently. Producing yields under adverse weather 
conditions and the overall characteristic of drought tolerance, make the sunflower an attractive crop for 
producers in dryland production regions. The main objective of this study was to give an overview of the 
structure of the South African sunflower breeding programme, focusing on the construction of PBRs and 
the leading players in sunflower breeding and seed production in South Africa. We compiled a detailed 
database of sunflower varietal innovations in South Africa from 1979 to 2019 using various sources such 
as the South African Grain Laboratory, the Department of Agriculture’s Plant Variety Journals and the Crop 
Estimation Committee. This data set was then analysed using descriptive statistics and trend analysis to 
determine the main trends in ownership of PBRs and sunflower varieties. We looked at the inclusion of 
new sunflower varieties on the national variety list for sunflower varietal improvements in South Africa over 
this period. A total of 76 PBR sunflower varietal applications were lodged for the period – an average of 
1.9 applications per year. The principal applicants for varietal inclusions on the national variety list were 
Pannar with 102 varieties (23.8%), Pioneer seeds with 51 varieties (11%), Saffola seed with 42 varieties 
(9.8%) and Agricultural Research Council with 10 varieties (2.3%). In order for breeders to benefit from 
their investment in research and avoid exploitation of their work, they need to be protected and receive 
returns on their investments. Innovation can be stimulated by proper collaboration between the private and 
public sectors, aided by broader variety sector legislation that encourages all players to invest.

Significance:
•	 The study addresses the absence of empirical proof on the patterns and trends of sunflower varietal 

improvements in South Africa. 

•	 The study provides evidence on the evolution of varietal rights, the extent of varietal rights granted, and 
which sunflower varieties were included on the national variety list and the breeders and owners of the 
varieties. 

Introduction
There is increased investment from the private sector in the agriculture and seed industry in South Africa, which has 
triggered a significant debate on intellectual property rights.1 Several legislations have been formulated at a national 
and international level on intellectual property rights. The protection of intellectual property rights of plant breeders 
was recognised in the 19th century. The International Union for the Protection of New Varieties of Plants (UPOV) 
was established in 1961 and seeks to coordinate plant variety protection laws and standards of protection across 
member countries. Plant variety protection allows exclusively the protection granted for plant-related innovations.1

South Africa became the tenth member of UPOV in 1977. In 2001, there were more than 50 member countries, and 
the number increases every year. The main objectives of UPOV are to bring about standard laws on plant breeders’ 
rights, to standardise procedures for the testing of new varieties and to promote cooperation between member 
countries. The advantage of being a UPOV member is the privilege of any person within a member country to apply 
for plant breeders’ rights in any other member country. Plant breeders’ rights (PBRs) are a form of intellectual 
property rights that are valid only in the country in which they were granted.2 PBRs can be granted to a variety 
in different countries. Since 1996, the country has not acceded to UPOV 1991 through amendment of the Plant 
Breeders’ Rights Act3 which was enacted in 19764. PBR provides for the acquisition of legal rights in terms of this 
Plant Breeders’ Rights Act, to obtain royalties as a return on research efforts and investments made during the 
process of breeding of a new plant variety. The whole process provides the owner of a variety the opportunity to 
obtain a financial reward for their efforts, as the breeding and development of a new variety are expensive and time 
consuming. It is important to develop new and improved plant varieties as there is a continuous demand for better 
quality, higher yields, better processing properties and increased disease resistance.

A PBR is valid for a term of 20 or 25 years, depending on the type of plant. During the first 5 to 8 years (the 
period of sole right for the breeder), the owner has the sole right to multiply and market propagating material of 
the variety. During the next 15 years, the holder is required to issue licences to other persons who also desire to 
use the material. If the holder of the right refuses to issue licences, these individuals may apply to the Registrar for 
a compulsory licence.2 During the term of the right, the holder may continue to claim royalties from all licensees 
for any propagating material produced and sold. It is only after the expiration of the full term of the plant breeder’s 
right, that the variety becomes openly accessible to the public, and anyone may then propagate and sell it.2 Foreign 
breeders and variety owners are not keen to supply propagating material to individuals in other countries if such 
material cannot be protected under PBR. Hitherto, very little foreign propagating and breeding material would be 
available in South Africa if we did not have a PBR system.2 Pardey et al.5 argue that plant varietal rights are subject 
to ongoing public policy scrutiny and debate. To inform these policy discussions, there is a need to understand the 
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evolution of varietal rights and the extent of the varietal rights granted. It 
is also essential to follow changes in the rights on offer over time such 
as changing ownership of the rights (including a comparison between 
public and private as well as domestic and foreign breeders) and the 
impact of plant variety protection on varietal development. 

In this study, we focused on sector analysis in the South African 
sunflower industry regarding intellectual property rights in the form of 
PBR and the leading role players in sunflower breeding and production 
in South Africa. We provide insight into the pattern of application for and 
granting of PBR and also the inclusion of a variety on the national variety 
list, with a focus on the main players in the sector. The trend analysis of 
PBR application for the period 1979–2019 helps to define the technology 
trend in the application of PBR and the registration sunflower varieties 
on the national variety list. The analysis further determines the focus of 
local public and private, and foreign public and private sector research 
through the inclusion of sunflower varieties on the national variety list.

An overview of the sunflower industry
Sunflower is a native wild crop from North America which originated 
around the Fertile Crescents or South and Central America, and native 
Americans used it as a food source. In North America, it was crushed 
or pounded into flour for cakes and bread.6,7 Europeans were exposed 
to sunflower cultivation from places like southern Canada and Mexico 
to Spain. Spain was the first gateway of sunflowers into Europe, and 
then the crop spread until it reached Russia.7 It was in Russia where the 
first commercial production started.6 In the early 19th century, Russian 
farmers were growing over 810 000 hectares of sunflower seed. Russia 
began to produce high oils from sunflower seed in 1860 and this 
increased oil content from 28% to almost 50%. These oils from Russia 
were exported into the USA after World War II, which stirred world interest 
in the crop.7 The first commercial hybrid of sunflower was released in 
1972, and it produced a 25% higher yield than the normal variety.8 The 
genetic modification allowed for the release of short-stemmed and high-
yield varieties that enabled efficient mechanised cropping, resulting in 
sunflower being a major oilseed crop.8

In South Africa, sunflower is listed as the third most important crop after 
maize and wheat, and the Crop Estimation Committee reported a yield 
of 820 000 tons in the 2017/2018 production season.9 Sunflower has 
been classified as an ideal crop because of its characteristics of thriving 
under marginalised and low-input farming conditions. Sunflower has the 
ability to produce consistent yields under hostile weather conditions. It 
is drought tolerant and hence attractive to dryland farmers. The crop 
can grow in marginal soils with little or no fertiliser. In South Africa, it 
is regarded as a low input and beneficial cash crop following maize.10 
Sunflower can take advantage of residual nitrogen and subsoil moisture 
that is underutilised by other crops; hence, it is a useful crop for crop 
rotation.

Sunflower seed is mainly used for human consumption for oil production 
and cake feed for animals, especially in the dairy industry.9 Although 
the whole seed is utilised, sunflower constitutes about 10–20% of the 
volumes of crops produced in South Africa each year. The prices for 
confectionery sunflower seed are significantly higher than sunflower 
seed that is used for oil processing. Some confectionery sunflower is 
processed into foods such as granola bars, healthy multigrain breads, 
roasted as a snack or for other baking purposes. The sunflower seed 
also produces oil cake, that is mainly used for animal feeds as sunflower 
oilcake meal because of its high protein content. Sunflowers can be used 
as an alternative for peanut butter to make sun butter for people with nut 
allergies. It is also mixed with rye flour to make bread (in Germany, this is 
called Sonnenblumenkernbrot – literally: sunflower whole seed bread).6 
Sunflower seeds are sold as food for birds and can be used directly 
in cooking and salads. Sunflower and soybeans are important sources 
of oils and protein for both household and industrial purposes.11 When 
seeds are dehulled, the seed can be consumed or made into different 
oils. Sunflower oil is used daily by restaurants, food industries and 
households as cooking oil, margarine and spreads. Sunflower oil can 
also be converted into biodiesel.12 
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Sunflower also has non-consumption uses, such as purple dye for 
textiles, body painting and cosmetics. The other various parts of the 
plant are used medicinally for the skin and hair, and the dried stalk is 
used as building material. The plant is also used as an ornamental flower 
in Europe.6 Sunflowers are also used to produce latex; they are a subject 
of experiments to improve their suitability as an alternative crop for 
producing hypoallergenic rubber.

Production areas of sunflower in South Africa
Sunflower seed is produced in six of the nine provinces in South Africa. 
The Free State and North West Provinces are the major producers of 
sunflower seed, followed by Limpopo, Mpumalanga and Gauteng.2 
Of the area planted with sunflower in the 2011–2016 period, 54% 
was in the Free State, 34% in the North West, 11% in Limpopo and 
1% in Mpumalanga.13 The area planted with sunflower increased in the 
drought-affected season of 2016 due to sunflower’s better performance 
in dry conditions and its late planting window relative to maize.10 

Figure 1 shows trends in sunflower area and yield in South Africa between 
1936 and 2018. The patterns indicate an overall increasing trend in both 
area and production. The hectares planted for sunflower seed have 
been volatile for the past 10 years, with an average annual growth of 
only 1.8%. Only in recent seasons have the number of hectares planted 
stabilised at around 600 000 hectares per annum. The sunflower crop 
yield of the 2017/2018 season, as shown in Figure 1 is over 600 000 
tons. The crop decreased by 1.4% (12 000 tons) in this period. The 
major sunflower-producing provinces, namely the Free State and North 
West, contributed 95% of the total crop.

Source: Data from SAGIS17

Figure 1: Commercial sunflower area, production and productivity in 
South Africa, 1936–2019.

Research methods and data
Plant breeders’ rights with respect to sunflowers in South Africa were 
analysed to assess the sources of intellectual property rights. We used 
secondary data collected from various sources on sunflower variety 
policies and changes in sunflower PBRs. Some studies analysed 
changes in plant variety protection focusing on trends and changes in 
plant variety including protection policies.5,14,15 These studies analysed 
trends to understand the evolution of plant varietal protection. We applied 
the same approach in order to understand changes that have shaped the 
South African sunflower varietal improvement landscape to date. The 
findings allow comparison with other countries in future. 

Data on sunflower varietal innovations in South Africa from 1979 to 
2019 were collected from the Plant Variety Journal which is compiled 
under the supervision of the Registrar of Agriculture in the South African 
Department of Agriculture, Forestry and Fisheries. The database provides 
information to assess changing amounts and forms of sunflower PBRs 
as well as changes in the types of applicants of the rights and inclusion 
of the South African seed variety list. The database includes data on 
applications and granting of the PBRs and applications for additions on 
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the national variety list. Further information captured in the database 
includes plant variety name, alias name, applicant name, applicant type, 
application date of PBR, grant date of PBR and application date for the 
varieties to be included on the national variety list. A supplementary 
file was provided to show the principal applicants and the sunflower 
varieties they own. 

Overview of sunflower varietal releases in South 
Africa
Trends of sunflower inclusion on the national varietal list
Figure 2 shows the trends of annual applications for PBRs for sunflower 
varieties lodged in South Africa. The total number of PBRs submitted 
for sunflower varieties were 76 during the period from 1979 to 2019 
– an average of 1.9 applications per year. The period starts in 1979 
because that is the year that PBR applications began to be recorded in 
the Plant Variety Journal. Data on the number of sunflower PBRs lodged 
since 1979 show changes over time, with some years having a high 
number of applications while others recorded very low applications. 
The highest number of applications (14 in total) was made in 2016. 
There were no applications from 1979 up to 1980 and between 1982 
and 2000. Furthermore, no applications were lodged in 2005, 2011, 
2013, 2014 and 2017. It can be argued that the gaps could be because 
most breeders and seed sellers focused on registering their sunflower 
varieties on the national variety list. Applications for sunflower varietal 
inclusions on the national variety list are typically recorded in the Plant 
Variety Journal before application for new varieties. The total number of 
PBRs lodged for sunflower varieties were compared to maize and wheat 
which have a very high number of PBRs applications.

Source: Data obtained from Plant Variety Journal

Figure 2: Annual applications for sunflower varietal improvements by 
plant breeders, 1979–2019.

Figure 3 presents an analysis of the PBRs for sunflower varieties that 
were granted. A total of only 38 PBRs grants were approved in the 
period 1979–2019, with the first approval in 1995. The political situation 
before 1994 could have contributed to this low number as most of the 
applicants were private companies partnering with foreign companies. 
The highest number of PBRs were granted in 2009 and 2011 with 
both years recording nine grants. The average waiting period between 
application for and granting of protection is more than 365 days and this 
overall period may be threatening innovation in this sector.

Figure 4 shows the applications that were lodged by breeders and seed 
companies for their sunflower varieties to be included on the national 
seed varieties list. A total of 429 applications were submitted for 
inclusion of sunflower varieties on the national variety list in the study 
period. The highest number of applications was recorded in 1991 with 
approximately 38 applications and the lowest number of applications 
(2) was recorded in 2010. In the sunflower industry, there are more 
applications from plant breeders for inclusion on the national variety list 
than for protection of PBRs.

Source: Data obtained from Plant Variety Journal

Figure 3: Plant breeders’ rights granted for sunflower varieties, 1979–2019.

Source: Data obtained from Plant Variety Journal

Figure 4: Annual applications for the inclusion of sunflower varieties on 
the national variety list, 1979–2019.

It is important to note that, despite no new applications being lodged 
between 1982 and 2000 (Figure 2), there were large numbers of 
applications for inclusion of varieties in the national list for the same 
period (Figure 4). Breeders were therefore focusing on listing their 
varieties instead of continuing to produce new varieties whose listing on 
the national varietal list was not certain. The registration of new varieties 
on the national list is driven by government entities, while breeding is 
mostly done by private companies. Synchronisation of the activities 
and processes is important to minimise delays in the processing of 
applications as well as granting of PBRs. Often breeders are directly 
affected by the delays in the registration system with potential revenue 
losses. The knock-on effect is that breeders are discouraged from 
continued investment in new varieties and consequently the sector, as 
well as the economy, is negatively affected.

Applicants for inclusion of sunflower varieties on national 
variety list
We analysed the nature of applicants seeking inclusion of sunflower 
varieties on the South Africa national variety list for the period 1979–
2019. The focus was on identifying the changing public, private and 
foreign owners’ roles in the sunflower national variety list. Table 1 
presents the composition of applicants (breeders and seed sellers) of 
sunflower varieties on the national variety list. Based on analysis of 
shares of sunflower varieties included on the national variety list since 
the first publication of the South African Plant Variety Journal in 1979, 
there were 54 applicants and the main applicants were Pannar with 102 
varieties (23.8%), Pioneer seeds with 51 varieties (11%), Saffola seed 
with 42 varieties (9.8%) and the Agricultural Research Council (ARC) 
with 10 varieties (2.3%). The public sector represented by ARC came 
into play to apply for inclusion of their sunflower varieties on the national 
variety list in 1995, which shows that the public sector was not dealing 
much with sunflower. The main applicants and also owners of sunflower 
varieties are private companies in South Africa and foreign private 
companies that collaborate with local private companies. These foreign 
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companies are Syngenta South Africa and Syngenta France, Cargill SA 
and Cargill USA and Pioneer Seeds and Sipco Sun Products. In a study 
done in the Netherlands, Louwaars et al.16 found that the public sector 
(universities, government bodies and private non-profit organisations) 
submitted 23.8% of plant based patents, while in a study done in the 
USA, public bodies were granted 21.9%. Furthermore, Louwaars et 
al.16 found that in the Netherlands, private companies dominated the 
number of plant-based patents granted in the country. In South Africa, 
the wheat sector is also governed by the private sector with companies 
like Sensako and Pannar.15

Table 1: Applicants for inclusion on the national variety list

Applicant 
Number of 

applications
Percentage of 
applications

Cereal Research Non-Profit Company and 
Sanniesguns Boerdery Trust

2 0.5

Abeseed 4 0.9

Abeseed and Interstate Seed Co USA 2 0.5

Advanta Seeds England 3 0.7

Advanta Seeds SA and Argentina 4 0.9

Advanta Seeds SA and Interstate Seed USA 2 0.5

Africa Pacific Seeds 2 0.5

Agricol 7 1.6

Agricol and Lefroy Seeds Australia 5 1.2

Agricol and Nuseed 4 0.9

Agricol and Seed 2000 1 0.2

Agricol and Triumph Seed USA 4 0.9

Agseed 2 0.5

Agricultural Research Council 10 2.3

Asbseed 4 0.9

Asgrow SA (Pty) Ltd 20 4.7

Bioseeds SA and Bioseeds USA 3 0.7

Cargill SA (Pty) Ltd 8 1.9

Cargill SA (Pty) Ltd and Cargill Argentina 2 0.5

Cargill SA (Pty) Ltd and P.A.G Seeds USA 1 0.2

Carnia 30 7.0

Ciba-Glegy 1 0.2

Continental South Africa and Pacific Seeds 1 0.2

Dr Knapp 1 0.2

Applicant 
Number of 

applications
Percentage of 
applications

Gunson S.A (Pty) Ltd and Northup King 1 0.2

Gurson SA (Pty) Ltd 2 0.5

H.M Muller 2 0.5

Jackson M., Maurona Flora 3 0.7

Monsanto SA and Monsanto Argentina 4 0.9

Nidera SA and Kksm 4 0.9

P.A.G Seeds 3 0.7

P.A.G Seeds SA and P.A.G Seeds USA 1 0.2

Pannar 102 23.8

Pannar and Dow Gro Sciences Argentina 1 0.2

Pannar and Seed 2000 3 0.7

PHI 5 1.2

Pioneer Hi-Bred, USA 2 0.5

Pioneer Seed 51 11.9

Pioneer Seeds and Sigco Sun Products 28 6.5

RN France and Agricol 1 0.2

Sabi (Edms) Bpk 5 1.2

Saffola Seed 42 9.8

Saffola Seed and Seedtec International USA 4 0.9

Safora Seed (Pty) Ltd 4 0.9

Seedcor 3 0.7

Sensako 21 4.9

Sensako and De Kalb-Phizer 1 0.2

Stauffer Seeds 3 0.7

Sygenta SA and Sygenta France 7 1.6

Thuleka 1 0.2

United Seeds SA and Gabonater Meszte’si 
Kutató Kht Hungary

1 0.2

Wickens Beleggings BK 1 0.2

Source: Data obtained from Plant Variety Journal

Figure 5 presents the changing composition of applicants of sunflower 
varietal inclusion on the national variety list. The majority of the varietal 
inclusion applications for sunflower varieties were filed by local private 
companies like Pannar, Pioneer, Sensako, Cargill, Carnia, Agroseed 
and more.

Table 1 continued

Table 1 continues in the next column
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become applicable at various filling stations in South Africa.12 However, 
the success of sunflower-dependent industries depends on the success 
and level of innovation in the release and registration of new sunflower 
varieties in South Africa. Hybrid varieties are often more productive to 
meet the ever-growing demand in the renewable energy sector, hence 
a more efficient seed breeding programme, variety registration and 
granting of breeders’ rights is required to ensure long-term growth and 
sustainability of the sector.

Conclusion and recommendations
We analysed the evolving landscape of sunflower plant breeders’ rights 
to address the absence of empirical proof of the patterns and trends of 
sunflower varietal improvements in South Africa. The aim of the study 
was to provide evidence on the evolution of varietal rights, the extent of 
varietal rights granted, and which sunflower varieties were included on 
the national variety list and the breeders and owners of the varieties. The 
changes of the rights over time, changing ownership of PBRs (including 
comparison between public and private as well as domestic and foreign 
breeders) and the impact of plant variety protection on sunflower 
development were analysed. We put together a detailed and novel 
count and attribute database of sunflower varietal innovations in South 
Africa from 1979 to 2019, using information from Plant Variety Journal, 
Department of Agriculture Forestry and Fisheries, South African National 
Library and ARC. The empirical analyses were based on descriptive 
statistics, trend analysis and graphical representation of trends and 
ownership of PBRs of sunflower varietal improvements and applications 
of sunflower for inclusion of varieties on the national variety list. 

A total of 76 PBR sunflower varietal applications were lodged during 
the period under study with an average of 1.9 applications per annum. 
The breeders of new varieties need to be protected for them to receive 
returns on their investments into varietal improvement research. This can 
be done by improving the efficiency of the registration and processing of 
applications related to PBRs. Furthermore, innovations can be stimulated 
by strong collaborations between the private and public sectors, which 
can be achieved by improving legislation that governs all players in 
the sector.
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The inadequacy of the nutrient supply of most tropical and sub-tropical soils may be curbed through 
organic material recycling, thus reducing the need for mineral fertiliser use. To promote tobacco waste 
recycling in a smallholder food-cash crop production system, nutrient uptake, dry biomass yield and taste 
of oilseed rape (Brassica napus L.) and soil chemical properties were determined on a sandy loam soil 
under field conditions. The experiment was a randomised complete block design with three blocks and 
eight treatments, namely, control (no amendment), mineral fertiliser (121, 30.8, 24.6 kg/ha N, P and K, 
respectively), uncomposted tobacco leaf scrap (TSC) and compost of TSC and cattle manure (TSC-CM) 
at 5, 20 and 40 t/ha. N, P and K uptake and dry biomass yield of oilseed rape were higher (p<0.05) than 
control with 40 t/ha TSC-CM and mineral fertiliser application at 3 weeks after transplanting (WAT), while 
significant improvements with TSC were observed from 5 WAT. Mineral N, extractable P and exchangeable 
K were higher than control with TSC-CM at 20 t/ha and 40 t/ha at 3 WAT, and higher with TSC at 9 
WAT. Soil organic carbon was more improved with TSC application than TSC-CM at 9 WAT. Organoleptic 
testing revealed an intensely bitter taste in oilseed rape with mineral fertiliser, 20 t/ha and 40 t/ha TSC at 
3 WAT, although it diminished with time. A trade-off of nutrient uptake, yield, taste of oilseed rape and soil 
properties improvement is attainable with application of TSC-CM at 40 t/ha, while if composting is not 
feasible, TSC application at 20 t/ha is a viable alternative. Thus, judicious utilisation of tobacco waste offers 
a viable solution to the problem of low soil fertility on sandy soils and can reduce the need for mineral 
fertiliser use, while promising sustainable soil management.

Significance:
•	 The study underlines the importance of recycling of organic materials as a viable, environmentally safe 

and low-cost soil fertility management practice.

•	 The study presents pragmatic practices that may be adopted so as to optimise the benefits of use of 
tobacco waste on food-cash crop smallholder farms, given the increasing popularity of such farming 
systems in Africa.

Introduction
The cultivation of green leafy vegetables in smallholder farms across sub-Saharan Africa is widespread1,2 and 
essential for crop diversification. Crop diversification increases farm productivity, income and food variety while 
cushioning smallholder farmers against food price and climate shocks.3 The leaf biomass of Brassica provides 
fibre, vitamins, macronutrients, micronutrients and antioxidants to rural populations, which supplements nutrients 
obtained from the predominantly cereal-based staple diets.4 In the southern African context, like in Zimbabwe, 
oilseed rape (Brassica napus L.) is grown for its leaves and is one of the primary vegetable crops due to its high 
profitability, all-year round production and its short lifespan as compared to other leafy vegetables.5 However, 
oilseed rape has high nutrient requirements which can be met through mineral and/or organic fertiliser applications 
to attain optimum yield.6 Resultantly, continuous cropping without sufficient nutrient replenishment reduces 
productivity and poses a serious threat to the sustainable use of soil.

Soil infertility characterised by nutrient deficiencies, soil acidity and declining soil organic matter has been 
recognised as the fundamental biophysical constraint to crop productivity among smallholder farms,7 thus various 
efforts have been directed towards addressing this problem. Ganya et al.5 showed that nitrogen fertilisation at 
increasing rates significantly increases oilseed rape biomass yield, while leguminous trees’ biomass yields have 
been tested in isolation and in combination with N-fertiliser with positive results.8,9 However, the prohibitive prices 
of mineral fertilisers10 and risk of soil acidification11 may discourage its recommendation. Additionally, Maereka et 
al.12 found a correlation between nitrate accumulation in Brassica juncea leaves and N-fertilisation, which resulted 
in a bitter taste of the vegetables, which raises the question of the suitability of intensive mineral fertiliser application 
on quality of vegetables. On the other hand, the adoptability of promising organic amendments including animal 
manures and agroforestry technologies is constrained by factors including unavailability in adequate quantities as 
well as variable quality.8,13,14 Accordingly, site-specific soil fertility management interventions are key in fostering 
relevance and adoptability.

Soil amelioration with tobacco waste (Nicotiana tabacum L.) has been shown to be beneficial in improving the 
productivity of various horticultural crops including lettuce (Lactuca sativa), spinach (Spinacia oleracea) and 
tomato (Lycopersicon esculentum).15-17 Further, soil biological and physical properties have also been enhanced by 
tobacco waste application in other parts of the world.18,19 Tobacco waste nutrient levels in the range 1.97–2.38% N, 
0.21–0.50% P, 0.32–1.03% K and 38–41% C have been documented,19,20 pointing to its potential value as a nutrient 
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resource. Meanwhile, tobacco production in smallholder farming 
systems has been on the rise in sub-Saharan Africa, particularly in 
leading tobacco-producing countries, such as Tanzania, Zimbabwe 
and Malawi, due to the policy reforms in the tobacco value chain and 
land resettlement initiatives.21,22 For example, in Zimbabwe, on average, 
production of tobacco occurs on 1.3-ha plots on the resettlement 
smallholder farms.23 Although tobacco production has been on the 
decrease in developed parts of the world, the economic benefits are 
prioritised over the health risks in developing countries.24 Subsequently, 
tobacco production creates a niche for organic waste generation in the 
form of tobacco leaf scrap (TSC). Tobacco leaf scrap is generated on-
farm during harvesting, grading and packaging of the tobacco leaf. As 
such, TSC can be beneficially utilised to augment the limited organic 
resources in smallholder farming systems for the production of food 
crops, including oilseed rape. 

Composting of tobacco waste with different organic materials such 
as cattle, pig and poultry manure has been widely employed as 
an environmentally friendly method of tobacco waste handling in 
tobacco processing industries, while generating a nutrient rich soil 
ameliorant.18,25 Composting ensures detoxification of nicotine before 
soil amelioration18,26,27 as a high concentration of nicotine is linked 
to depressed microbial activity27. However, labour constraints in 
smallholder food-tobacco producing farming areas28 as well as 
limited access to animal manures may deter adoption of composting 
technologies. On the other hand, other studies have attested to the 
positive benefits of direct application of tobacco waste such as 
favourable electrical conductivity (EC) of soil solution, increased 
microbial activity due to high carbon substrate, high macronutrient 
supply, insecticidal properties and improved soil aggregate stability 
due to phenolic properties.29-31 Further, Nota et al.32 and Seckar et al.33 
posit that the risk of nicotine toxicity with raw tobacco application 
is low due to rapid degradation in soil. As such, there is scope for 
evaluation of the potential of use of tobacco waste as a soil ameliorant 
so as to develop recommendations that are relevant across diverse 
smallholder farms.

Additionally, despite the extensive literature on tobacco waste use in 
vegetable production, no organoleptic (taste) studies relating tobacco 
waste application to vegetable taste have been done, yet the study by 
Maereka et al.12 attests to the key role that fertilisation plays on vegetable 
quality. Accordingly, given the limited access to fertiliser inputs and 
paucity of information on the use of tobacco waste under smallholder 
systems, we sought to investigate the comparative nutrient uptake, yield 
and taste of oilseed rape and selected chemical parameters of soil after 
amendment with uncomposted TSC and compost of TSC and cattle 
manure (TSC-CM) at increasing rates relative to recommended mineral 
fertiliser application rate. We hypothesised that TSC and TSC-CM would 
increase nutrient uptake and yield of oilseed rape and fertility status of 
the soil relative to the control and mineral fertiliser treatments. We further 
hypothesised that TSC would increase nitrogen and possibly nicotine 
uptake causing bitterness in oilseed rape relative to control, mineral 
fertiliser and TSC-CM treatments. 

Materials and methods
Site description
The field experiment was conducted at the Marondera University of 
Agricultural Sciences and Technology (MUAST) farm, Mashonaland 
East Province in Zimbabwe. The MUAST farm lies at 18o21’56” S and 
31o42’19” E in Svosve farming area. The area is typically characterised 
by hot, wet summers and cold, dry winters. An annual rainfall of 700–
1000 mm is received between the months October to April, marking 
the wet season, while winter season is experienced between May 
and August. The dominant soil type is the granite-derived sandy soils 
(Arenosol),34 which is typically highly leached and infertile. 

Chemical composition of the organic amendments used 
in the experiment 
Tobacco leaf scrap used for the experiment was collected from MUAST 
tobacco curing barns, grading and packaging sheds, while cattle manure 
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(CM) was carefully swept off the top layers of the MUAST farm cattle 
pen. The TSC-CM was composted by mixing TSC and CM at a 50:50 
w/w basis in 1-m3 perforated wooden bins. Aeration of compost was 
done weekly by turning of compost and moisture content was maintained 
at 60%. After 69 days, compost was deemed mature, with compost 
temperature matching ambient temperature. The chemical composition 
of TSC, CM and TSC-CM is given in Table 1.

Field experimentation
Nursery of oilseed rape (var. Hobson) was prepared in October 2017 
by drilling seeds into a fine tilth seedbed, and lightly covering with 
soil, grass mulch and watering. Watering was done using a watering 
can fitted with a rose sprinkler every 2 or 3 days to ensure adequate 
moisture. Mulch was removed a week after seedling emergence. Five 
days prior to transplanting, seedlings were treated with Malathion 50% 
E.C and Carbaryl 50 WP to control aphids and cutworms. Seedlings 
were transplanted 28 days after emergence, prior to which they were 
hardened through water stressing for 7 days. 

Seedlings were transplanted onto a sandy loam soil with pH (H2O) of 5.4, 
total N, extractable P and soil organic carbon (SOC) content of 0.7 g/kg, 
18.7 mg/kg and 5 g/kg, respectively. The field was ploughed to a depth 
of 0.25 m using a tractor-drawn disc plough followed by levelling using 
a hand-held hoe. The experiment was laid out in a randomised complete 
block design with three blocks each consisting of eight plots measuring 
3.5 x 3 m. Seedlings were transplanted at a plant density of 83 333 plants/
ha. The treatments consisted of a control with no fertility amelioration, 
mineral fertiliser, TSC and TSC-CM applied at 5, 20 and 40 t/ha. The 
mineral fertiliser treatment was 500 kg/ha compound D + 250 kg/ha 
ammonium nitrate supplying equivalents of 121 kg N/ha, 30.8 kg P/ha 
and 24.6 kg K/ha representing the high nutrition required for oilseed rape 
as recommended in the growers manual.6 The organic amendments 
were spread and incorporated into soil by digging with hand-held hoes 
to about 0.1 m, a day before transplanting, while basal mineral fertiliser 
was applied at transplanting. All plots were watered immediately after 
transplanting. Top dressing fertiliser was applied to the mineral fertiliser 
plots only, 3 weeks after transplanting (WAT). The crop was mainly rain-
fed, with equal amounts of supplementary irrigation applied to all plots 
as required, using a watering can. The plots were kept weed free through 
hand hoeing. A repeat application of Malathion 50% E.C to control aphids 
was done at 5 WAT.

Table 1: Chemical composition of organic materials used for composting 
and as a soil amendment

TSC CM TSC-CM

Total N (g/kg) 24.1 7.3 19.5

Total P (g/kg) 2.6 0.6 3.5

Total K (g/kg) 18.2 10.4 12.3

Total C (g/kg) 415 301 202

C/N 17.2 41.2 10.3

pH (H2O) 5.9 6.8 8.7

Nicotine (mg/kg) 17 500 – < 100

TSC, tobacco leaf scrap; CM, cattle manure; TSC-CM, tobacco leaf scrap and cattle 
manure compost

Biomass yield determination
Fresh oilseed rape leaves were harvested from a netplot, consisting of 
the four inner rows leaving two border rows on each side of the plot, 
at 3, 5, 7 and 9 WAT. Mature leaves were plucked from each plant, 
leaving three young leaves. Thereafter, the leaf samples were weighed 
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to determine fresh biomass. Sub-samples of the biomass were oven 
dried at 70 °C for 72 h, weighed and processed for subsequent nutrient 
content determination. Dry biomass yield was calculated by multiplying 
the fresh biomass yield with a moisture correction factor. The remaining 
fresh leaf biomass samples were used for organoleptic testing. 

Plant tissue nutrient and nicotine determination
Tissue nutrient concentration (total N, P, K, Fe, Zn, Cu and Mn) was 
obtained from digestion of oven dry plant tissue sample using sulfuric 
acid–selenium powder mixture on a block digester at 330 °C.35 This was 
followed by absorbance readings at 650 nm and 880 nm for total N 
and P, respectively, after blue colour development using a UV-vis single 
beam spectrophotometer. Distilled water was used to dilute aliquots of 
the sample digest and then K and micronutrient concentrations were 
read off an atomic absorption spectrophotometer.35 Total uptake of N, P 
and K in kg/ha were separately calculated as:

Nutrient uptake (kg/ha) = concentration of the nutrient (%)  
*dry matter (kg/ha) / 100 Equation 1

Nicotine analysis was done at the Tobacco Research Board chemistry 
laboratory providing commercial analytical services. The procedure 
involved steam distillation of ground material under strongly basic 
conditions, followed by acidification of the distillate and ultraviolet 
absorbance reading at 236 mµ, 259 mµ and 282 mµ on a UV-vis 
spectrophotometer.36

Taste determination
Taste determination of fresh leaf biomass was done at each harvest, with 
the help of untrained panelists. The use of untrained panelists ensured a 
measure of general acceptance and not quality control as is the case with 
wine, tea and cheese tasting that require trained assessors.12 The taste 
panel of 15 people (aged 18–65) consisted of MUAST employees as 
well as surrounding community members who consented to participate 
in the study. About 25–30 leaves were composited from each replicate 
treatment, chopped and boiled for 5 min in 1 L of water in separate pots. 
The samples were cooled and served in small plastic boxes, labelled 
using numbers and arranged randomly. Tasting was done one person 
at a time to minimise bias. A glass of water was given to each panelist 
to rinse their palate after tasting each sample.12 Taste scoring was done 
on a scale of 1 to 4, with a score awarded for each tasted sample. The 
scores were recorded on a score sheet. A score of 1 represents ‘not 
bitter’, 2 – ‘mildly bitter’, 3 – ‘bitter’ and 4 – ‘extremely bitter’.

Soil chemical analyses
Soil was randomly sub-sampled from the plots and composited at 
3 and 9 WAT (first and last harvest) for soil pH, EC, total C, mineral 
N, extractable P and exchangeable K. Mineral N was measured from 
fresh soil samples while the rest of the assays were done on air-dry soil 
sub-samples. Soil pH and EC were read from a 1:2.5 w/v soil:deionised 
water supernatant suspension.37 Mineral N was extracted from soil 
using potassium sulfate followed by colourimetric determination of 
ammonium-N and nitrate-N which were summed together to obtain 
total mineral-N.35 Extractable P was determined according to Olsen’s 
extraction method, while exchangeable K was determined using the 
ammonium acetate method at pH 5.8 followed by absorbance reading 
on an atomic absorption spectrophotometer.35 Total C was analysed 
following the Walkley–Black method with external heating.37 Soil nicotine 
content was determined as previously described for plant samples.

Statistical analysis
Dry biomass yield, macronutrient uptake, micronutrient and nicotine 
concentration, soil nutrient and nicotine content data, collected at each 
sampling interval, were subjected to a one-way analysis of variance 
(ANOVA) at p<0.05 using GenStat Discovery 14th edition.38 Tukey’s 
honestly significant difference was used to separate between statistically 
different means. Taste data were recorded, cleaned and analysed using 
SPSS v.21.39 Taste data frequency rating for each treatment was derived 
by running descriptive statistical analysis in SPSS v.21 and frequency 

tables were generated. Thereafter, mean taste scores based on the rating 
of panelists for each treatment at each sampling interval were calculated 
and regressed against total N concentration in leaf biomass.40 Pearson 
correlation coefficients were used to assess the strength of association. 

Results and discussion
Oilseed rape macronutrient uptake
Nitrogen uptake at 3 WAT was higher (p<0.05) with mineral fertiliser 
and 40 t/ha TSC-CM than in the control and TSC treatments (Figure 1), 
while P uptake was more improved with the mineral fertiliser treatment 
(Figure 2). K uptake followed a similar trend to N uptake, although 
20 t/ha TSC was comparable to mineral fertiliser and the TSC-CM 
treatments at 3 WAT (Figure 3). This highlighted enhanced nutrient uptake 
during early growth due to mineral fertiliser and TSC-CM application. 
While mineral fertiliser supplied nutrients in a ready form, the difference 
between TSC-CM and TSC could be attributed to ready mineralisation in 
TSC-CM on account of the narrower C/N ratio, indicative of more N per 
degradable C as a consequence of composting.41 Additionally, depressed 
microbial activity associated with high nicotine content, as suggested by 
Adediran et al.16, could have been the cause. At 5 WAT, N, P and K uptake 
was approximately three times more (p<0.05) than in the control with 
TSC application at 20 t/ha and 40 t/ha and between 1.5–2.0 times more 
than in mineral fertiliser and TSC-CM. This finding was not surprising 
as TSC could potentially supply more nutrients than mineral fertiliser 
and TSC-CM. For instance, at 40 t/ha TSC could potentially supply 
964 kg N/ha relative to 121 and 780 kg N/ha from mineral fertiliser and 
40 t/ha TSC-CM, respectively. At 7 WAT, only 40 t/ha TSC resulted in 
significantly higher N, P and K uptake relative to mineral fertiliser and 
TSC-CM application at all rates (Figures 1–3) pointing to the longevity 
of nutrient supply at the higher application rate. Mostly, nutrient uptake 
in 5 t/ha TSC-CM and TSC did not significantly vary from the control, 
indicating limited effectiveness of such low application rates of organic 
amendments. Observations of higher nutrient uptake and yield with 
increasing application rates of tobacco waste have been reported in 
other studies.17,25

TSC-CM, tobacco leaf scrap and cattle manure compost, TSC, uncomposted tobacco 
leaf scrap 

Tukey’s honestly significant different (p<0.05) means per sampling interval are 
represented by different alphabetical letters.

Figure 1: Oilseed rape (Brassica napus L.) leaf tissue N uptake (mean±s.e.). 
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TSC-CM, tobacco leaf scrap and cattle manure compost, TSC, uncomposted tobacco 
leaf scrap 

Tukey’s honestly significant different (p<0.05) means per sampling interval are 
represented by different alphabetical letters.

Figure 2: Oilseed rape (Brassica napus L.) leaf tissue P uptake 
(mean±s.e.). 

TSC-CM, tobacco leaf scrap and cattle manure compost, TSC, uncomposted tobacco 
leaf scrap 

Tukey’s honestly significant different (p<0.05) means per sampling interval are 
represented by different alphabetical letters.

Figure 3:  Oilseed rape (Brassica napus L.) leaf tissue K uptake 
(mean±s.e.). 

Oilseed rape micronutrient content
Application of TSC-CM at 20 t/ha and 40 t/ha significantly (p<0.05) 
improved Mn at 3 and 7 WAT, Zn at 5 WAT and Cu across all harvests, 
relative to control and mineral fertiliser (Table 2). Fe, Mn and Cu were 
improved by both 20 t/ha and 40 t/ha TSC relative to control and mineral 
fertiliser at selected sampling intervals (Table 2). Unlike macronutrients, 
micronutrient concentration, for example Cu and Fe, was also improved 
by 5 t/ha application rate at certain sampling intervals. Micronutrient 
concentration has increasingly been reported to be low in soils on most 
smallholder farms resulting in calls for supplementation through foliar 
applications or adoption of micronutrient-enriched mineral fertilisers in 
order to meet human dietary needs.42 Therefore, TSC-CM and TSC offer 
a cheaper source of micronutrients on smallholder farms as observed in 
this study and in other studies.27

Nicotine content and toxicity risk in oilseed rape
Nicotine content in all oilseed rape leaf sub-samples was below 
detectable levels (<0.01% of dry leaf matter) indicating assimilation 
in low levels. The nicotine concentration was thus below 500 mg/kg 
toxicity threshold according to European Union Regulations.43 This 
finding was expected, especially from TSC-CM which had undergone 
prior composting.16 With regard to TSC, rapid degradation of nicotine 
has been reported to occur between a few hours to a few days in soil 
in other studies,32,33 thus explaining its low assimilation by the plants. 
Subsequently, risk of nicotine toxicity from consumption of the oilseed 
rape fertilised with TSC was minimal. 

Oilseed rape yield response to fertilisation
At 3 WAT, only mineral fertiliser and 40 t/ha TSC-CM treated plots had 
dry biomass yield that was higher (p<0.05) than that of the control, 
while those of the other treatments were not different (Figure 4). This 
finding was attributed to availability of nutrients in a ready form from 
mineral fertiliser, while only 40 t/ha application of TSC-CM ensured 
supply of nutrients in adequate amounts. On the other hand, although 
nutrient levels in TSC were comparatively higher (Table 1), there was 
wilting of seedlings in the 40 t/ha TSC treatment during the first week, 
resulting in gap filling being done in the second week. This was indicative 
of unfavourable conditions when high doses of TSC were applied. This 
observation is similar to that of Seckar et al.33 who reported inhibited 
early growth of lettuce head with high rates of tobacco waste amendment 
ascribed to high levels of nicotine in soil. In another study, Adediran et 
al.16 attributed poor seed germination of lettuce to high EC of tobacco 
waste and cabbage compost. Nonetheless, the inhibitory conditions were 
shown to subside within a week as successful gap filling was achieved 
in the subsequent week. This is consistent with the observations of Nota 
et al.32 and Seckar et al.33 who put forward that nicotine degradation in 
soils takes a few days, after which the risk of toxicity is extremely low. 
Consequently, this could have been the case in this study. Furthermore, 
the effects were only observable with the 40 t/ha application rate of TSC 
pointing to a dose-dependent effect.44 Although Delibacak and Ongun15 
recommended a 1-month waiting period before planting or sowing 
activities when soil is amended with uncomposted tobacco waste, the 
present study indicated that a shorter waiting period of at least 1 week 
may be adequate. A shorter waiting period may reduce opportunities for 
nutrient loss, thus fostering optimum nutrient utilisation. At 5 WAT, 40 t/
ha TSC resulted in 116%, 85% and 30% more biomass yield than control, 
mineral fertiliser and 40 t/ha TSC-CM, respectively (Figure 4). Further, 
at 7 WAT, more biomass yield was realised from 20 and 40 t/ha TSC 
relative to control, mineral fertiliser and TSC-CM (Figure 4). At 9 WAT, 
TSC at 20 t/ha and 40 t/ha yielded approximately 0.25 t/ha and 0.34 t/
ha dry biomass, respectively (not shown on the figure), while the rest of 
the treatments did not produce any harvestable biomass, due to severe 
damage of plants by aphids (Aphidoidea spp.). Resultantly, cumulative 
biomass yield was significantly higher in 20 and 40 t/ha TSC treated 
plots relative to those of other treatments including mineral fertiliser and 
TSC-CM amended treatments (Table 3). This was attributed to supply of 
more nutrients from TSC relative to TSC-CM and mineral fertiliser as well 
as the additional biomass harvested at 9 WAT. 
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Table 2:  Micronutrient concentration in oilseed rape (Brassica napus L.) leaf tissue 

Weeks after transplanting

3 5 7 3 5 7 3 5 7 3 5 7

Fe
(mg/kg)

Zn
(mg/kg)

Mn
(mg/kg)

Cu
(mg/kg)

Control 356.2a 243.0a 174.3a 72.1a 69.0a 61.5a 93.0a 45.1a 27.3a 7.1a 3.3a 7.1a

Mineral fertiliser 521.3a 295.4ab 198.4ab 86.3ab 78.4ab 75.8ab 104.6ab 42.7a 27.9a 7.6a 4.6a 10.1ab

5 t/ha TSC-CM 681.6ab 203.6a 164.2a 139.6b 132.7c 74.6ab 98.3a 42.3a 31.8ab 18.8b 18bcd 15.4bc

20 t/ha TSC-CM 845.4ab 256.9ab 251.7bc 147.6b 136.5c 83.5b 132.0cd 53.2a 41.9bc 23.5b 21.5cd 20.9cd

40 t/ha TSC-CM 910.8b 342.1bc 261.6bc 204.4c 179.3d 85.6b 144.8cde 65.8b 49.9bc 26.6b 23.4d 20.8cd

5 t/ha TSC 1559.1c 292.0ab 173.7a 91.8ab 71.4ab 73.5ab 110.8ab 41.9a 34.8ab 8.5a 3.9a 6.1a

20 t/ha TSC 1579.4c 331.2bc 224.6bc 103.2ab 85.1ab 92.8bc 111.5ab 50.2a 45.6bc 8.6a 8.3ab 14.1bc

40 t/ha TSC 1154.4bc 392.8bc 221.8bc 131.2b 100.7b 107.6c 150.7de 74.9bc 65.2d 9.0a 12.1bc 17.9c

Means followed by the same lowercase alphabetical letters at each harvest are not significantly different at p<0.05 according to Tukey’s honestly significant difference test.

TSC, tobacco leaf scrap; CM, cattle manure; TSC-CM, tobacco leaf scrap and cattle manure compost

TSC-CM, tobacco leaf scrap and cattle manure compost, TSC, uncomposted tobacco 
leaf scrap 

Tukey’s honestly significant different (p<0.05) means per sampling interval are 
represented by different alphabetical letters.

Figure 4: Oilseed rape (Brassica napus L.) dry biomass yield (mean±s.e.). 

Table 3:  Cumulative dry mass yield of oilseed rape (Brassica napus L.) 
9 weeks after transplanting

Treatment Dry biomass yield (t/ha)

Control 1.19a

Mineral fertiliser 1.75b

5 t/ha TSC-CM 1.43ab

20 t/ha TSC-CM 1.61b

40 t/ha TSC-CM 1.91b

5 t/ha TSC 1.56ab

20 t/ha TSC 2.43c

40 t/ha TSC 2.52c

Means followed by the same lowercase alphabetical letters are not significantly 
different at p<0.05 according to Tukey’s honestly significant difference test. 

TSC, tobacco leaf scrap; CM, cattle manure; TSC-CM, tobacco leaf scrap and cattle 
manure compost
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Oilseed rape organoleptic testing
The control was rated between ‘not bitter’ and ‘mildly bitter’ across the 
three sampling intervals, reflected by corresponding mean taste scores 
(Table 4). Extremely bitter taste of oilseed rape was observed with 
mineral fertiliser and TSC at 20 t/ha and 40 t/ha at 3 WAT and decreased 
with time (Table 4). On the other hand, TSC-CM at all rates and 5 t/ha 
TSC ranged between ‘mildly bitter’ and ‘bitter’ at 3 WAT, diminishing 
with time (Table 4). There was a positive but weak correlation between 
total N content and mean taste scores across all harvest periods 
(Figure 5), while no correlations were done with nicotine concentration 
owing to non-detectable levels. The intense bitterness of oilseed rape 
in TSC treatments at 20 t/ha and 40 t/ha confirmed the existing but 

undocumented concerns in the study area with TSC use, although it was 
not limited to TSC treatments – it also occurred with mineral fertilisation. 
While the bitterness with mineral fertilisation could be attributed to 
nitrogen and nitrate content in Brassica juncea leaves, as reported by 
Maereka et al.12, a weak correlation between taste and leaf N observed in 
this study indicated that nitrate could have had a more pronounced effect 
than total N. On the other hand, nitrate effects coupled with possible 
assimilation of by-products of nicotine breakdown could have been 
responsible for the bitter taste in TSC amended treatments,45 especially 
as bitterness was more intense during the early growth stages which 
coincided with periods of high nicotine degradation. Nevertheless, these 
effects subsided with time, thus pointing to an opportunity for utilisation. 

Table 4: Frequency of panelists’ taste perception of oilseed rape (Brassica napus L.) leaf taste and mean taste scores

WAT Treatment Not bitter Mildly bitter Bitter Extremely bitter Mean taste score

3 WAT

Control 73.3 26.7 0.0 0.0 1.3

Mineral fertiliser 0.0 13.3 33.3 53.4 3.4

5 t/ha TSC-CM 40.0 26.7 33.3 0.0 1.9

20 t/ha TSC-CM 60.0 33.3 6.7 0.0 1.5

40 t/ha TSC-CM 6.7 73.3 20.0 0.0 2.1

5 t/ha TSC 13.3 53.4 33.3 0.0 2.2

20 t/ha TSC 0.0 0.0 60 40.0 3.4

40 t/ha TSC 0.0 0.0 53.3 46.7 3.5

5 WAT

Control 86.7 13.3 0.0 0.0 1.1

Mineral fertiliser 0.0 40.0 60.0 0.0 2.6

5 t/ha TSC-CM 33.3 40.0 26.7 0.0 1.9

20 t/ha TSC-CM 33.3 53.3 13.3 0.0 1.8

40 t/ha TSC-CM 20.0 66.7 13.3 0.0 1.9

5 t/ha TSC 26.7 60.0 13.3 0.0 1.9

20 t/ha TSC 6.7 80.0 13.3 0.0 1.8

40 t/ha TSC 0.0 33.3 60.0 6.7 2.0

7 WAT

Control 80.0 20.0 0.0 0.0 1.2

Mineral fertiliser 40.0 46.7 13.3 0.0 1.7

5 t/ha TSC-CM 53.7 47.3 0.0 0.0 1.5

20 t/ha TSC-CM 60.0 40.0 0.0 0.0 1.4

40 t/ha TSC-CM 86.7 13.3 0.0 0.0 1.1

5 t/ha TSC 40.0 60.0 0.0 0.0 1.5

20 t/ha TSC 60.0 26.7 13.3 0.0 1.8

40 t/ha TSC 33.3 53.4 13.3 0.0 1.8

The values are valid percentage of respondents (n=15). 

A taste score of 1 represents ‘not bitter’, 2 – ‘mildly bitter’, 3 – ‘bitter’ and 4 – ‘extremely bitter’.

TSC, tobacco leaf scrap; CM, cattle manure; TSC-CM, tobacco leaf scrap and cattle manure compost; WAT, weeks after transplanting
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WAT, weeks after transplanting

Figure 5: Relationship between total N content and mean taste scores of 
oilseed rape (Brassica napus L.). 

Selected soil chemical properties during growth of 
oilseed rape 
Soil pH ranged from 6.0 to 7.1 and did not significantly (p>0.05) vary 
across treatments at 3 WAT, although at 9 WAT it was significantly 
(p<0.05) higher with 20 and 40 t/ha TSC-CM (Table 5). The alkaline 
nature of TSC-CM (Table 1) most likely contributed to the increase in 
soil pH and this was desirable as the sandy soils in the study area are 
prone to acidity and increased risk of induced nutrient deficiencies.46 

Consequently, TSC-CM application can be recommended to curb these 

problems. At 3 WAT, mineral fertiliser and TSC-CM produced higher EC 
than control and TSC applications, while at 9 WAT, both TSC-CM and 
TSC at 20 t/ha and 40 t/ha produced higher EC than both the control and 
mineral fertiliser did (Table 5). This indicated higher cationic and anionic 
concentrations, mostly likely mineralised from the organic amendments. 
Bertran et al.47 and Loper at al.48 attributed a similar increase of EC to 
cation release during organic material mineralisation. The increase in 
EC was variable and although 40 t/ha TSC resulted in 12 times higher 
EC than control, it was still below the critical limit of 4.0 dS/m and thus 
did not pose any detrimental salt effects.49 Soil organic carbon was 
significantly (p<0.05) higher with application of both TSC-CM (except 
at 5 t/ha) and TSC than the control and mineral fertiliser at 3 WAT (Table 
5). Also at 9 WAT, both 20 t/ha and 40 t/ha application rates for TSC-CM 
and TSC resulted in significantly higher SOC over control and mineral 
fertiliser. This was by a margin of 85–169% with TSC-CM, while a wider 
margin of 137–229% was noted with TSC application. Higher SOC 
content with TSC at 9 WAT was in accordance with the higher C content 
in TSC due to availability of undegraded substrate. Additionally, carbon 
shielding associated with possible aggregate binding due to the release 
of phenolic substances during decomposition of TSC could have 
contributed to the higher SOC.31 On the other hand, the significantly 
(p<0.05) higher mineral N after addition of  20 t/ha and 40 t/ha TSC-CM 
and TSC relative to the control treatment (Table 5) was ascribed to the 
supply of nutrients from the organic amendments. Mineralisation of the 
organic materials also explained the observed high levels of extractable 
P and exchangeable K (Table 5). Generally, higher nutrient contents were 
observed in TSC-CM at 3 WAT than TSC owing to the narrower C/N ratio 
in the compost which favoured faster mineralisation.41 This was also 
confirmed by the nutrient uptake observations and pointed to more ready 
mineralisation of TSC-CM than TSC, while conversely, TSC presented 
an opportunity for prolonged supply of nutrients. Nicotine content in 
soil was below the 100 mg/kg detection level in all treatments across 
sampling periods (results not shown). As such, the risk of nicotine 
toxicity with TSC application was shown not to persist beyond 3 weeks. 
This observation attests to observations of swift degradation of nicotine 
in soil, as reported in other studies.32,33

Table 5:  Selected soil chemical properties during growth of oilseed rape (Brassica napus L.)

Weeks after transplanting

Treatment

3 9 3 9 3 9 3 9 3 9 3 9

pH H2O EC (µS/cm) Total C (%) Mineral N (mg/g) Available P (mg/kg)
Exchangeable K 

(cmol/kg)

Control 6.52a 6.59a 62.1ab 40.3a 0.49a 0.47a 3.5a <1a 20.8a 19.6a 0.21a 0.19a

Mineral fertiliser 6.01a 6.30a 112.7b 52.1a 0.55a 0.49a 60.0c 15a 102.1c 67.9b 0.73c 0.56b

5 t/ha TSC-CM 6.79a 6.91ab 115.0b 48.0a 0.52a 0.66a 10ab 7.5a 21.5a 20.8a 0.41b 0.20a

20 t/ha TSC-CM 6.92a 7.08b 233.0c 172.5c 1.86c 1.34bc 28.0b 17.5a 79.0b 36.1a 0.85cd 0.23a

40 t/ha TSC-CM 6.97a 7.05b 322.0d 168.0c 1.89c 1.96de 40.0bc 20.0a 90.8bc 136.3d 0.91d 0.24a

5 t/ha TSC 6.44a 6.17a 48.3a 40.5a 1.28b 0.93ab 7.5a 30.0a 32.7a 38.2a 0.13a 0.23a

20 t/ha TSC 6.41a 6.60a 77.0ab 128.0b 1.32bc 1.66cd 20.0b 40.0a 33.3a 91.0c 0.21a 0.45b

40 t/ha TSC 6.75a 6.62a 98.5ab 505.0d 1.44bc 2.31e 25.0b 140.0b 38.4a 192.4e 0.21a 1.47c

Means followed by the same lowercase alphabetical letters at each harvest are not significantly different at p<0.05 according to Tukey’s honestly significant difference test. 

TSC, tobacco leaf scrap; CM, cattle manure; TSC-CM, tobacco leaf scrap and cattle manure compost
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Conclusion
The readiness of supply of nutrients by TSC-CM was highlighted 
at an application rate of 40 t/ha, and pointed to its importance in the 
promotion of early crop growth. On the other hand, higher nutrient 
supply and longevity of supply were realised with TSC application at 
20 t/ha and 40 t/ha. In addition, while soil pH was improved with TSC-
CM application, both TSC-CM and TSC improved soil nutrient levels 
including SOC, which is key towards organic matter build-up. Moreover, 
both TSC-CM and TSC were comparable in improving micronutrient 
concentration in oilseed rape relative to control and mineral fertiliser. 
Interestingly, there was low risk of nicotine toxicity in oilseed rape and 
soil with TSC application from 3 WAT. However, owing to the intensely 
bitter taste of oilseed rape in TSC-amended treatments, application of 
TSC-CM at 40 t/ha offers a trade-off of yield increase, nutrient uptake 
and oilseed rape taste and may, therefore, be more acceptable as an 
organic nutrient source relative to TSC. Notwithstanding, if composting 
is not feasible, TSC at 20 t/ha may be recommended, although the 
first harvest may have to be discarded. Thus, the viability of TSC-CM 
and TSC as practical solutions for nutrient supply and sustainable 
soil management were asserted. For further study, there is need for 
evaluation of performance of the organic materials based on the same 
N rate, evaluation of waiting periods after incorporation of TSC so as to 
enhance nutrient uptake during early growth stage as well as long-term 
application for sustainability.
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Land-based income streams, which include the consumption and selling of crops, livestock and 
environmental products, are inherent in rural households’ livelihoods. However, the off-farm cash income 
stream – primarily composed of migrant labour remittances, social grants, and savings and loans – is 
increasing in importance in many regions. This case study of 590 households from Bushbuckridge, South 
Africa, analyses the economic value of each of these income streams at three points: what enters the 
household, what is used and what is sold. Two important findings emerge. First, dependence on off-
farm cash incomes is far higher than previously suggested by case studies in the area and the benefits 
of employment accrue to those already better educated and wealthier. This suggests that shifts in off-
farm opportunities will exacerbate already deep inequalities. Second, while environmental products and 
crops are important for direct use, they generate insignificant cash incomes from sales. This suggests a 
weakening of the direct links between the local ecosystem and this society, challenging traditional notions 
of African rurality being intrinsically land based.

Significance:

Off-farm incomes such as wage labour, remittances and social grants are almost the sole source of cash 
for households in the study area. Even when including non-monetary incomes such as harvested produce, 
foraged goods and livestock products, off-farm incomes still represent the overwhelmingly largest proportion 
of overall household income value. This highlights the fact that South African rural economies are not 
consistently or primarily land based, and indicates the necessity of rural development strategies that facilitate 
participation in local cash economies. Otherwise, such efforts will be unable to yield broad benefits and will, 
instead, simply enrich those who are already better off.

Introduction
Household incomes in rural areas have been historically land-based, involving activities like cropping, livestock 
farming and resource harvesting, and were thus directly dependent on local ecosystem services.1 However, a 
considerable body of scholarship records the deagrarianisation of rural economies resulting from increasingly 
accessible industries, markets and infrastructure.2-4 In South Africa, increases in off-farm cash incomes are also 
driven by unprecedented access to information and communication technologies, as well as higher levels of 
education and modern attitudes in young adults from rural areas who are both pressured and aspire to exit land-
based livelihoods.5

While this shift presents opportunities for some rural South African households, growing dependence on cash 
incomes may marginalise those individuals who are less likely to be able to afford to buy goods or pay for basic 
services, nor have the financial or human capital to engage in migrant labour.5,6 Unchecked economic development 
in rural areas may therefore create greater inequality, while only benefitting the few households that are already 
economically well positioned.

A growing dependence on off-farm cash incomes has been noted in the study area7,8, indicating weakening 
feedback loops between a rural society and its surrounding ecology1. The wealth of some rural households may 
protect their livelihood against a depleted local environment, but for many, having a range of land-based income 
streams provides basic needs such as food security and resilience against seasonal and cyclical stresses, as well 
as against sudden shocks, such as the death of a household member.9,10

Environmental products in particular are generally freely available and are therefore a useful safety net from these 
stresses and shocks.9,10 Common types of environmental products include fuelwood and wild foods.11 Foraging for 
environmental products primarily contributes economic value to a household’s livelihood portfolio from direct use, 
rather than from sales.12 This refers to a product’s direct use value (DUV), which quantifies this direct consumption 
according to local monetary values.13 In the study region, commonly consumed wild foods include fruits, herbs and 
insects13, which households use to supplement their food security and other basic needs9,14.

Another income stream valued for its DUV in the study region is agriculture, which is broadly divided into crops 
and livestock.11 In some African countries, cropping provides the greatest portion of household income15, roughly 
equivalent to full-time employment as a labourer16. Very little of this value is, however, converted into cash through 
sales.3 Case studies from other villages in Bushbuckridge, South Africa, find that most households grow crops for 
direct use, but may sell some surplus once the household’s food security needs are met.5,16 The money saved by 
supplementing the household diet with own-grown foods may be invested in other livelihood strategies, such as 
education.17

Households that can afford to buy cattle, or that inherit them, may enjoy agricultural income equivalent to one-third 
of their entire income portfolio.17 This income could be generated in regular smaller amounts by selling milk or 
dung, or by renting cattle out for their draught power. Alternatively, households could ‘cash in’ their investment by 
selling the whole animal alive or slaughtered.17,18 By these means, cattle provide financial stability to a household18 
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and support other livelihood strategies such as small enterprises, farming and funding an education17. Cattle 
ownership and farming, however, incur considerable expenses such as veterinary bills, hired labour, losses due to 
theft, and the construction and maintenance of corrals and are therefore associated with wealthier households.17,18 
Households that cannot afford to farm cattle may farm smaller livestock such as goats, which cost less to buy and 
maintain.5

Off-farm incomes, typically from wage labour, non-agricultural self-employment, remittances, social grants, and 
savings and loans are an important source of cash for rural households.2,11,19 Globally, off-farm income makes 
up one quarter (25%) of the income portfolio of rural households. In South Africa, however, off-farm incomes 
contribute substantially more – up to 47% – to a rural household’s income portfolio.20

This study sheds new light on the relative importance of different income streams to rural households, drawing from 
a South African case study site, Bushbuckridge. Existing research deals with the same income streams introduced 
here,2,4,9-11,17-19 but none thus far analyse this full income portfolio simultaneously across time, as undertaken 
here, in order to examine how households optimise the value of their income streams. In this study, we form an 
understanding of how a household organises and optimises the entire spectrum of value that flows into it from the 
full range of income sources, be it from foraging, cropping, livestock keeping or cash incomes. The way we do so is 
to analyse each income stream at three different ‘points of analysis’ (POA), namely the value flowing in, the portion 
of this income that is used directly, and the portion that is converted into cash, as described in more detail under the 
Data Analysis subsection. By analysing all of the household income streams, as well as distinguishing between cash 
generated and direct use, we demonstrate that, notwithstanding the presence of cropping, foraging and livestock-
keeping in the area, off-farm incomes are almost the sole source of cash for households in Bushbuckridge. This 
key finding not only highlights the extent of deagrarianisation of former homeland regions such as Bushbuckridge, 
but also challenges what it means to be rural in the South African context.

Methods
Geography of the area
Data collection took place in the Bushbuckridge Local Municipality, Mpumalanga Province, in the northeast corner of 
South Africa during 2010 (Figure 1). This area is in the savanna biome, characterised by Granite Lowveld bushveld 
dominated by broad-leafed Combretaceae tree species in the sandy uplands, and species such as Dichrostachys 
cinerea and Grewia bicolor in the brackish bottomlands.21 Most of the woody vegetation is between 2 m and 5 
m high, with canopy cover varying from 5% in the open lands to 60% in woodlands.22 The landscape consists of 
gently undulating hills.22 The mean annual temperature is 22 °C, with night temperatures rarely low enough to cause 
frost.22 The highest levels of rainfall occur in the summer months of October to May, with average annual rainfall 
varying from 800 mm in the west to 580 mm in the more arid east.23

Villages in Bushbuckridge are scattered throughout the landscape, with homesteads aggregated into large 
settlements surrounded by communal rangelands. A homestead typically features dwellings, animal pens and 
home gardens in which crops such as maize, squash and ground nuts are cultivated.8 Rangelands are used for 
grazing livestock and foraging for environmental products.9 These practices appear, however, to be undermining 
local ecological health and the natural resource base.8

Figure 1: Map of the study site indicating study villages and their environmental context (vegetation cover and position 
along the rainfall gradient).

Socio-economic characteristics of the population
Under the apartheid government, what is now the Bushbuckridge Local Municipality was divided between two 
homelands, Gazankulu and Lebowa. The government forcibly moved black South Africans into these homelands 
in the 1960s and 1970s, resulting in a large increase in human density and thus substantially increasing pressure 
on natural resources. This has contributed to creating the peri-urban nature of the Bushbuckridge municipality that 
we see today.6
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Bushbuckridge has a population of 541 248, according to the latest 
available census data conducted in 2011, with an average annual 
growth rate of 0.79% (2001–2011).24 Population densities remain high, 
ranging from 146 people/km2 to over 300 people/km2.25 Key challenges 
to households include low income levels, high food insecurity25 and 
an unemployment rate of 50.1%24. A large portion of the population 
(17%) reported earning no income in the latest census, while an 
additional 24% earned between ZAR1.00 (USD0.14) and ZAR9600.00 
(USD1315.07), which is near or below the national poverty line of 
ZAR7440.00 (USD1019.18) at the time (conversions are based on the 
mean 2010 exchange rate of USD1.00 = ZAR7.30).24 Infrastructure in 
the area, such as roads and piped water, is inadequate, while electricity, 
although available, is unaffordable to most households for uses other 
than lighting.25

The quality of formal education in Bushbuckridge is low and few tertiary 
opportunities are available.25 Although health-care programmes have 
increased in the area, the growing rate of migrant labour is linked to a 
high incidence of TB and HIV, which put strain on local health services 
and household livelihood resilience in general.25

The field site, sampling and data collection
Data for this study were collected by teams led by some of the authors 
for the Sustainability in Communal Socio-Ecological Systems (SUCSES) 
research project as part of the broader MRC/Wits Agincourt Health 
and Socio-demographic Surveillance System. The SUCSES research 
project is a household livelihoods study linked with environmental 
monitoring, focusing specifically on interactions between humans and 
their environment over time. Key questions for the interviews dealt with 
livelihood capital and income-earning activities and correspond with the 
income streams addressed in this paper. The human ethics clearance for 
the SUCSES research project was obtained from the Human Research 
Ethics Committee (Non-Medical) of the University of the Witwatersrand 
(M10301).

The study area was delineated into three rainfall zones: >700 mm per 
annum, 600–700 mm per annum and <600 mm per annum, as rainfall 
directly affects three of the four income streams, namely environmental 
income, crop income and livestock income. A selection of nine villages 
was made: three from each rainfall zone to represent the village size 
range per rainfall zone. Within each rainfall zone, the villages that were 
the largest, smallest and closest to the mean were selected to ensure 
that variability in the important contextual factors of village size and 
rainfall were captured. This population frame included 7502 households. 
An 8% sample of households was randomly selected from each village 
in 2010, resulting in a total sample of 590 households. Only two 
households declined to participate. Interviews took place at the end of 
the growing season, April–June. Mean household size in our sample 
±s.d. was 8.14±4.14.

Face-to-face interviews with an adult representative of each household 
collected quantitative data using a hardcopy questionnaire that focused 
on the livelihood capitals, activities, outcomes and incomes of the 
household. Interviews were conducted in the local language (Shangaan) 
by experienced local fieldworkers. Each interview lasted about one hour. 
Informed consent was obtained before every interview and the principles 
of the Declaration of Helsinki were adhered to.

The data for our study indicated that households drew on four broad 
livelihood income streams: environmental income, crops, livestock and 
off-farm incomes. Environmental, crop and livestock incomes include 
‘in-kind’ uses, or the direct use of these products, as well as the cash 
generated from their sale. Off-farm incomes, however, refer exclusively 
to cash incomes primarily consisting of migrant labour, remittances, 
and savings and loans. Agricultural income streams were calculated per 
annum, due to the seasonal rhythms of income generation characteristic 
of agriculture, but the other three income streams were recorded as 
monthly values, multiplied by the months of the year during which such 
income was obtained to determine annual amounts.

Data analysis
The four income streams (environmental, crops, livestock, off-farm) 
were analysed using three points that facilitate examination of how 
households organise and optimise the value of the various streams 
(Figure 2). The first column in Figure 2, is the primary income POA that 
comprises the DUV of all products and materials entering the household 
from any source other than cash purchasing. As such, DUV refers to the 
cash income earned or received from off-farm sources in addition to the 
cash equivalent of foraged environmental products, crops harvested and 
livestock products generated. Thus, DUV excludes cash generated by 
selling foraged environmental products, crops harvested and livestock 
products. The use value POA, the second column of Figure 2, focuses 
only on that which is consumed by the household. This would include, 
for example, part (or all) of the goods derived from the primary income, 
in addition to goods that are purchased for household consumption. 
Finally, the third column, cash generation POA, focuses on the cash 
derived from selling any left-over products and resources from the 
primary income (that which the household did not consume directly) 
as well as cash income earned or received from off-farm sources. As 
noted, the POAs are not mutually exclusive. The purpose of applying 
these POAs is not to subdivide the four income streams, but to create 
a more nuanced understanding of household strategies and the relative 
contributions of various income streams to overall household portfolios.

aDUV (direct use value): The monetary value of resources used domestically.13

bHouseholds in this study rarely purchased crop or livestock products. This study 
therefore only includes the DUV of crop and livestock products, and not the purchased 
value, for evaluating the primary income and use POA.
cBy definition, off-farm primary income POA was the same as off-farm cash generation 
POA.

Figure 2: The four income streams (environmental, livestock, crop, off-
farm) at three points of analysis (POA).

In areas of high unemployment, the opportunity costs for some 
household members’ time are difficult to calculate, and may be relatively 
insignificant.19 Thus, the calculations did not include the opportunity cost 
of labour spent on foraging or farming. Also excluded was the value 
of households’ utensils and infrastructure, as these did not constitute 
income flows.

Calculating annual direct use values
Much of the income rural households derive from environmental 
products, crops and livestock is in the form of direct use, rather than 
through cash sales.26 Therefore, the annual DUV of each income stream 
had to be calculated so that the economic contribution of each income 
stream to the household could be compared. The DUV for each product 
was calculated by averaging the different actual prices that households 
had paid for each resource in the past year.

The local units of measurement were converted to metric. These local 
measurements included mugs full, bucket loads (5-L, 10-L and 20-L 
buckets were used), maize meal bags full (50-kg and 80-kg bags were 
used), bundles, wheelbarrow loads and bakkie (pick-up truck) loads. The 
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buckets were already in litre metrics, and the litre capacity of the maize 
meal bags is uniform, but we drew on existing research for the metrics 
for mugs full (0.4 L), bakkie loads of fuelwood (532.0 kg), bundles of 
thatching grass (with a mean diameter of 15 cm) and wheelbarrow loads 
of fuelwood (39.6 kg).13,27-30

To calculate the DUV of environmental products, respondents were 
asked the volume per month of each resource and for how many months 
of the year they foraged for it. Residents who had bought environmental 
products stated the prices they paid per local unit of measurement. 
The proportion of quotes per number of users for insects (68.4%), fish 
(58.0%) and fuelwood (19.1%) were adequately large. The proportion of 
quotes per user for wild fruit (3.5%) and wild vegetables/herbs (0.4%) 
was very low, but the quoted prices were similar enough to be accepted.

For calculating crop DUV, the same local metrics were applied as with 
environmental product DUV calculations. Thirty types of crop were 
identified in the study area, with six identified as ‘major’ crops for the area, 
namely: maize (Zea mays), peanuts (Arachis hypogaea), pumpkin leaf 
(Cucurbita pep), pumpkin (Cucurbita pep), bambara beans (Voandzeia 
subteranea) and cowpea (Vigna unguiculata). Only the annual volumes 
of major crops were recorded. Few households sold crops. Thus, even 
the major crops had no obvious cash value, except maize, which was 
commercially available and had therefore a relatively stable market value. 
For this reason, we applied the local estimated price of maize of ZAR1.90 
per litre (USD0.26 per litre) to all of the crops, which was inflated from 
the 1999 prices in Dovie and Shackleton27 to a 2010 value using a 
consumer price index of 6% per annum. As the studied households did 
not report buying crops from one another, the use value and the primary 
income value were the same for crops (Figure 2). Cattle, goats and pigs 
were identified as the main types of livestock kept by households in the 
study area. The DUV per animal for Bushbuckridge is provided by Dovie 
et al.6 which we inflated to 2010 values.

Chickens in Bushbuckridge are left to roam free, so their numbers 
are erratic over the course of a year. These freely roaming chickens 
were included in the pilot study and, although 58.5% of households 
reported owning such chickens, few households could quantify the 
number of chickens that they owned. As it was not possible to quantify 
the number of chickens a household owned, the chicken products a 
household consumed could not be categorised as cultivated, bought or 
foraged. These freely roaming chickens were therefore excluded from 
the study, although purchased chicken products were included in the 
study. Excluding the free-roaming chickens may render the findings of 
household income values from livestock slightly conservative.

The three POAs provide insight into how households use different 
income streams. This insight allowed us to identify, not only the relative 
value of the different income streams to household income portfolios, 
but also to identify which types of income streams are important at 
which POA. Distinguishing between incomes in this way is important 
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for understanding how households in Bushbuckridge make a living, and 
the implications this may have for the people, as well as for the local 
ecology.

Results
Environmental income
Environmental products provided a staple income source for the study’s 
households. The most common such products included wild vegetables/
herbs (consumed by 95.7% of the households) and fuelwood (92.2%), 
as well as wild fruit (53.1%) and edible insects (51.0%).

Almost every household (97.3%) foraged for their own environmental 
products, accruing a mean annual value of ZAR4383.29 (USD600.45) 
(Table 1). A few of these households sold environmental products (8.5%), 
generating a relatively high mean annual income of ZAR12 956.84 
(USD1774.91). However, the vast majority of households that sold 
environmental products made a negligible income (Figure 3), suggesting 
that only a handful of households were trading environmental products 
at a commercial scale.

About half of the households (49.2%) bought environmental products, 
spending ZAR4545.20 (USD622.63) on environmental products per 
annum. The most common purchases were insects (bought by 35.1% of 
households) and fuelwood (17.6%). The discrepancy between the value 
sold and the value bought may indicate that some products were sold or 
bought outside of the study area.

Figure 3: Values of cash (ZAR) generated from selling environmental 
products (EPs) per household (HH) per annum across a 
sample size of 590 households in 2010, in Bushbuckridge, 
South Africa

Table 1: Direct use value† of environmental products at the Use and Cash Generation points of analysis

Foraged Bought Use†† Cash generation

Foraging 
households

All 
households

Buyer 
households

All 
households

User 
households

All 
households

Seller 
households

All 
households

n 574 590 290 590 580 590 50 590

Mean (ZAR) 4383.29 4264.44 4545.20 2234.09 6683.59 6570.29 12 956.84 1098.066

Standard deviation (ZAR) 6583.29 6532.19 10 055.97 7401.98 9873.69 9827.55 54 482.97 16 124.17

Coefficient of variation 10.95 11.17 16.13 24.16 10.80 10.95 30.66 107.164

Standard error of mean (ZAR) 274.77 268.93 590.50 304.70 409.97 404.57 7705.08 663.79

†Direct use value is the financial value of resources used domestically.13

††The number of households using environmental products is not necessarily the sum of households that bought and households that foraged, as the same household may buy and 
forage, or two different households may share a product that only one of them bought or foraged.
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Crop income
Cropping was a popular livelihood activity in Bushbuckridge, with 96.8% 
practising cropping (Table 2). Households grew a great variety of crops. 
Thirty types were included in the questionnaire, but only a few types 
were found in the majority of households’ plots. Almost every household 
(94.6%) grew maize; also popular were peanuts (85.0%), pumpkin 
leaves (77.4%), pumpkins (66.2%), bambara beans (63.4%), mango 
(59.0%), cowpea (58.2%) and spinach (52.4%). Spinach was the most 
popular crop for generating a cash income among the few households 
(3.7%) that reported selling any of their crops.

Table 2: Direct use value of crops at Use and Cash Generation points of 
analysis

Use Cash generation

Cropping 
households

All 
households

Seller 
households

All 
households

n 549 588 21 588

Mean (ZAR) 615.10 574.29 327.62 11.68

Standard deviation 
(ZAR)

1776.89 1723.68 273.97 79.13

Coefficient of 
variation

21.10 21.90 6.13 49.35

Standard error of 
mean (ZAR)

75.85 71.10 59.79 3.29

Cash sales of crops generated very little actual cash income; the 
household mean annual cash income among households that sold 
crops was only ZAR327.62 (USD44.88). Directly using crops was 
not economically rewarding either: the annual mean value of crops a 
household consumed directly was ZAR615.10 (USD84.26). This figure 
is, however, inflated by a minority of households that used relatively 
greater values of crops; many of the households used less than one-
third of this value.

Livestock income
Few households (18.5%) in Bushbuckridge owned livestock. Of those 
that did, cattle and goats were almost equally popular (owned by 10.8% 
and 9.5% of households, respectively). The DUV that households gained 
from consuming their own livestock’s products amounted to a mean 
annual income of ZAR37 444.84 (USD5129.43) (Table 3).

Table 3: Direct use value of livestock products at Use and Cash 
Generation points of analysis

Use Cash generation

Owning 
households

All 
households

Seller 
households

All 
households

n 70 590 47 590

Mean (ZAR) 37 444.84 4442.63 3151.41 251.05

Standard 
deviation (ZAR)

37 536.45 17661.40 6674.68 2051.52

Coefficient of 
variation

7.30 29.05 15.48 59.64

Standard error of 
mean (ZAR)

4486.43 727.08 973.60 84.46
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An insignificant number of households bought livestock products, so 
the households using such products were generally those that owned 
livestock. Nevertheless, 47 livestock owners (11.9% of all households) 
reported having sold livestock products in the past year, earning a 
mean income of ZAR3151.41 (USD431.70) (Table 3). This income is, 
however, inflated by a minority of high-income earners (Figure 4). The 
value of livestock sales for the vast majority of livestock owners was 
negligible, reflected in the median value of ZAR799.35 (USD109.50) for 
a year’s worth of sales, with the majority of sellers earning ZAR199.95 
(USD27.39) per annum, at best (Figure 4). This suggests that livestock 
is only lucrative as an income stream for a small fraction of households 
in this study.

Figure 4: Values of cash (ZAR) generated from selling livestock and 
livestock products  per household (HH) per annum across a 
sample size of 590 households in 2010, in Bushbuckridge, 
South Africa

Off-farm income
Off-farm incomes were ubiquitous, with 99.3% of households reporting 
an off-farm income. The vast majority of households drew on social 
grants (84.2%), savings and loans (82.0%) and wage employment (local 
and migrant labour) (73.1%), although it must be noted that the wage 
employment included temporary employment. Off-farm income was by 
far the most lucrative of all the income streams studied, with a mean 
annual household income of ZAR50 514.98 (USD6919.86) (Table 4).

Off-farm income was still relatively low for the majority of the population, 
with most households falling in the lowest income brackets (Figure 5). 
Nevertheless, earnings are still far larger than for cash generated by any 
other income stream. Every household in this study spent cash. The 
mean annual cash a household spent was ZAR21 178.91 (USD2901.22) 
– considerably less than the annual mean generated (Figure 5).

Table 4: Direct use value of off-farm cash income at Use and Cash 
Generation points of analysis

Use† Cash generation

Spending 
(all) 

households 

Earning 
households

All 
households 

n 588 584 588

Mean (ZAR) 21 178.91 50 514.98 50 171.37

Standard deviation (ZAR) 22 046.15 59 278.99 59 222.78

Coefficient of variation 7.59 8.54 8.61

Standard error of mean (ZAR) 909.00 2453.02 2442.29

†’Use’ refers to the cash spent on off-farm activities (see Figure 2).
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Figure 5: Values of cash (ZAR) generated through wages, social 
grants and other off-farm activities per household (HH) per 
annum across a sample size of 590 households in 2010, in 
Bushbuckridge, South Africa

The complete livelihood portfolio
A central contribution of the present study is examination of livelihood 
income streams at three POAs to illuminate the relative importance of 
various types of income. Figure 6 illustrates the relative value that each 
income stream brings to the study population as a whole (averaged 
across all households) (n=590), at each POA. As shown by Figure 6, 
off-farm income contributes the greatest amount of value to the study 
population. 

At the primary income level (Figure 6a), off-farm cash incomes make 
up 84.4% of the study population’s mean annual income. The remainder 
is evenly distributed between the DUV of environmental products and 
livestock. While almost every household grows crops, the DUV of crops 
is relatively insignificant compared to the DUV of environmental products 
and livestock for primary income.

At the used POA (Figure 6b), crops are once again almost insignificant. 
The DUV of livestock and environmental products play an important role 
in total household consumption. Environmental products (both bought 
and foraged) contribute 20.1% of the value of household income used, 
while livestock (owned and used) contributes 13.6%. Money spent on 
off-farm activities makes up the difference, showing the high level of 
monetisation of Bushbuckridge livelihoods, where over two-thirds of 
what households consume is purchased.

The cash-income POA (Figure 6c) portrays how important off-farm cash 
generation is for the study households. Very little cash is generated by 
selling environmental products, livestock products or crops; off-farm 
incomes contribute almost the sole source of cash income for the 
villages in these areas.
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Discussion
Land-based income streams have been considered a major part of 
rural income portfolios.17,20 However, by dividing the four income 
streams into different POAs, we were able to identify which land-
based incomes played a key role at which POA, as well as to identify 
the primary sources of income to the area as a whole. A weakness 
intrinsic to such an approach is the difficulty with which market values 
may be established, particularly where rural markets are insufficiently 
developed.26 In Bushbuckridge, however, considerable work already 
exists upon which we based our evaluations.5,27,30 Furthermore, markets 
in Bushbuckridge are, as we argue in this paper, considerably more 
developed than expected for South African rural areas.

Our findings reflect a high level of dependence on off-farm income, 
which suggests a deagrarianisation of Bushbuckridge. Existing research 
indicates broad trends of deagrarianisation across sub-Saharan Africa 
due to a number of factors, including resource depletion and aspirations 
to perceived improvements in quality of life made possible through off-
farm employment.2,4 Recent research shows comparable trends reflected 
in the study area.3 While the data presented here are now almost 10 
years old, this study still yields useful insights on changing livelihoods 
in South Africa, and, if anything, it underestimates the current degree to 
which rural households have become dependent on off-farm livelihood 
sources. It also provides a valuable baseline with which data from more 
recent survey rounds (2019 being the latest) can be compared to assess 
the nature and rates of change.

Environmental income
The DUV of environmental products provides a basic income stream 
to rural households. Using a meta-analysis of 51 case studies from 17 
countries from Africa, Asia and Latin America, Vedeld et al.31 calculated 
the mean average DUV of environmental products to be 22% of a 
rural households’ income portfolio (or ZAR6263.40 when adjusted to 
2010 values) (USD858.00). Our finding that environmental products 
contribute 20% of the total value of what households consumed in 
our study area is remarkably similar. Furthermore, the annual value of 
environmental products foraged by households in the study area, a mean 
of ZAR4383.29 (USD600.45), also compares favourably to findings 
from research in rural areas throughout South Africa that found mean 
annual income values for environmental products ranging between 
ZAR4409.20 (USD604.00) and ZAR7497.10 (USD1027.00) (adjusted 
to 2010 values).13,28

Although the vast majority of households in our study used environmental 
products such as fuelwood, wild vegetables/herbs and insects, few of 
the households generated sizeable profits from selling environmental 
products. This finding is consistent with Shackleton et al.’s10 and 
Thondhlana and Machapondwa’s12 findings elsewhere in South Africa 
and suggests that the direct use of environmental products is for 
fuelwood and basic food security. The same is evident in other studies 

Figure 6: The relative value that each income stream contributes to the mean income portfolio of the study population at the three points of analysis (POA)

https://doi.org/10.17159/sajs.2020/8700
www.sajs.co.za


104 Volume 116| Number 9/10 
September/October 2020

Research Article
https://doi.org/10.17159/sajs.2020/7522 

from Bushbuckridge.9,14,26 The few households that were making great 
profits may be those that use motor vehicles and mechanised equipment 
to remove large quantities of fuelwood for the market, described by 
Shackleton et al.29, Matsika et al.30 and Cousins26. This trend could 
present a cause for concern if the rate of extraction increases, as the 
mechanisation of environmental product foraging facilitates the over-
exploitation of these natural goods from the commons.26 Depleted 
local natural resources may create a poverty trap for those who 
are marginalised from participation in mainstream economies and 
who depend largely on the direct use of environmental products for 
their survival.1

Agricultural income
Studies from Africa, Asia and Latin America indicate that cropping 
and livestock husbandry combined make up 37% of the value of 
rural households’ income portfolios.31 In the study area however, the 
combined contribution from these two income streams at the used POA 
is 15% – less than half of the global average. This discrepancy may be 
attributable to the low frequency of livestock keeping among households 
and the small volume or low value of crops grown, as well as rainfall 
levels below the global average, which may limit agricultural productivity.

Consistent with rural areas elsewhere in Africa,32 cropping was 
practised by almost all of the households in the study area. However, 
unlike other African rural areas in which cropping and environmental 
income are equal,15 cropping in Bushbuckridge contributes far less than 
the other income streams. Even compared to rural villages throughout 
South Africa,29 where cropping contributes between 7% and 24% of 
total household income (ZAR1737.40 to ZAR6964.20 at 2010 values) 
(respectively, USD238.00 to USD954.00), cropping in our study 
contributed only 2% of household income when averaged across our 
study population, and only ZAR615.03 (USD84.25) in DUV to the total 
value of the income a household uses.

Our finding on the relatively low contribution of cropping to household 
income portfolios relative to existing research may indicate that reliance 
on off-farm income has increased in the area since Shackleton et al.’s29 
data were gathered. This finding is supported by more recent research 
by Shackleton et al.4 that records a declining trend in cropping as a 
livelihood throughout South Africa. The low value of cropping in our 
study may also be due to the constraints on valuating the individual value 
of diverse crop types: a challenge we overcame by standardising crop 
value to that of maize. Causality is beyond the scope of this study, but, 
based on our findings, we would recommend further research on the 
drivers behind the low cropping incomes in Bushbuckridge.

Research from the area finds that households that are already wealthy 
can afford to own cattle17,18, but our findings also show that such 
households derive considerable value from the DUV of livestock as well 
(ZAR37 444.84 / USD5129.43). Cash generated by households selling 
livestock products was more moderate (ZAR3158.27 / USD432.64) than 
the DUV. Compared with previous research from Bushbuckridge,29 which 
found the DUV of livestock contributing ZAR5584.50 (USD765.00) per 
household per annum, our findings suggest livestock incomes have 
become lucrative for the few households that keep them.

Off-farm income
Existing research reports that off-farm incomes in rural areas in the 
developing South in general31, as well as in South Africa in particular20, 
contribute 38% and 47% of household income, respectively. However, 
our primary income POA reveals that off-farm cash income contributes 
a far greater proportion (84%) of the value of household income in 
the study area. Furthermore, its value as a source of cash becomes 
apparent when compared to the monetary contribution made by the 
other income streams: off-farm incomes are almost the sole source of 
cash for households in Bushbuckridge.

Research done in 2000 described a growing trend in cash-based, 
off-farm transactions by households in Bushbuckridge.8 Our research 
confirms this trend, and even suggests that households are far more 
dependent on off-farm income than indicated by past studies in 

the area and in the region. A concern is that increasing monetisation 
could undermine livelihood resilience for the poorest, as a growing 
cash economy correlates with high resource extraction.5 Furthermore, 
research from the study area finds that only the relatively wealthier 
households can afford for some members to migrate for work.6 Our 
findings suggest trends of accrual of money, particularly through 
employment, to those who are already better educated and wealthier. 
Coupled with decreasing employment opportunities in South Africa, the 
off-farm employment opportunities enjoyed by the wealthier households 
in Bushbuckridge suggest a risk that inequality may become reinforced 
in Bushbuckridge over time.

Conclusion
The key finding of this paper is the inordinately high reliance on off-
farm income among rural households in Bushbuckridge. Cursorily, 
Bushbuckridge livelihoods appear to be diverse, but by dividing the 
portfolio into different POAs, we found that off-farm income not only 
takes up a far larger proportion of total household income value than 
previously found in local and regional case studies, but also that off-
farm incomes are almost the sole source of cash for households in the 
study area. Livestock, the only other income stream that provides some 
notable cash income, is the privilege of a select few.

Therefore the majority of households in Bushbuckridge that are less able 
to participate in the off-farm cash economy, and that subsist through 
cropping and foraging, may find living conditions becoming increasingly 
difficult as livelihood sustainability becomes increasingly dependent on 
cash-based transactions. Rural development, the mandate of which is to 
reverse historical poverty, must recognise this challenge if it is to have 
broad benefits and not simply enrich those who are already better off.
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The Eastern Cape Province harbours 46% of South Africa’s remaining indigenous forest cover, and is one 
of the country’s poorest and least developed provinces. Forest resources thus represent a vital component 
of rural livelihoods in this region. Consequently, forest management policies aim to balance the needs of 
resource users with the ecological integrity of forest ecosystems. In a recent study, forest bird ranges 
were shown to have declined in the Eastern Cape over the past 20 years, despite increases in forest cover 
over the same time period, indicating that habitat degradation may be driving forest bird losses. Given that 
harvesting of forest products represents the primary human disturbance in forests in the Eastern Cape 
today, insight is needed regarding the link between resource use and habitat modification. We report on 
effects of harvesting of three key forest products – poles, timber and medicinal bark – on habitat structure 
at the ground, understorey and canopy layers in indigenous forests in the province. Harvest activities had 
considerable impacts on habitat structure, depending on the nature and extent of harvesting. Bark and 
timber harvesting resulted in canopy gaps, whereas pole harvesting reduced tree density, resulting in 
understorey gaps. Overall, harvest activities increased the frequency of canopy disturbance, and density 
of understorey layer foliage. Unsustainable bark harvesting practices increased the mortality rate of 
canopy trees, thereby increasing dead wood availability. By providing insight into human-mediated habitat 
modification in forests of the Eastern Cape, this study contributes to the development of ecologically 
informed sustainable resource management policies.

Significance:
•	 Unregulated harvesting of forest products in state-managed indigenous forests of the Eastern Cape 

results in habitat modification.

•	 The nature and extent of habitat modification is dependent on the type and intensity of resource use, 
indicating that resource use may be sustainably managed. 

•	 Timber and medicinal bark harvesting activities result in canopy disturbances, thereby altering natural 
canopy gap dynamics, with concomitant impacts on understorey habitat structure.

•	 Changes in forest habitat structure associated with high levels of resource use are likely to have 
ramifying effects on forest biodiversity.

Introduction
Habitat loss and modification are currently the primary drivers of forest biodiversity loss globally.1 Unlike many 
parts of Africa, forest cover in the Eastern Cape, which harbours close to half (46%) of South Africa’s remaining 
indigenous forest cover, has increased over the past 20 years2 – an increase which is attributed to the revegetation 
of previously cultivated fields in response to increasing trends of de-agrarianisation in rural areas3, together with 
carbon fertilisation4. Thus, while habitat loss appears not to be a major threat to forest biodiversity, degradation 
has been identified as a major concern.5-9 While much forest degradation in South Africa is attributed to extensive 
historical logging10, commercial-scale logging has not occurred in indigenous forests in the Eastern Cape for the 
past 80 years, after being outlawed in 1939 in all but one forest complex, where limited commercial harvesting 
was re-introduced in 19759. Consequently, informal harvesting of forest products now comprises the primary 
anthropogenic disturbance in forest habitats in the region5-9 and is largely related to poor socio-economic 
conditions in the province11. Thus, although forests comprise a mere 2.2% of provincial land cover12, their socio-
economic value is significant, with thousands of rural households dependent on forest resources for subsistence 
and commercial use13. While forest policies in South Africa aim to develop forests for sustainable use, several 
studies have reported unsustainable harvest rates occurring across the region7,8,12,14, largely attributed to a decline 
in the capacity of institutional and traditional structures to regulate resource use15,16. A de facto open-access 
system thus governs forest resource use in South Africa today, leading to increasing concern that unregulated 
resource use is degrading forest habitats and compromising the conservation of forest biodiversity.

Long-term harvesting of forest products has significant effects on temperate forest habitats, driving changes in 
habitat structure and tree species composition, even when occurring at relatively low levels.8,17 Moreover, the 
ecological impact of resource use depends on the plant part harvested and intensity of use.18  Thus, while grazing of 
livestock in forests may affect soil quality19 and increase exotic cover20, timber harvesting affects canopy closure, 
mean tree size and understorey density21,22. The extent to which a resource has been commercialised is also of 
consequence, as resources used to generate income, particularly in the context of de facto open-access systems, 
are often harvested more intensely, and frequently unsustainably, and thereby have more profound ecological 
impacts.12,14,23 

Human activities that modify habitat structure, in turn, may influence faunal community assemblage in forests. 
For example, habitat features at the local scale relate to the occurrence of specific functional traits and community 
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structure in avifaunal populations.24 Consequently, studies have shown 
forest faunal populations, including amphibians, bats, birds and reptiles, 
to be sensitive to human-mediated changes in habitat structure, with 
species specialised in their foraging or microhabitat requirement 
being particularly sensitive.25-30 Given the critical ecosystem functions 
provided by forest fauna – including seed dispersal, pest control and 
pollination31 – human activities that modify habitat structure may have 
ramifying effects on forest ecosystem functioning.

In a recent study, half of South Africa’s forest-dependent bird species 
were shown to have experienced range declines in the past 20 years, 
with declines most notable in the Eastern Cape, despite forest cover 
increases in this region over the same time period.2 This finding suggests 
that habitat-scale disturbances rather than landscape-scale habitat loss 
may be driving bird declines in the region. We thus aimed to assess 
the effects of harvest activities on habitat structure (defined as the 
composition and arrangement of physical matter at a location32) at the 
forest scale. Specifically, we examined how different harvest activities 
modify habitat structure at the canopy, understorey and ground level in 
six forests, representative of five national forest types, across the Eastern 
Cape region. Resource use focused on extraction of live biomass from 
forests, namely understorey trees for poles, canopy trees for timber and 
crafts, and bark for medicinal purposes, as these represent key resource 
use types in the region.8

Methods
Study site
The study was conducted in the Eastern Cape Province of South Africa 
between April and July 2016. Forest cover in this region is discontinuous 
and highly fragmented (Figure 1).9 Within the study area, six forests were 

 Impact of forest resource use on habitat structure, Eastern Cape
 Page 2 of 9

sampled, including five national forest types in the two main zones of 
forest, i.e. the lowland coastal and scarp forests of the subtropical coastal 
zone, and the warm-temperate mistbelt forests found on the south to 
southeastern aspect of inland mountain ranges (Figure 1).9 Specifically, 
the following forests were sampled: Mqaba (Pondoland Scarp Forest), 
Manubi (Transkei Coastal Forest) and Ntlaboya (Eastern Cape Dune 
Forest) of the lowland zone; and Gomo, Nqadu (Transkei Mistbelt Forest) 
and Pirie (Amathole Mistbelt Forest) of the montane zone (Figure 1). 
Within the Transkei mistbelt region, forests located within matrixes of 
timber plantations leased by the state to private companies are often 
deemed to be better protected than those which are not, so a forest 
in each category was sampled, with Nqadu associated with privately 
managed plantations while Gomo was associated with plantations 
managed by the South African Department of Environment, Forestry 
and Fisheries (DEFF). Study forests were selected based on their size, 
protected status, and the proximity of surrounding human settlements. 
Specifically, selected forests were greater than 150 ha, and unfenced; 
managed by DEFF; and had rural settlements within 4 km of the forest 
boundary. While most forest patches in the Eastern Cape are smaller 
than 150 ha, and prone to negative effects of fragmentation,5,9 study 
forests were selected to represent larger, more ‘intact’ forest patches 
within the region. This is because these forests have larger core areas 
(i.e. portion of forests unaffected by edge effects) and are thus of high 
biodiversity value, such that insight into anthropogenic pressures within 
these forests is of conservation priority.5 Furthermore, given that 70% 
of forests in the Eastern Cape region are managed by DEFF, and are 
often associated with communities in close proximity,5 study forests are 
representative of the current socio-political context within which larger, 
‘intact’ forests in the region occur. Lastly, study forests have endured 
colonial logging,10 followed by subsistence harvesting in recent times, 
such that they are representative of the history of human impacts. 

Source: Forest types after Von Maltitz et al.9

Figure 1: Location of the six study forests in the Eastern Cape Province, South Africa.
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Study design
A total of 89 circular plots of 0.04 ha (radius 11.3 m) were sampled, with 
an average of 15 plots sampled per forest. Points for sampling plots in 
each forest were selected to represent varying levels of disturbance from 
resource use, based on detailed discussion and guided walks in each 
forest with DEFF staff (forest managers and/or forest guards), and local 
community members, in addition to visual assessment by J.L. of human 
use in each forest, conducted over two reconnaissance trips prior to 
sampling. Plot locations were selected to represent the continuum of 
harvesting disturbances present at each forest, from heavily harvested 
sites to those with little or no harvesting present. Heavily harvested 
plots were defined as those where >20% of available stems were 
harvested for poles, timber or bark. Where 10–20% of available stems 
were harvested, plots were described as intermediately harvested, while 
low levels of harvesting were defined as harvest levels of <5% of any 
resource at the plot level. This non-random sampling approach aimed 
to provide an objective overview of resource use within each forest, as 
well as samples from the full range of harvest activities and intensities, 
against which to investigate habitat changes and, in a linked study, 
avifaunal responses to resource use.24 Based on this categorisation, 
6% (n=8) of plots overall had no harvesting, while 27%, 30% and 
34% had low, intermediate and high levels of harvesting, respectively. 
A minimum distance of 150 m was maintained between selected plots, 
and 50 m between plots and the forest edge (i.e. all survey sites were 
within the forest interior), while distance into the forest interior ranged 
from 50 m to 900 m. 

Data collection
At each plot, microhabitat structure and foliage profile were recorded 
within three nested circular plots of 0.2 ha (radius of 25.2 m), 0.04 ha 
(radius of 11.3 m), and 0.01 ha (radius of 5.6 m), respectively. In the 
0.2 ha plot, all standing dead trees (henceforth, snags) were recorded 
by diameter (cm) at 1.3 m above the ground, i.e. diameter at breast 
height (DBH), and cause of death, i.e. natural or due to bark harvesting. 
Natural snags include standing trees that have died due to factors 
other than harvesting, such as wind effects, senescence or disease. 
In the 0.04-ha plot, the following variables were recorded: DBH of all 
living stems (>5 cm DBH); percentage canopy cover; mean canopy 
height; percentage coverage of bare ground, leaf litter, grass cover and 
herbaceous cover; and foliage density at 0–0.5 m; 0.5–1 m; 1–2 m; 
2–5 m; 5–10 m and 10–20 m. Foliage density at each height class 
was estimated using a 8-m-long telescoping pole and marked at each 
height interval. The pole was sequentially set up at eight evenly spaced 
points 11.3 m from the plot centre (i.e. along the 0.04-ha circular plot 
boundary) and visual estimates of foliage density (as a percentage) at 
each height class were made from the plot centre. Foliage density scores 
were further converted into a foliage height diversity index (FHDI) using 
the Shannon–Weiner Diversity Index formula, as follows:

where pi is the proportion of the total foliage which lies in the ith layer of 
the chosen horizontal layers. This index thus provided a measure of the 
vertical heterogeneity at each plot.

A rangefinder was used to assist with estimates of foliage density beyond 
the length of the telescoping pole, as well as to estimate mean canopy 
height at each plot. Abundance of coarse woody debris was measured 
based on the number of grounded dead logs (diameter >10 cm; length 
>1.5 m). Harvest activities were also measured in the 0.04-ha plot: 
stumps, i.e. trees harvested for poles or timber, were counted and 
diameter measured. Based on diameter, stumps were categorised as 
pole (5–19.9 cm diameter) or timber (>20 cm diameter) harvesting, 
after Obiri et al.8 Trees harvested for medicinal bark were recorded using 

DBH and extent of bark removal on individual trees up to 3 m on the 
tree stem (scored 1 – 6 based on percentage of bark removed, where 
1 = 1–10%; 2 = 11–25%; 3 = 26–50%; 4 = 51–75%; 5 = ringbarked 
to any extent %; 6 = total ringbark, where ringbarked stems are those 
where bark has been removed from around the full circumference of 
the stem, after Cunningham33. In 0.01-ha plots, sapling (stem diameter 
1–5 cm) abundance was recorded. 

Data analyses
Pole and timber harvest intensities were calculated per plot for each 
size class based on the accumulated harvestable stems (stumps plus 
standing stems) as follows:

Tree harvest indexj = number stumpsj / (number stumpsj + number 
stemsj),

where j represents the size class being assessed.

Bark harvest intensity was assessed based on a bark harvest index 
derived from summed bark removal scores assigned to individual bark-
harvested trees, calculated at each plot, as follows:

Bark harvest index = summed bark removal score/no. individuals 
bark harvested

Harvest effects on forest structure were investigated using (1) linear 
mixed models for habitat variables measured on a continuous scale; 
(2) generalised linear mixed models for habitat variables measured 
as counts, and (3) beta regression for habitat variables measured as 
per cent cover. A mixed-modelling approach was used in all cases 
to account for the nested study design, with sample forests included 
as a random effect throughout the analysis to account for plots being 
nested within study forests. Separate models were used to assess the 
response of each habitat feature to harvesting, with pole, timber and 
bark harvest indices included as the explanatory variables in addition 
to, and in all possible combinations of two-way interactions with one 
another. The two-way interaction between timber and bark was not 
included, as bark and timber harvesting were seldom recorded within 
a single plot. Spearman’s rank correlation test was used to test for 
significant correlations between harvest variables, to avoid issues 
related to multicollinearity. The test showed the harvesting variables to 
be uncorrelated (-0.4 < r > 0.4). Habitat variables measured as counts 
(tree, snag, sapling and grounded log abundance) were modelled using 
generalised linear mixed models, with a Poisson distribution and log-link. 
Response variables measured as per cent cover were converted to 
proportions and modelled using a beta regression. Model assumptions 
were verified by plotting residuals versus fitted values, and versus each 
covariate in the model. Where interaction terms did not improve model 
strength based on Akaike information criterion (AIC) values, they were 
removed from the final model. Data from Pirie were not included in these 
analyses as minimal harvesting was recorded in this forest, and these 
analyses aimed to assess effects in disturbed forests. 

Results
Of the 18 measured structural variables, 12 were significantly impacted 
by harvesting activities, with responses dependent on the type and 
intensity of resource use (Figures 2–5; Table 1). Furthermore, the two-
way interaction between pole and timber harvesting was shown to affect 
structural habitat heterogeneity (Figure 5; Table 1). Five habitat features 
were unaffected by harvest activities: canopy height; mean DBH; lower-
understorey (0.5–1 m) foliage density; mid-storey (2–5 m) foliage 
density; and canopy layer (5–10 m) foliage density (Table 1). 
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Response Fixed effect Estimate s.e. t-value p-value

Herb cover  
(%)

Intercept -1.41 0.46 -3.05 0.00

Pole 2.49 0.81 3.08 <0.01

Timber -2.22 1.72 -1.30 0.20

Bark 0.13 0.36 0.35 0.73

Leaf litter cover 
(%)

Intercept -0.52 0.30 -1.75 0.00

Pole -2.95 0.77 -3.79 <0.01

Timber -1.45 1.13 -1.28 0.20

Bark -0.46 0.30 -1.55 0.12

Bare ground cover 
(%)

Intercept -3.17 0.27 -11.87 0.00

Pole 0.22 0.86 0.26 0.80

Timber 3.43 1.21 2.84 <0.01

Bark -0.44 0.33 -1.32 0.19

Herb layer foliage 
density 

(0–0.5 m)

Intercept -0.003 0.48 -0.007 0.99

Pole 1.72 0.85 2.02 <0.05

Timber 0.36 1.27 0.28 0.77

Bark 1.48 0.35 4.26 <0.01

Lower-understorey 
foliage density 

(0.5–1 m)

Intercept -0.61 0.22 -2.76 0.00

Pole 0.99 0.78 1.27 0.21

Timber 1.73 1.37 1.26 0.21

Bark 0.36 0.32 1.14 0.26

Upper-understorey 
foliage density     

(1–2 m)

Intercept -1.10 0.23 -4.76 0.00

Pole 0.81 0.82 0.99 0.32

Timber 3.41 1.37 2.48 <0.05

Bark -0.20 0.34 -0.59 0.56

Understorey 
foliage density 

(0–2 m)

Intercept -0.53 0.14 -3.68 0.00

Pole 0.96 0.54 1.76 0.08

Timber 1.65 0.94 1.75 0.08

Bark 0.43 0.23 1.93 0.05

Mid-storey foliage 
density
(2–5 m)

Intercept -0.90 0.22 -4.17 0.00

Pole -0.22 0.65 -0.34 0.74

Timber 0.10 1.12 0.09 0.93

Bark 0.001 0.30 0.00 1.00

Canopy layer 
foliage density

(5–10 m)

Intercept -0.12 0.18 -0.66 0.51

Pole 0.78 0.47 1.66 0.10

Timber -0.92 0.84 -1.10 0.27

Bark -0.24 0.20 -1.19 0.23

Table 1: Response of structural habitat variables to pole harvesting intensity (Pole), timber harvesting intensity (Timber) and bark harvesting intensity (Bark) 
derived from linear mixed models; p-values in bold indicate statistical significance (p<0.05)

Response Fixed effect Estimate s.e. t-value p-value

Foliage height 
diversity index

Intercept 1.87 0.04 45.87 0.00

Pole 0.24 0.13 1.85 0.07

Timber 0.47 0.24 1.97 0.05

Bark -0.01 0.04 -0.32 0.75

Pole*Timber -3.20 1.41 -2.26 0.03

Canopy height  
(m)

Intercept 12.56 0.91 13.87 0.00

Pole -0.14 1.85 -0.08 0.93

Timber 0.25 3.27 0.08 0.94

Bark 0.27 0.79 0.33 0.74

Mean diameter 
at breast height 

(DBH)  
(log-transformed)

Intercept 1.25 0.04 31.13 0.00

Pole 0.06 0.10 0.64 0.52

Timber -0.20 0.18 -1.13 0.26

Bark -0.02 0.04 -0.51 0.61

Mean basal area 
per ha (log)

Intercept 1.79 0.06 28.99 0.00

Pole -0.42 0.13 -3.22 <0.01

Timber -0.02 0.23 -0.09 0.93

Bark -0.02 0.06 -0.43 0.67

Coarse woody 
debris

Intercept 1.78 1.17 10.68 0.00

Pole -0.82 0.43 -1.88 0.06

Timber 1.42 0.73 1.94 0.05

Bark 0.50 0.17 3.02 <0.01

Tree abundance 
(>5 cm DBH)

Intercept 4.16 0.11 39.32 0.00

Pole -0.91 0.16 -5.83 <0.01

Timber 0.18 0.26 0.68 0.50

Bark -0.03 0.07 -0.43 0.68

Sapling 
abundance  

(<5 cm DBH)

Intercept 3.63 0.20 18.46 0.00

Pole -1.29 0.19 -6.73 <0.01

Timber 0.81 0.27 3.06 <0.01

Bark -0.34 0.07 -4.49 <0.01

Snag abundance 
(DBH > 10 cm)

Intercept 2.16 0.17 12.93 0.00

Pole -0.65 0.38 -1.70 0.09

Timber -0.62 0.65 -0.95 0.34

Bark 0.08 0.14 5.87 <0.01

Canopy cover  
(%)

Intercept 1.06 0.06 17.55 0.00

Pole -0.64 0.36 -1.81 0.07

Timber -1.41 0.57 -2.45 <0.05

Bark -0.72 0.14 -5.10 <0.01
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Bark harvesting
Increasing bark harvesting intensity negatively affected canopy cover 
and sapling abundance (<5 cm DBH), while herb layer (0–0.5 m) foliage 
density, overall understorey (0–2 m) foliage density, number of grounded 
logs and snag abundance (i.e. standing dead trees; >10 cm DBH) 
increased with bark harvesting intensity (Figure 2; Table 1).

a c

e

d

f

b

Figure 2:  Effect of bark harvesting intensity, measured as the summed 
score of bark removal from individual bark-harvested trees 
per plot, based on Cunningham33 on (a) canopy cover, (b) 
herb layer (0–0.5 m) foliage density, (c) understorey (0–2 m) 
foliage density, (d) number of ground logs, (e) snag abundance 
and (f) sapling abundance (<5 cm diameter at breast height). 
Relationships shown are derived from mixed models with 
forest included as a random effect (Table 1); however, graphic 
representations depict population-level predictions (i.e. 
excluding random effects).

Pole harvesting
Increasing pole harvesting intensity resulted in declines in tree 
abundance, sapling abundance, basal area per hectare and leaf litter 
cover. Conversely, herb layer (0–0.5 m) foliage density and herb cover 
increased with increasing pole harvesting intensity (Figure 3; Table 1). 
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Figure 3:  Effect of pole harvesting intensity, measured as the proportion 
of available stems (5–19.9 cm diameter at breast height/DBH) 
harvested, on (a) tree abundance (>5 cm DBH), (b) sapling 
abundance (<5 cm DBH), (c) herb layer (0–0.5 m) foliage 
density, (d) leaf litter cover and (e) herb cover. Relationships 
shown are derived from mixed models with forest included as 
a random effect (Table 1); however, graphic representations 
depict population-level predictions (i.e. excluding random 
effects). 

Timber harvesting 
Increasing timber harvesting intensity resulted in a decline in canopy 
cover, while a positive relationship was found between the extent of 
timber harvesting and upper-understorey layer (1–2 m) foliage density, 
number of grounded logs, bare ground cover, and sapling abundance 
(Figure 4; Table 1).

Interacting harvest effects
Foliage height diversity index (FHDI) was negatively affected by the 
interaction between timber and pole harvesting. Specifically, FHDI 
increased in response to increasing timber harvest intensities where 
pole harvest levels were low (i.e. 5% of available stems), but declined 
in response to increasing timber harvest levels where pole harvest 
intensities were high (i.e. 20% of available stems; Figure 5; Table 1). 
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Figure 4:  Effect of timber harvesting intensity, measured as the proportion 
of available stems (> 20 cm diameter at breast height/DBH) 
harvested, on (a) canopy cover, (b) upper-understorey layer 
(1–2 m) foliage density, (c) number of grounded logs, (d) 
bare ground cover and (e) sapling abundance. Relationships 
shown are derived from mixed models with forest included as a 
random effect (Table 1); however, graphic representations depict 
population-level predictions (i.e. excluding random effects).

Figure 5:  Effect of the two-way interaction between pole and timber 
harvesting on the foliage height diversity index (FHDI). The two 
lines represent variation in FHDI response to timber harvest 
intensity in the presence of low (i.e. 5%; red) and high (i.e. 20%; 
blue) intensities of pole harvesting, respectively. Relationships 
shown are derived from mixed models with forest included as a 
random effect (Table 1); however, graphic representations depict 
population-level predictions (i.e. excluding random effects).
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Discussion
The findings of this study show that unregulated harvesting of medicinal 
bark, poles and timber results in multiple structural modifications to 
forest habitats in state forests of the Eastern Cape. Specifically, bark 
and timber harvesting created canopy gaps, while pole harvesting 
created understorey gaps, with variable implications for ground and 
understorey layer microhabitat structure, respectively. Our findings are 
thus in agreement with those of previous studies which have shown 
significant impacts of resource use on forest habitat structure in South 
Africa.7,17,34 While the long-term ecological effects of harvest-mediated 
habitat modification are largely unknown34, they represent changes to the 
natural disturbance regime, and are thus likely to have ramifying effects 
on forest patterns and processes35, and faunal populations26. However, 
results of this study show that the extent of habitat modification is 
dependent on the nature and intensity of harvesting, and that different 
harvest activities, where occurring together at a fine spatial scale, may 
have interactive effects on habitat structure. 

Bark harvesting
While several studies have examined the ecological implications of bark 
harvesting at individual and population levels36-39, concurrent impacts 
on habitat structure have been relatively under-studied. Increasing bark 
harvesting intensities resulted in a decline in canopy cover and sapling 
abundance, and an increase in herb layer (0–0.5 m) and understorey 
layer (0–2 m) foliage density, grounded logs, and snag density (i.e. 
standing dead trees). These habitat modifications are the result of 
excessive bark removal from tree stem circumferences, preventing the 
transport of photosynthetic products to tree roots, leading to root loss 
or death, thereby driving declines in canopy health and potential tree 
mortality.39,40 This creates gaps in the forest canopy, thereby increasing 
light availability to the forest floor such that ground and understorey 
layer foliage density increases. Over time, bark-harvested trees die and 
become snags which then decay, and dead branches drop to the ground, 
increasing the amount of grounded dead wood. 

The substantial habitat-scale impacts of bark harvesting are perhaps best 
demonstrated by the close to 50% mean increase in snag abundance 
recorded across the four forests which experienced the highest levels 
of bark harvesting (Gomo, Manubi, Nqadu and Ntlaboya; Table 2), 
and associated increases in the number of grounded logs. While the 
ecological implications of the collection of dead wood for fuelwood from 
indigenous forests in South Africa have been cause for concern6,41, with 
negative effects on cavity-nesting mammals and birds42, few studies 
have highlighted the creation of dead wood in forests due to bark 
harvesting. The important ecological role of dead wood has long been 
recognised by ecologists.43 However, the value to forest taxa of harvest-
mediated dead wood creation, at the cost of living canopy trees of a 
select few species and canopy cover, is currently unknown but likely to 
be multifaceted and taxon dependent. 

Pole harvesting
Unlike bark and timber harvesting, pole harvesting did not affect the 
forest canopy, but resulted in a decline in basal area and stem density 
of trees and saplings. This finding reflects the nature of pole harvesting 
wherein multiple understorey trees are harvested at a fine spatial scale, 
thereby creating gaps in the understorey, as shown by Boudreau and 
Lawes17. Despite the lack of any major canopy disturbances, as pole 
harvesting intensity increased, multiple understorey layer features were 
affected: foliage density at the herb layer (0–0.5 m) and herb cover 
increased, while leaf litter cover declined. Thus, while declines in basal 
area, tree and sapling density were a direct effect of harvesting, altered 
understorey and ground layer conditions are likely to be an indirect 
response driven by increases in light availability and soil moisture 
content due to a reduction in tree density.17,44 

Although beyond the scope of this study, increased herb cover in 
understorey gaps caused by pole harvesting may supress seedling 
establishment.44 Thus pole harvesting has the potential to alter not 
only structural habitat features, but also seedling recruitment, and 
therefore the maintenance of forest tree diversity. As indicated, changes 
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in understorey conditions are dependent on the harvest intensity. 
Similarly, changes in seedling recruitment caused by pole harvesting 
are determined by understorey gap size,44 with larger gaps causing a 
potential successional shift in seedling recruitment. However, Boudreau 
and Lawes17 showed that under low harvesting intensity (11.6% of 
available pole-sized stems), pole harvesting did not negatively affect 
the long-term maintenance of tree diversity, suggesting that rates of 
pole harvesting measured in the current study (regional average of 
7% of available pole-sized stems; Table 2) may not adversely affect 
tree species composition. However, modifications to understorey layer 
conditions may affect forest fauna. For example, leaf litter cover is a 
critical habitat for many forest invertebrates.45

Timber harvesting
At the habitat scale, timber harvesting resulted in canopy gaps through 
the selective extraction of canopy trees, driving an increase in upper-
understorey (1–2 m) foliage density, sapling abundance, and bare ground 
cover. Furthermore, timber harvesting increased the number of grounded 
logs as a result of the large portions of harvested trees that are left in 
the forest after only the main stem of the harvested tree is removed. 
Furthermore, increases in dead wood may be associated with incidental 
tree damage associated with canopy-tree felling. Similar structural 
responses to selective timber harvesting have been shown by studies 
in tropical forests.21,22,46 The creation of canopy gaps in forest systems 
represents a vital component of natural forest disturbance regimes, 
given their important role in promoting regeneration, tree diversity and 
habitat heterogeneity.22,47-50 The gap phase represents a time of rapid 
plant growth49, attributed to increased resource availability and/or 
decreased resource competition51, demonstrated in the current study 
by the increased foliage density in the understorey. Furthermore, habitat 
conditions in canopy gaps compared to those in intact forest have been 
shown to differ significantly with respect to microclimate51,52, detritus27, 
productivity53, and plant species composition47,49. Consequently, multiple 
forest taxa, including birds, reptiles and invertebrates, have been shown 
to distinguish between canopy gap and intact habitats.22,46,50,54,55 This 
finding suggests that timber harvest activities, and concomitant habitat 
modifications, are likely to have ramifying effects on forest biodiversity. 

The degree to which timber harvest activities affect forest biodiversity, 
beyond direct population-level impacts on target species, is likely to be 
dependent on the frequency of the disturbance, and the extent of incidental 
habitat damage. With regard to the former, selective harvesting practices 
in the Eastern Cape are likely to be less destructive than mechanised 
selective logging operations, which cause considerable damage through 
clearing for roads and log storage sites.46 Informal timber harvesting in 
the Eastern Cape is generally un-mechanised, with felled timber split in 
the forest, and carried out on foot along narrow footpaths (J.L. personal 
observation). The frequency of disturbance is thus likely to be more 
cause for concern, as the harvest-driven increase in the proportion of 
forest-under-gap conditions is likely to have implications for ecosystem 
functioning.35

Interacting harvest effects
The positive relationship between foliage height diversity and biodiversity 
has been well established, and is based on niche theory which predicts 
that a greater diversity of habitats supports a greater diversity of species.56 
The decline in foliage height diversity in response to the interaction 
between pole and timber harvesting activities shown in this study 
indicates that, where these harvest types occur together at high rates, 
structural habitat complexity is reduced, and likely to negatively affect 
biodiversity at the habitat scale. This finding suggests that management 
strategies should limit the extent to which pole and timber harvesting 
activities occur together, and reduce the damage/lopping of smaller, 
non-target trees often associated with timber harvesting activities 
(J.L. personal observation), so as to maintain habitat heterogeneity in 
harvested areas. 

Conclusion
The findings of this study indicate that resource use from state forests in 
the Eastern Cape has a significant impact on forest structure, although 
the nature and extent of the impact is dependent on the type and intensity 
of resource use. These results should be viewed within the context of 
forests that have a long history of human exploitation, from extensive 
colonial era logging to current subsistence and informal commercial 
harvesting of multiple forest products. However, the effects of long-term 
human exploitation are likely to have affected the current condition of 
all sampled forests, such that the findings of this study are indicative of 
habitat responses to more recent resource use disturbances. Similarly, 
while habitat structure is modified by random natural disturbances, such 
as windfalls, lightning or fire-spotting, which are vital components of 
natural disturbance–recovery regimes that maintain forest dynamics, 
resource use represents disturbances that occur in addition to these 
natural disturbances under which forest species have adapted, and 
thus may affect ecosystem persistence and resilience. Further research 
is needed to determine specific levels of resource use that can be 
sustained without negatively affecting forest biodiversity. Specifically, 
research regarding the impact of resource use on forest taxa at 
multiple trophic levels is needed to provide insight into ecosystem-wide 
implications of harvest-mediated habitat modification, and to contribute 
to the development of ecologically informed forest management policies. 
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Table 2: Extent of harvesting activities recorded at each study forest, showing means (±s.e.) within each forest, with superscript letters indicating 
significant differences between forests

Harvest type

Lowland forests Montane forests

Test statistic and p-value 

Manubi Mqaba Ntlaboya Gomo Nqadu Pirie

Bark harvest index 0.25 ± 0.08ab 0.03 ± 0.01bc 0.28 ± 0.11abc 0.31 ± 0.07a 0.16 ± 0.05abc 0.01 ± 0.01c χ2 = 27.02, d.f. = 5, p<0.01

Proportion of pole-
sized trees harvested 
per plot

0.10 ± 0.03a 0.07 ± 0.02a 0.05 ± 0.03ab 0.14 ± 0.04a 0.08 ± 0.03ab 0.00 ± 0.00b χ2 = 28.45, d.f. = 5, p<0.01
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A balanced perspective on the importance of 
extensive ruminant production for human nutrition 
and livelihoods and its contribution to greenhouse 
gas emissions

There is a general perception that ruminants produce large quantities of greenhouse gases which 
contribute to global warming. Sometimes percentages are quoted out of context. For example, the 
percentage quoted for developed countries indicates the greenhouse gas contribution from livestock is 
less than 6%, while that for developing countries is 40–50%. However, the reason for this relatively low 
contribution from developed countries is because of very high contributions from other sectors. Ruminant 
production also is in the spotlight as it is the world’s largest user of land and South Africa is no exception. 
Only ruminants can utilise areas of non-arable land where the vegetation is rich in fibre and convert this 
fibre into high-quality nutrients for human consumption. Foods from animal sources (including ruminants) 
are essential for the human diet, as they support early childhood and cognitive development. Many rural 
households depend on ruminants and these animals are central to the livelihoods and well-being of these 
communities. The negative effects of red meat on human health and the negative environmental impact 
of livestock production are overemphasised, while the higher bioavailability of nutrients from livestock 
source foods, which stimulates mental and cognitive development compared to vegetarian or grain based 
foods, is ignored. Here we estimate that livestock are responsible for only 4% of the world’s greenhouse 
gases through methane production. We also highlight that if the high fibre vegetation is not utilised by 
livestock, it will still produce greenhouse gases through burning or rotting, without any benefit to humans. 
Livestock source foods are important if global nutritional, educational and economic needs are to be met; 
and this message should be conveyed to the public.

Significance: 
• We propose that a balanced message should be conveyed to the broader scientific community and the 

public on the role of livestock in meeting global nutritional needs and contributing to global warming.

• Livestock source foods are important if the global nutritional, educational and economic needs are to
be met and can be used to feed developing countries out of poverty.

Livestock is often blamed for producing large quantities of greenhouse gases (GHG) and thus contributing to global 
warming. This general perception, that livestock makes a huge contribution to global warming, follows on the Food 
and Agriculture Organization's publication of Livestock’s Long Shadow1, in which it is reported that livestock is 
responsible for 18% of the total greenhouse gas (GHG) emissions, although it was later scaled down to 14.5% 
of the total anthropogenic GHG emissions2. Furthermore, these percentages are at times irresponsibly quoted out 
of context. For example, the percentages quoted for developed countries indicate that the GHG contribution from 
agriculture is less than 6%. However, the reason for this low contribution is a result of the very high contributions 
from the energy, manufacturing, mining and other sectors. Developing countries have lower energy consumption 
and smaller manufacturing and mining sectors. Thus, although the relative contribution from agriculture ranges 
between 40% and 50%, the actual contribution is still lower than 6%.3 

Livestock are characterised into ruminants (cattle, sheep, goats and water buffalo) and monogastric animals 
(pigs, poultry, donkeys and horses). Ruminants generate a large amount of GHGs, mainly in the form of methane 
(CH4), through enteric fermentation, which is a natural by-product of anaerobic microbial fermentation and manure 
storage. The methane produced in the rumen is emitted by belching. It is estimated that about 80% of the GHG 
from livestock comes from ruminants and that they are responsible for more than 90% of the total CH4 emissions 
from livestock.4 Thus, while ruminants play an important role in providing high-quality protein essential for human 
diets, they are also an important source of animal GHG emissions.

That ruminant production is in the spotlight is understandable, as it is the world’s largest individually identifiable 
producer of GHGs and user of land, and South Africa is a clear example of the latter. About 84% of South Africa’s 
land is available for agriculture, but most of this land cannot be used for crop production. Only 13% of South 
Africa’s land area is arable, with the greater part (71%) only suitable for extensive ruminant production.3

Ruminants are often the scapegoat for GHG emissions, with their strategic value in the supply of human nutrition 
often disregarded. In many parts of sub-Saharan Africa ruminants play an important role in human diets. Most of 
the fibre rich vegetation on land can only be utilised by ruminants which convert it into high-quality protein and 
other nutrients for human consumption.3

The importance of animal source foods should be recognised, because any reduction in the consumption of 
ruminant source foods (meat and dairy products) will compromise the intake of the nutrients that are supplied 
in relatively large proportions in meat and dairy products. In cases where there is evidence of low nutritional 
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status, the risk will be bigger.5 Millions of children in developing countries 
already suffer from impaired cognitive development as a result of poor 
nutrition due to the insufficient consumption of livestock source foods.6 
A relationship between early and even later cognitive development and 
the consumption of livestock source foods by pregnant and lactating 
women, and children, has been established.7 The reason for this is that 
livestock source foods supply nutrients with a higher bioavailability that 
stimulates mental and cognitive development, compared to vegetarian- 
or grain-based foods.6 It should also be noted that immunoglobulin, 
which is present in cow’s milk, assists the human body in its fight against 
bacteria, viruses and allergens.8 Cow’s milk may therefore influence the 
development of the immune system in the upper respiratory tract9, which 
may play a role in the body’s defence against the novel coronavirus 
disease (COVID-19).

It should also be noted that small-scale and subsistence farmers 
keep ruminants for a variety of purposes. Many rural households are 
dependent on ruminants for milk, meat, hides, horns, fertiliser, draught 
and income.10,11 Ruminants are therefore central to the livelihoods and 
well-being of these households.

In spite of the importance of livestock production, the recently published 
report by the EAT-Lancet Commission12 downplays the significant 
role of livestock in providing the valued nutritional elements. Instead 
the report focuses on the negative effects of red meat source foods 
(from ruminants) on human health and overestimates the negative 
environmental impact of livestock production. It is not only the EAT-
Lancet Commission that is overplaying the effect of methane emissions 
from ruminant livestock on global warming. This is also done by many 
other groups with their own agenda, such as the Meat-Free Monday 
campaign. Capper13 indicates that if all the USA’s 313 million inhabitants 
adopted meat-free Mondays, the annual reduction in GHG emissions is 
estimated to be only 0.3%. The information used by these advocacy 
groups is often overly simplistic, and based on misconceptions, a lack 
of knowledge and incorrect calculations.13-15

Climate change – the increase in average temperature and an associated 
increase in the frequency of extreme weather events – and global 
warming are consequences of an increased production of carbon 
dioxide (CO2), methane (CH4), nitrous oxide (N2O), hydrofluorocarbons, 
perfluorocarbons and sulfur hexafluoride (SF6), collectively referred to 
as GHG.16,17

Of these six GHGs, the most important are CO2, CH4 and N2O because 
they are closely associated with human activities.18 Carbon dioxide 
is produced through burning fossil fuels and other biological material 
(e.g. solid waste and trees), as well as from certain chemical reactions, 
whereas the CO2 from livestock originates from the aerobic digestion of 
manure and other waste. It is important to note that CO2 is removed from 
the atmosphere through the process of sequestration, in which plants 
absorb CO2 as part of the biological carbon cycle, whereas nitrous 
oxide is emitted through the combustion of fossil fuels and other waste 
products, agricultural and industrial activities and during the treatment 
of waste water.3,17 The natural and anthropogenic sources of CH4 
production are illustrated in Figure 1.

Source: Adapted from Augenbraun et al.22

Figure 1: Natural and anthropogenic sources of methane  
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The major GHGs related to livestock production are CO2, CH4 and N2O. 
Their characteristics in terms of atmospheric concentration, atmospheric 
lifetime and heating potential are summarised in Table 1.

Table 1: Major greenhouse gases (GHG) related to lifestyle production 
and their characteristics

GHG Carbon dioxide Methane Nitrous oxide

Atmospheric 
concentration (%)

49 18 6

Atmospheric 
lifetime (years)

100–200 12 114

Heating potential 
(CO2-eq)

1 23 296

Sources: Adapted from Clark et al.18, IPCC21 and Biotech23

Most of the CH4 produced by livestock originates from enteric 
fermentation by ruminants. It is therefore important to identify the sources 
of CH4 production as indicated in Figure 1. Livestock and rice are the two 
most important single food sources for the developing world. However, 
these two food sources are also responsible for the production of large 
quantities of anthropogenic CH4. Livestock are responsible for 21% (16% 
from enteric fermentation and 5% from animal waste, including manure) 
and rice cultivation for 12% of anthropogenic CH4 (Figure 1).

A simple calculation can be made using the information from Table 1 and 
Figure 1. Livestock contributes 21% of anthropogenic CH4 production 
and the atmospheric concentration of CH4 forms only 18% of the 
GHG emissions. Thus 0.21 x 0.18 = 0.04. This implies that livestock 
is responsible for only 4% of the world’s GHG emissions through CH4 
production.

It should be noted that the global warming potential of CH4 is approximately 
23 times more than that of CO2, but its atmospheric lifetime is 12 years 
compared to 100–200 years for CO2 (Table 1). Although CH4 has a 
larger effect, the duration of the effect is much shorter. This is one of 
the aspects that is frequently ignored. In addition, a large percentage 
of ruminant production is in developing countries, and supports rural 
livelihoods3,19, and, in many cases, is a more environmentally friendly 
method of producing ruminant source foods20.

An important question to ask is: What will happen with the vegetation 
if it is not consumed by product-producing (meat, milk and fibre) 
ruminants? There are three possible consequences for the vegetation: 
(1) it can be consumed by wild animals that will also emit CH4, (2) it can 
burn during veldfires/wildfires, which will produce CO2 that is released
into the atmosphere with an atmospheric lifetime of 100–200 years, or
(3) it can rot and produce N2O with a global warming potential of almost
300 times more than that of CO2. It is also important to note that the
domesticated ruminants to a large extent replaced wildlife on the same
land and the wildlife inhabiting the area before also produced CH4. The
nett effect may thus be more or less the same. During the regrowth of the 
vegetation grazed by ruminants, CO2 is absorbed from the atmosphere.
This carbon sequestration that occurs naturally has been neglected and
therefore the quantitative effect thereof is not known.

It should also be noted that differences in livestock production systems 
between countries can influence the carbon footprint of livestock 
products. This is especially the case between developed countries in 
Europe and the Americas versus developing countries. Some of these 
differences relate to production systems (intensive versus extensive), 
manure storage and the application thereof, as well as feed production, 
transport and processing.21 Many of the current methods used to 
estimate carbon footprints are based on generic assumptions that do 
not take into account the different production systems. The principle of 
carbon sequestration during the regrowth of the vegetation is sometimes 
also ignored. 

https://doi.org/10.17159/sajs.2020/8192
www.sajs.co.za


117 Volume 116| Number 9/10 
September/October 2020

Research Letter
https://doi.org/10.17159/sajs.2020/8192

The bottom line is that livestock is important for human sustainability, 
as it plays a critical role in increasing food security, improving nutrition, 
reducing poverty, and improving human health.6 This important 
contribution of livestock source foods to humans should be considered 
in all sustainability and climate change debates. It is therefore crucial that 
a balanced message be conveyed to the broader scientific community 
as well as the public on the role of livestock in meeting global nutritional 
needs and in contributing to global warming. Livestock source foods are 
important for global nutritional, educational and economic needs to be 
met and can feed developing countries out of poverty.
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Roads and rivers act as conduits of alien plant invasion; however, little is known regarding the abundance 
and invasion extent of Lantana camara, an invasive shrub, along road–river interchanges and roadsides 
in South Africa. We assessed the effects of road–river interchanges and roadsides as invasion corridors 
that facilitate L. camara invasion. A road survey method was used to measure the invasion extent of L. 
camara along road–river interchanges and roadsides from national and regional roads covering 446 km in 
Soutpansberg, Vhembe Biosphere Reserve, South Africa. L. camara occurred along 21 of the 48 surveyed 
road–river interchanges and its abundance and cover were similar between road–river interchanges 
and roadsides, although height and diameter of L. camara were greater along road–river interchanges 
than roadsides. Other alien species that dominated road–river interchanges were Solanum mauritianum, 
Caesalpinia decapetala and Rubus rigidus. Our results indicate that L. camara dominates both road–river 
interchanges and roadsides, therefore roads and bridges should be considered important targets for L. 
camara control.

Significance:
•	 Despite the huge efforts by the South African government to control invasive alien plants, roads and 

rivers continue to act as important conduits for invasion and therefore there is a need to manage them.

•	 We propose that South African roads be considered important targets for efforts to control invasive 
alien plants.

•	 A policy and legislative framework around invasive alien plant removal during routine road maintenance 
operations is required.

Introduction
Roads and bridges function as corridors for alien plant invasion and spread, although their importance has been 
neglected in managing invasive plants.1,2 Rahlao et al.3 highlighted that habitat disturbances at roadsides and road–
river interchanges promote the establishment of invasive alien plants through the creation of suitable conditions 
for plant invasion through water and nutrient resource availability. Indeed, habitat fragmentation along roads and 
bridges enhances the establishment of disturbance-tolerant invasive plants, whilst withholding the establishment 
of local species.3,4 Certainly, the colonisation of roadsides by invasive alien plants may act as a source for ensuing 
invasion into the neighbouring natural communities.3 Few studies in South Africa have interrogated the effects of 
roadsides and road–river interchanges on invasion abundance and extent,3,4 yet roads and rivers act as conduits for 
the efficient dispersal of alien plants. Against this background, we assessed the effects of road–river interchanges 
and roadsides as invasion corridors that facilitate Lantana camara invasion.

Lantana camara is an ornamental shrub which originates from South America. It has been declared a category 
1b invasive plant in South Africa, meaning it must be controlled. It has invaded more than 2 million hectares in 
the country, and its negative impacts include a decrease in native species diversity, an increase in some soil 
physicochemical properties, and a reduction in grazing area.5-7 Given the invasion status of L. camara in South 
Africa and the multiple functions of road–river interchanges and roadsides in facilitating alien plant invasion, we 
aimed to determine if the abundance and invasion of L. camara were higher under road–river interchanges than at 
roadsides. The study is motivated by the need to provide useful road and bridge management information.

Methods and materials
The abundance and invasion extent of L. camara along road–river interchanges and roadsides were studied 
in Soutpansberg and its surroundings in the Vhembe Biosphere Reserve, Limpopo Province of South Africa 
(Figure 1a). The study area was selected due to the abundance of L. camara along roads and the dense national 
and regional road network. Vegetation in the study area is Soutpansberg Mountain Bushveld in the Soutpansberg 
mountain area, Makhado Sweet Bushveld and Musina Mopane Bushveld in the south and north of the mountains, 
respectively.8 The average annual rainfall is between 340 mm and 1200 mm, being high in the mountainous area 
and decreasing moving away from the mountainous area. Most rain falls in summer between October and March 
and temperatures are hot in summer (averaging 40 °C) and mild in winter (averaging 4 °C).8

Using roadside surveys, a time and cost-effective method to detect invasive alien plants,4 a total of 446 km 
(totalling 48 road–river interchanges) was surveyed along five major roads in the study area. The surveyed roads 
were: (1) National Road 1 (N1) from Capricorn Tollgate to Musina (143 km), (2) Regional Road 524 (R524) from 
Makhado (previously known as Louis Trichardt) to Thohoyandou (70 km), (3) Regional Road 523 (R523) from 
Thohoyandou to Vivo (140 km), (4) Regional Road 578 (R578) from Makhado to Elim (23 km), and (5) Regional 
Road 522 (R522) from Vivo to Makhado (70 km). Surveys were conducted in winter in July and August 2018 when 
most road–river interchanges were dry. At each road–river interchange, four plots (two on both sides of the bridge), 
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each measuring 5 x 5 m, were set up on the riparian zone (approximately 
5 m from the bridge wall). These four plots were referred to as road–river 
interchanges plots. An additional four plots, with similar dimensions, 
were set up 100 m from the bridge along the road (approximately 5 m 
from the road) and these were referred to as roadside plots (Figure 1b).

On every road–river interchange where L. camara was present, a detailed 
vegetation survey was conducted in all road–river interchange and 
roadside plots, resulting in 168 plots being surveyed (8 plots x 21 
road–river interchange). Within each plot, species richness and density 
of all the trees and shrubs were determined from counts of individual 
plants per plot. In addition, height of all identified individual plants was 
measured using a ranging pole with 10-cm graduations. Diameter at 
base for each plant was measured using a Vernier caliper (for multi-
stemmed plants only the largest stem was measured). Plant cover was 
visually estimated as a percentage per plot. All trees and shrubs were 

 L. camara invasion along roads in Soutpansberg
 Page 2 of 5

collected for identification at the University of Venda herbarium in the 
Department of Botany.

A t-test was performed in Statistica version 13.2 to assess differences 
between road locations on measured variables. Species richness, 
Shannon–Wiener diversity index (H’) and evenness index (J) were 
calculated per plot and used to examine species diversity between road 
location. Data were tested for normality and proof of homogeneity of 
variances using Kolmogorov–Smirnov and Levene tests, respectively, 
and data were normally distributed. Species occupancy frequencies 
(expressed as a percentage) were calculated as the number of times 
a plant species is present in the different plots. Using the presence and 
absence data, principal component analysis (PCA) was performed to 
investigate how plots and species change species composition. PCA 
was performed using Canoco for Windows version 5.

a

b

Figure 1: (a) Location of the study area in Vhembe Biosphere Reserve, Limpopo Province of South Africa with surveyed national and regional roads shown. 
(b) Schematic illustration showing how plots were sampled at different road locations.
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Results
Of the 48 road–river interchanges surveyed, 21 (44%) had L. camara 
along both road–river interchanges and roadsides. A total of 1118 
L. camara individuals were recorded, of which 352 were along road–
river interchanges and 766 were along roadsides. Average L. camara 
abundance per plot showed no significant (t=0.355; p=0.725) 
differences between road–river interchanges and roadsides (Figure 2a). 
In contrast, the abundance of other trees and shrubs was significantly 
(t=2.588; p=0.014) higher along roadsides than road–river interchanges 
(Figure 2a). Height of L. camara was significantly (t=1.906; p=0.05) 
higher along road–river interchanges than roadsides, whereas height of 
other trees and shrubs was significantly (t=2.872; p=0.006) higher 
along roadsides than road–river interchanges (Figure 2b). Diameter at 
base of L. camara was significantly (t=4.920; p=0.001) higher along 
road–river interchanges than roadsides. However, diameter at base of 
other trees and shrubs showed no significant (t=0.065; p=0.851) 
differences between road–river interchanges and roadsides (Figure 2c). 
Cover of both L. camara and other trees and shrubs showed no 
significant (p>0.05) differences between road–river interchanges and 
roadsides (Figure 2d).

Both species richness and Shannon–Wiener showed significant 
(p=0.001) differences between road–river interchanges and roadsides 
(Figures 3a and b). The above-mentioned differences in species 

richness and Shannon–Wiener showed greater diversity along roadsides 
than road–river interchanges (Figure 3a and 3b). However, there were 
no significant (p=0.582) differences in species evenness between 
road–river interchanges and roadsides (Figure 3c). A total of 29 trees 
and shrub species were recorded in all plots (Supplementary table 1). 
Besides L. camara dominating road–river interchanges, other species 
with more than 60% occupancy frequency were the alien species 
Solanum mauritianum, Caesalpinia decapetala and Rubus rigidus and 
the native species Diospyros lycioides, Euclea natalensis, Lippia javanica, 
Podocarpus sp. and Vachellia karroo (Supplementary table 1). Similarly, 
L. camara dominated roadsides, and other species with occupancy 
frequency greater than 80% were the alien species Acacia mearnsii and 
native species D. lycioides, E. natalensis, L. javanica, Podocarpus sp., 
Searsia pentheri and V. karroo (Supplementary material 1). Five native 
species, namely Combretum vendae, Englerophytum magalismontanum, 
E. divinorum, P. latifolius and Zanthoxylum capense were not present 
along road–river interchanges but appeared along roadsides with an 
occupancy frequency of less than 60%. PCA showed little separated 
road–river interchanges and roadsides in ordination space determined 
by the first two axes between them (Figure 3d). Nevertheless, clear 
distinctions can be seen regarding assemblages for some species, for 
example, S. pentheri, P. latifolius and Psidium guajava assembled more 
along roadsides than did S. mauritianum, which assembled more along 
road–river interchanges (Figure 3d).

a

c d

b

Figure 2: Comparison of (a) species abundance, (b) height, (c) diameter at base and (d) cover for L. camara and other trees and shrubs at different road 
locations. Data are means ± s.e. and t-test results are shown.
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a

c d

b

Figure 3: Comparison of (a) species richness, (b) Shannon–Wiener index and (c) evenness at different road locations. Data are means ± s.e. and t-test 
results are shown. (d) Principal component analysis (PCA) of species (▲) and road location as (●) road–river interchanges and (●) roadsides 
for identified trees and shrubs. The first four letters of the species names are presented, with full names given in Supplementary table 1.

Discussion
In this study, L. camara abundance and cover were similar between road–
river interchanges and roadsides. Height and diameter of L. camara were 
greater along road–river interchanges than roadsides – an indication 
that the species grows better at road–river interchanges than roadsides. 
Therefore, it is evident that road–river interchanges facilitate L. camara 
invasion and create suitable conditions for the species to establish. This 
result concurs with previous studies on other invasive species, e.g. 
Pennisetum setaceum which dominates South African roadsides but 
grows better under road–river interchanges.3 Similarly, Baard and Kraaij4 
identified 109 invasive plant species along the Garden Route roads, with 
the highest incidences being on degraded and transformed lands as well 
as farm roads. Other studies also reported that invasive plants such as 
Clidemia hirta dominate roads and trails in Malaysia9, whilst Ambrosia 
artemisiifolia dominate paved roads in Canada10. We suspect that both 
road–river interchanges and roadsides contribute to invasion by invasive 
alien plants through (1) provision of migration corridors, (2) creation 
of microcosm environments (especially road–river interchanges) that 
are suitable for invasive plant growth and establishment, and (3) road 
construction and maintenance disturbance which create conditions for 
alien plant establishment through soil movement.1,3,11,12 In addition, several 
environmental factors (e.g. soil type, flooding and climate change) can 
influence the abundance and spread of invasive plants along road–river 
interchanges and roadsides.3 Given the fact that other invasive plants like 
S. mauritianum, C. decapetala, A. mearnsii and R. rigidus were present 
at surveyed road locations, our observations are consistent with the 
suggestion that road–river interchanges and roadsides facilitate invasion 
by invasive alien plants.3,12 Baard and Kraaij4 identified 35 sleeper weeds 

that displayed invasion plant tendencies but are not listed by the South 
African Plant Invader Atlas or regulated by legislation. In this study, the 
occurrence of other woody invaders on surveyed plots seems to suggest 
that road–river interchanges and roadsides, like any other disturbance 
mechanism, promotes co-occurrence of invaders.

Although roadside surveys have disadvantages – e.g. poor detection of 
plants far from the road verge and a bias towards large growth form – 
results of this study suggest that the abundance and invasion of L. camara 
is concentrated along both road–river interchanges and roadsides, an 
indication that roads and bridges play a key role in facilitating L. camara 
invasion and establishment. The presence of L. camara along road–
river interchanges and roadsides poses a major problem as the plant 
can produce more propagules that might be dispersed along the road 
and river, resulting in L. camara expansion. Because roads and bridges 
are important within the national infrastructure, proper management of 
L. camara and other invasives along roads and bridges is required. We 
recommend that road–river interchanges and roadsides be prioritised 
during invasive alien plant control in South Africa.
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