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Hardly a day passes without media reference to ‘sustainability’ or 
‘sustainable development’. The three interlocked economic, social 
and environmental factors that sustain the earth, its population and its 
biosphere are familiar to many people working in both the natural and 
human sciences. The philosophy of sustainable development is usually 
expressed in phrases such as ‘being able to meet the needs of the present 
without compromising those of the future’ or ‘maintaining an ecological 
balance by avoiding the depletion of natural resources’. 

The 17 Sustainable Development Goals of the United Nations are clearly 
articulated, and they also form the national agenda for policy and action 
in many individual countries. This includes South Africa that has an 
official National Framework for Sustainable Development.1 

It is often assumed that the idea of sustainable development emerged in 
the 1980s with the World Commission on Environment and Development 
chaired by Gro Harlem Brundtland, three times Prime Minister of Norway 
and Director-General of the World Health Organization (1998–2003). 
The Commission, and its report Our Common Future, rode the wave 
of environmentalism triggered by disappointment in the technological 
promise of the post-war world, the impact of writers like Rachel Carson2, 
events such as the first Earth Day (1970), a growing appreciation of the 
gap between rich and poor and, particularly, as the report expressed it, 
the danger ‘of creating a planet our ancestors would not recognise’3. 
The ideas in Our Common Future were reinforced with fanfare by the 
1992 United Nations Conference on Environment and Development 
(Earth Summit) in Rio de Janeiro and by the 2002 World Summit on 
Sustainable Development in Johannesburg. 

But, like many other ideas believed to be ‘new’, sustainability is not new, 
and many antecedents are worth revisiting. The Invention of Sustainability: 
Nature and Destiny, c.1500–1870, a recent book by Cambridge scholar 
Paul Warde, is indispensable for the topic4, and reading it would 
productively be accompanied by The Environment: A History of the Idea5.

The idea of sustainability has a very long history that stretches back more 
than 300 years; it emerged as a principle of forestry that required the 
attention of government even at that time. In England it was articulated 
by John Evelyn (1620–1706), founding member of the Royal Society of 
London. Sylva, Or a Discourse of Forest-Trees and the Propagation of 
Timber in His Majesty’s Dominions was one of the first books published 
by the Society (in 1664).6 Its purpose was to explain how to utilise, but 
not to deplete, the nation’s trees so that the Royal Navy’s ship-building 
programme might prosper, and with it the country’s economy, military 
security and geographical expansion. Of particular urgency was the need 
to plant trees in the Forest of Deane, as Evelyn noted in his diary, ‘with 
Oake now so much exhausted of the choicest ship-timber in the World’7. 
Sylva is one of the most influential texts on forestry ever published and 
is frequently referred to in many publications even today. So, too, is 
Evelyn’s 1661 work on air pollution (London was notoriously polluted 
for centuries until the legislation of the 1950s) entitled Fumifugium, Or 
the Inconvenience of the Aer and Smoak of London Dissipated, Together 
With Some Remedies Humbly Proposed. This was the first publication 
to deal with urbanisation and pollutants, explaining the problem and 
suggesting a solution. Moreover, Evelyn’s gardening manual of 1664, 
Kalendarium Hortense, Or the Gard’ners Almanack, Directing what He is 
to do Monthly Throughout the Year, has been the model for all books on 
gardening thenceforth. 

In 2013, German Chancellor Angela Merkel officially celebrated the 
tricentenary of the German word for sustainability: Nachhaltigkeit, 
observing that it had been transformed into ‘a principle of survival’8. 
The term appeared in Sylvicultura oeconomica, a book by Evelyn’s 
contemporary, Hans Carl von Carlowitz (1645–1714), an aristocrat in the 
German kingdom of Saxony who was in charge of the region’s silver mines. 
Vast amounts of charcoal were vital for mining and smelting ores. While the 
ore in the Saxony mines remained rich and abundant, in Von Carlowitz’s 
time, output (and thus employment) were contracting owing to a timber 
shortage and escalating prices for what was available. Von Carlowitz wrote 
to the king, explaining how woodlands had disappeared, trees having been 
felled and replaced with cultivated crops and villages into which a growing 
population settled. He argued that national prosperity relied on good future 
planning, with land usage controlled and careful statistics maintained for 
ongoing monitoring of resources. Improvement in supply would not come 
about if the prevailing ethos was profligacy and Von Carlowitz urged that 
fitting policies be introduced for sustainable forestry.9 

One might argue that despite centuries of discussion about the 
appropriate use of renewable resources and principles of sustainability, 
this vision will not materialise while the world remains dominated by 
policies predicated on constant improvement in the lives of 7.7 billion 
humans in a context of ever-expanding economic growth. 
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Clean air is vital to life. Suffering and death from polluted air are avoidable. Immediate, necessary action will 
prevent air pollution and its staggering toll on life and the fiscus.

In 2016, 91% of the world’s population lived in places that did not meet the World Health Organization’s (WHO) air 
quality guidelines.1 One air pollutant of immense concern is atmospheric particulate matter (PM) which is the sum of 
the complex combination of solid and liquid particles of organic and inorganic substances suspended in the air. The 
key components of PM are present in different concentrations depending on the area of air which is tested. Particles 
with a diameter of 10 microns or less are known as PM10 and can affect human health. Particles with a diameter of 
2.5 microns or less (PM2.5) are more dangerous as they can penetrate the lung barrier and enter the bloodstream, 
disseminating to various organs. Chronic exposure to these particles increases the risk of developing multiple 
diseases and conditions.2,3 There is evidence that air pollution affects human health at every stage of life, with the 
most vulnerable populations being the young, elderly and health-compromised. Evidence is mounting that associates 
air pollution with the premature deaths of at least five million people per year, as well as increasing susceptibility to 
and aggravating existing conditions.1-3

The main source of air pollution globally is the use and burning of biomass and fossil fuels for power, heat, transport 
and food production.1-3 In South Africa in 2016 the death rate attributed to household air pollution was 34 per 
100 000 population, calculated considering acute and chronic respiratory diseases linked to air pollution exposure, and 
cardiovascular diseases for which air pollution is a risk factor.4 In South Africa, historically, low-cost residential areas 
were sited close to industrial zones. The continued influx of people to these urban and industrial areas has led to informal 
dwellings in and around the area boundaries. Providing basic services to these settlements is often delayed and/or 
frequently interrupted. Consequently, communities have limited resources: biomass and fossil fuels for cooking and for 
burning waste, often in illegal dumpsites. Household air pollution occurs from incomplete combustion of solid fuels, 
which generates smoke. Currently many areas in South Africa exceed National Ambient Air Quality Standards, and the 
geographical concentration of large population centres and industry have caused hotspots of air quality Priority Areas.3

In July 2019, the Academy of Science of South Africa (ASSAf) joined the science academies of Germany, Brazil and 
the USA, as well as the US National Academy of Medicine, at the United Nations headquarters in New York to issue 
an urgent call to citizens, governments and businesses to reduce global air pollution.5 The delegation presented 
a science–policy statement6 to senior UN representatives and high-level diplomats. ASSAf was represented at 
the event by Executive Officer, Professor Himla Soodyall, who was joined by Senior Specialist Scientist in the 
Environment and Health Research Unit of the South African Medical Research Council, Dr Caradee Wright.5

National academies are crucial as they are a forum in which scientists from every discipline can come together, 
share and reflect upon their findings, placing them in a unique position to address intricate issues such as the 
interplay between health and pollution. It is essential that the issue of pollution be moved up the policy agenda. 
Collaborations and continued strengthening of partnerships with other policy areas, such as climate change, 
sustainable development and food security, would expedite this process.

The Statement6 appeals for emissions controls in all countries as well as proper monitoring of key pollutants, especially 
PM2.5, and stresses that more funding is needed to invest in air pollution reduction measures to match the scale of 
the problem. Decisive action by stakeholders can result in cost-effective management of air pollution. Combatting air 
pollution will help fight climate change as the pivotal common source is the continued use of fossil fuels.

Many more stakeholders internationally will need to join the initiative to ensure and hasten its success. Policymakers 
and the public need to engage with researchers to improve the future health of people and the planet. September 
2019 will see international action being taken. A full-text publication is planned for the September issue of Annals of 
Global Health, promoting global dissemination of the statement and ensuring it is indexed and accessible through 
PubMed and other databases. Furthermore, about 500 delegates from the Environmental Health fraternity are expected 
to attend a 2-day conference in 2019 – a collaboration between WHO and the Public Health Association of South 
Africa – for a national WHO-facilitated dialogue on air pollution and health, based on outcomes of the 1st WHO global 
conference on air pollution and health and the 3rd African Inter-Ministerial Conference on Health and Environment, 
both held in 2018, which also resolved to address air pollution as a regional priority. 

The Statement is available at https://air-pollution.health/
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The annual Lindau Nobel Laureate Meeting is an extremely prestigious 1-week event at which bright young 
scientists from across the globe are able to meet Nobel laureates to discuss matters of science. These meetings 
were initiated in 1951 to liberate German scientists from their post-war isolation. The aim was to encourage 
and cement networks and reduce barriers between nations. Since that time, the meeting has taken place every 
year in the small Bavarian town of Lindau on Lake Constance, alternating among the disciplines of medicine and 
physiology, chemistry and physics. An interdisciplinary meeting revolving around all three disciplines is held every 
5 years and a meeting on economics is held every 3 years. 

This year’s meeting attracted 580 young scientists – master’s and doctoral students and postdoctoral researchers 
– from 89 countries and 39 Nobel laureates. The meeting was dedicated to physics, and revolved around topics 
such as cosmology, particle physics, laser physics, gravitational waves, quantum technologies, dark matter and 
the graphene flagship programme. Themes were addressed in the form of lectures, panel discussions, master 
classes and science breakfasts. The motto of the Lindau meeting is ‘Educate, inspire and connect’.

In order to attend a Lindau Nobel Laureate Meeting as a young scientist, applications must be submitted to a host 
institution such as a national academy. In the case of South Africa, this is the Academy of Science of South Africa 
(ASSAf) which provides travel grants through support from the Department of Science and Innovation (DSI), 
formerly the Department of Science and Technology. The DSI and ASSAf cover the cost of travel and logistics in 
South Africa, while the Lindau Council co-funds accommodation and any medical expenses during the meeting. 
There is a variety of accommodation options, including hotels near the meeting venue and beyond the island, and 
even staying with a host family in Lindau.

This year, two of the young South African scientists who participated were Valentine Saasa and Nonkululeko 
Radebe. Valentine Saasa is a PhD candidate at the CSIR and is registered for her degree at the University of Pretoria. 
She works on the synthesis of nanostructured chemical sensors for non-invasive monitoring of diabetes mellitus. 
Nonkululeko Radebe is a PhD candidate at the Karlsruhe Institute of Technology in Germany. Her research involves 
combined rheo-spectroscopy techniques for hydration kinetic studies on cement paste. They respectively describe 
their experiences below.

Experience of the 69th Lindau Nobel Meeting: Valentine Saasa
The first time I heard of the Lindau Nobel Laureate Meeting was in 2016 at the University of Limpopo when 
I was hosting and facilitating a women in science communication event sponsored by ASSAf and the British 
Council. Stanley Maphosa, International Liaison Manager at ASSAf, was telling participants about this opportunity 
– dedicated to chemistry at that time. I did not fully understand what it was all about, until the 2018 meeting 
dedicated to physiology and medicine when I  followed Edith Phalane’s (a 2018 Lindau alumnus) twitter posts 
on her attendance. I was unsure about applying for the 2019 meeting dedicated to physics, but as my research 
involves physics and I am supervised by a physics chief researcher at the CSIR, I nonetheless applied. 

Unbelievably, I was selected by ASSAf in the first stage and nominated by them to the Lindau Council. I could 
not believe it and I did not want to tell anyone yet, as I was not sure what was going to happen in the next stage. 
In January 2019, I received the email from the Lindau Council informing me that I had been selected to attend the 
meeting! I was excited, and yet nervous at the same time, wondering what I – a biochemist by training – might 
say to the greatest physicists in the world. But then I learned that there would be Nobel laureates who were 
biochemists by training but had won either chemistry or physics Nobel prizes. The pre-Lindau meeting with alumni 
in South Africa, organised by ASSAf, also served to calm my nerves and ignite excitement about the trip.

When we arrived, the meeting venue was breathtaking. It is situated on the island of Lindau. Even though there were 
many hotels, they could not accommodate all the young scientists and many had to stay outside the island, some 
with host families as I have mentioned. I was privileged to be accommodated just across from the meeting venue. 

The second day at Lindau was remarkable for me, because South Africa, as host of the International Day, opened 
the ceremony with a Xhosa cultural dance. I felt at home, and it seemed that everyone from around the world was 
having fun. When your skin colour was noticed and you were asked whether you were a South African, there were 
many compliments on the opening ceremony. A second highlight of the opening day was when Nobel laureate 
Brian Schmidt (Nobel Prize in Physics 2011) delivered his keynote address entitled, ‘Big questions for society, big 
questions for research’.

There were different talk formats during the week: lectures at which laureates presented their prize-winning work, 
open exchanges where questions were asked by young researchers and answered by laureates, and agora talks, 
rather more interactive and informal, during which the young scientists could ask laureates about their career paths 
and personal lives. I had the opportunity to talk to Harald zur Hausen, who presented on bovine products as the 
origin of infections linked to colon and breast cancers. He received the Nobel Prize in Physiology or Medicine in 
2008 for his work on the role of papilloma viruses in cervical cancer. 

We also had the opportunity to choose either to lunch or walk with a laureate. I had the honour of lunching with 
Hartmut Michel, together with nine other young scientists with a biochemistry or biophysics background. Michel 
won the Nobel Prize in Chemistry in 1988 for his work on the determination of the three-dimensional structure 
of a protein complex found in certain photosynthetic bacteria. We had a very relaxed lunch and conversation 
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ranged from the personal, the cultural and politics to academia. A take-
home message from him was to focus on quality research rather than 
the impact factor and publish our work in open-access journals because 
they are the future of science publishing. 

Another highlight was the breakfast session with Sir Konstantin Novoselov, 
who won the Nobel Prize in Physics in 2010 for discovering the material 
graphene. His work is closely related to mine, and I appreciated that he is 
very down to earth and approachable. Novoselov spoke on his experience 
in researching advanced materials like graphene, a single-layered carbon 
compound which seems to have an endless supply of applications. 
Graphene is just one of a plethora of new ‘smart materials’ which react 
to environmental changes such as pH, temperature or ultraviolet light. 
They form the basis of many modern sensors and are being used in fields 
from computing to medicine. Novoselov argues that the application of 
research is best achieved by commercial companies, not by universities 
and research institutions. Coming from both a research institute and a 
university, I couldn’t agree more.

Young South African scientists at the International Day hosted by South Africa

How can science change the world for the better? A take 
home message for Valentine
Given the socio-economic status of our country, I was delighted to 
hear the Nobel laureates talk about science for society during a panel 
discussion. Our new White Paper, together with the National Development 
Plan, has identified science, technology and innovation (STI) as the 
primary drivers of economic growth, job creation and socio-economic 
reform. However, it is clear that South Africa is not yet fully benefitting 
from the potential of STI to address our socio-economic problems. 
This issue – is science solving societal issues – was addressed in detail 
by the panellists: Steven Chu, Brian Schmidt, Vinton Cerf, Tim Lauce and 
2016 Lindau alumnus and South African Adriana Marais.

It is interesting to me that a scientist would ask how science can change 
the world for the better, because it indicates that, as scientists, we are 
uncertain if science is doing what it is supposed to. Schmidt argued that 
for science to serve all humanity, the issue of income distribution should 
be addressed. This, in turn, is dependent on science becoming more 
cooperative on a global scale.

‘Scientific knowledge brings understanding, and that understanding can 
guide and inform how society can meet such great global challenges. 
So,  let’s use our scientific powers to be more active politically and in 
other ways’, Chu (Nobel Prize in Physics 1997) appealed. The role of 
science is great, but in order to rise to the occasion, scientists need to 
think not only about how science could be done better but also about how 
its benefits might be felt by all humankind. The importance of curiosity-
driven basic research translating research knowledge to technology in 
order to improve the way we do and communicate science is key to 
tackling our societal problems. However, according to Cerf, it is not the 
job of scientists to translate knowledge into technology, but rather the job 
of engineers and similar companies. 

Attending the Lindau Nobel Laureate Meeting was a once-in-a-lifetime 
experience and I encourage other young researchers to apply. It exposes 
you to different kinds of research and the best research in the world – as 
well as a lasting network. 

Experience of the 69th Lindau Nobel Laureate 
Meeting: Nonkululeko Radebe
I had been eager to attend a Lindau Nobel Laureate Meeting since 
speaking to Balindiwe Sishi, a postdoc at Stellenbosch University 
(my alma mater), who had attended the 2018 meeting on physiology 
and medicine. As a polymer chemist by training, I was curious about 
whether there was a meeting on chemistry. Although an Internet search 
revealed that the forthcoming meeting would be on physics, I was not 
discouraged because the boundaries between scientific disciplines are 
often not clear-cut. As it turns out, a part of my PhD project was based on 
principles of physics, namely the electromagnetic spectrum and nuclear 
magnetic resonance. So I applied as an open applicant, went through the 
two-phase process and was, to my delight, selected to participate in the 
69th Meeting. Fortunately, after selection, two sponsors were found for 
me by the Nobel Laureate Meetings Committee: ASSAf and the Wilhelm 
and Else Heraeus Foundation; I am very grateful to both. 

On my way to Lindau, it suddenly occurred to me that I had not prepared 
questions for the laureates I wanted to meet. Was I being paranoid or 
justifiably nervous? Was I under prepared? It quickly became apparent 
that there was no need to over-prepare. All participants had a specialised 
programme including talks and activities, depending on their choices 
during the application process. The majority of the programmes consisted 
of three consecutive lectures by three laureates or a panel discussion 
with laureates and senior students working separately on similar themes 
(i.e. gravitational waves, dark matter and lasers). One such panel 
discussion was on dark matter, titled ‘The Dark Side of the Universe’ with 
David Gross (Nobel Prize in Physics 2004), Adam Riess (Nobel Prize in 
Physics 2011), George Smoot (Nobel Prize in Physics 2006) and Brian 
Schmidt (Nobel Prize in Physics 2011). As a non-expert, I went with no 
expectations; I wanted to learn something on a topic in which I would 
otherwise have had no interest. Dark matter is anything that does not 
respond to electromagnetic radiation, which means it cannot be detected. 
More than anything, I wanted to know why it matters if it is undetectable. 
It matters because the composition of the universe is 25% dark matter, 
which is 20% more than ordinary matter. A second part of the topic was 
on the acceleration of the earth, which is a theory first considered in 1917 
by Albert Einstein who later went on to dismiss it as improbable. Einstein 
allegedly referred to this as his ‘greatest blunder’. I left this talk with a 
newfound interest in astrophysics. 

Young South African scientists Sinenhlanhla Sikhosana and Nonkululeko 
Radebe chat with Nobel laureate Brian Schmidt

Another engaging part of the day’s activities were the agora talks. 
The  format was a lecture followed by a 20-min question-and-answer 
session. This gave a great opportunity to engage with the laureates 
specifically on the work that won them their Nobel prize. Stefan Hell, from 
the Max Plank Institute for Biophysical Chemistry in Germany, presented 
one of the most exciting talks I attended. He received the Nobel Prize 
in Chemistry in 2014 together with Eric Betzig and William  Moerner. 
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The title of his talk was ‘Reaching Molecular Size Resolution in Lens-
Based Microscopy: The Diffraction Limit Blown Away’ which neatly 
summarised for what his joint prize was awarded. The talk started with 
him introducing an image of molecules observed under a confocal 
microscope during the 20th century. At that time, the resolution was 
limited to 200 nm. Using principles in physics, they overcame the 
diffraction barrier to obtain a spatial resolution of 20  nm – 10 times 
more than that previously possible. I was intrigued by his answer to the 
question of whether he knew that his research would be awarded a Nobel 
prize: yes. He explained that he knew that this work was groundbreaking 
and was in no way surprised when he received the call from Stockholm, 
where the Nobel Foundation is situated. 

Apart from the many scientific talks and presentations, there was time 
to have more relaxed conversations with the laureates. I had the honour 
of talking to Vinton Cerf, who was a Turing Award winner in 2005 for 
his work on Internet protocols. Although a Turing award is not a Nobel 
Prize, it is considered one of the highest honours for a computer scientist. 
I caught him in the middle of a conversation with three other students 
taking about how multinational Internet service providers like Google 
can help in ensuring the integrity of research that is published on the 
Internet. I suspect this was triggered by the fact that we live in an era of 
‘fake news’ and anyone can publish content as ‘scientific’ whether true 
or not. Another concern raised was on how impact factors of journals 

are calculated and that they do not reflect the impact of a specific paper. 
That means it is possible to have an ‘okay’ paper in a high impact factor 
journal and after a few decades no one would be the wiser that your paper 
was in fact not very relevant. We discussed how to measure longevity of 
research using something more than citations because we all know that 
it is possible to cite a paper you have not read. Some suggestions were 
tracking whether the scientific principles used in the cited paper were 
used in the work that cited it, beyond the section on literature. This was 
an extremely important, relevant and evolving conversation, to which I will 
refer for many years in the future. 

The biggest obstacle of the week for me was to get over the feeling of 
being an imposter. I discovered this feeling was not unique to me after 
conversations with other students, especially those from South Africa. I felt 
that we needed a workshop devoted to how to own your space and believe 
in your science as valid and on par with the rest of the world. In retrospect, 
it was quite bold of me to apply to attend the Meeting because it suggests 
that I considered myself sufficiently capable to compete with students 
and postdocs around the world who are pure physicists. I suspect that 
I was naïve in thinking that the pool of applicants was small and I was 
surely not competing with the ‘cream of the crop’. It turns out, however, 
that thousands of hopefuls applied and fewer than 600 participants were 
selected. I am honoured and humbled to have been given the opportunity 
to be among some of the most brilliant minds of our time. 
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Background
The Southern and Eastern African Cotton Forum (SEACF) was established in 1996 under the auspices of the 
International Cotton Advisory Committee (ICAC) that had supported three African regional meetings prior to the 
formation of SEACF: in Sudan (1982), Tanzania (1984) and Togo (1989). In 1994, researchers from the southern and 
eastern African countries set up the African Cotton Research Network, which later merged with SEACF. Initially, the 
main purpose of the forum was for each country to present national reports on cotton activities, but in 2010 the format 
was altered to a scientific symposium at which the regional network of researchers would present research results to 
their peers. The objective of SEACF is to promote cotton production through collaborative research and technology 
transfer and bi-annual research symposia are held in different member countries. Since its inception, SEACF has held 
14 meetings. The chair of SEACF rotates with the country that hosts these symposia; member countries are Ethiopia, 
Kenya, Mozambique, Namibia, South Africa, Sudan, Tanzania, Uganda, Zambia and Zimbabwe. 

Since 2006, the SEACF Secretariat has been based at the Agricultural Research Council – Industrial Crops in 
Rustenburg, South Africa. The Secretariat organises meetings and workshops and maintains a database of relevant 
scientists, currently numbering almost 100. Cotton industry players like Monsanto, Bayer and Cotton SA also 
attend meetings and make presentations, while after each meeting, visits to farmers’ fields, research institutions 
or cotton ginneries are arranged. Membership is free and SEACF is self-funding; it receives some financial support 
from the ICAC. The SEACF Secretariat and the local organising committee of the hosting country raise additional 
funds for special events at meetings.

In 2001, SEACF initiated a collaborative project among South Africa, Zimbabwe, Tanzania, Uganda, Ethiopia and 
Sudan to determine the importance of cotton diseases in the region that was successfully completed the following 
year. This project was funded through ICAC and the fast-track programme of the Common Fund for Commodities. 
Regional germplasm exchange programmes have been established to allow cotton breeders to exchange cotton 
breeding lines from their respective countries.

The SEACF network has an electronic mailing list, hosted by ICAC, for communications among researchers.

Report on the 14th Meeting in Zimbabwe 2018
The most recent SEACF meeting was that in Harare, Zimbabwe, the theme of which was ‘Global best practices for 
cotton yield enhancement in Africa’1. The meeting was hosted by the Zimbabwe Cotton Research Institute under 
the leadership of Dr Dumisani Kutywayo; 77 researchers from seven countries (Bangladesh, China, India, Kenya, 
Mozambique, South Africa and Zimbabwe) attended. Topics prioritised are discussed below. 

Enhancing the competitiveness of southern and eastern African cotton
Of the total world cotton production, 10% is grown in sub-Saharan Africa and 18 million people in the region rely 
on cotton production either directly or indirectly. Input costs are supported by ginners and contract production 
and are later recovered through sales. The benefits are that farmers receive inputs and advisory support; ginners 
are ensured production and quality; and the export earnings of the country are improved through quality cotton 
to boost the textile industry and the cotton lint price. Mozambique cotton production is, however, unique in the 
region as it is entirely based on a concession set-up (‘One Zone, One Gin Concept’) that allows the cotton sector 
to operate in a monopsony system, where ginning companies are granted rights as exclusive buyers of cottonseed 
in their respective areas of the concession. Tanzania is currently investigating this system at a district level. There 
are benefits to the concession system, the most important of which are the exclusive right to purchase all cotton 
grown within the concession area; farmer support; extension training; and the supply of seed and crop chemicals. 

In Zimbabwe, however, the Agricultural Marketing Authority regulates the production and marketing of cotton and 
administers matters like registration of growers, licensing of contractors, buyers and ginners; monitoring of seed 
cotton grading; and classification of lint. The Agricultural Marketing Authority also monitors the marketing and 
export of cotton and fosters the growth of the sector by providing a level playing field for all players in the cotton 
industry in Zimbabwe.

Increasing cotton productivity and public/private sector interventions
An important session focused on the ecological, technological and social environment of cotton production. 
In  Africa, cotton is cultivated exclusively by smallholder farmers, and in Zimbabwe, it is grown by more than 
200 000 smallholder farmers on an average plot of about 1 ha. The norm is that cotton is produced based on 
agreements signed by farmers and contractors who buy the cotton. Contractors supply the farmers with inputs 
as a loan, from which deductions are made when the product is delivered. In 2015, the Zimbabwean government 
approved a 3-year plan to support the smallholder farmers with free production inputs with the aim of reviving 
cotton production in the country. While the plan has resuscitated production, challenges remain: increasing costs 
of production; low cotton yields and poor-quality seed cotton production; input distribution based on generalised 
recommendations; side selling of free inputs from government; and the limited involvement of the private sector. 
Various recommendations were made to address these challenges. 
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Technology transfer
The experiences in India were highlighted in a paper on front line 
demonstrations. Field demonstrations, conducted by the National 
Agriculture Research System, the Indian Council of Agricultural Research 
(ICAR) and the State Agricultural Universities, provided effective learning. 
ICAR introduced the ‘Lab to Land’ programme that tested viable 
technologies developed by the researchers’ on-farm field to convince 
farmers to adopt them. The programme further enabled scientists to 
obtain direct feedback from cotton farmers and create effective linkage 
among scientists, extension personnel and farmers. To date, 1157 
demonstrations have been conducted and the analysis of yield parameter 
over 20 years has revealed an average yield increase of 18% compared to 
the farmers’ previous practices, as well as a reasonable reduction in the 
cost of cultivation. Considering the profile of African cotton growers and 
the Indian experiences, conducting front line demonstrations is suggested 
for improving the socio-economic status of African cotton growers. 
Replicating the success of front line demonstrations would pave the way 
for profitable and sustainable cotton farming in the future. 

An interesting study was done in Zimbabwe on value-added products that 
can be obtained from cotton stalk by-products. An average of 3 tonnes 
of the cotton stalk is generated per hectare of land; cotton stalk is an 
appropriate raw material for manufacturing bio-composite products. Due 
to the high deforestation rate, cotton stalks can be used as an alternative 
for the paper and pulp industry, as well as for providing crop residues to 
cultivate oyster mushrooms. This initiative is a valuable addition to the 
cotton-farming process and more research into natural resins with cotton 
stalk fibres will be done.

Despite water scarcity and soil degradation, most parts of Africa continue 
to use traditional and inefficient tools for cotton production. Over 9 years, 
the ICAR Central Institute for Cotton Research in India conducted a 
research study on conservation agriculture as best management practices 
for sustainable cotton production. The research revealed that the three 
key principles in conservation agriculture were minimum soil disturbance, 
increased soil cover and crop rotation. Reduced tillage systems with crop 
residue recycled resulted in increased boll retention, high seed cotton 
yields and profitability. The question was posed that if conservation 
agriculture is so beneficial, why is it not followed? After raising some of 
the challenges, it was clear that the solution lay in collaborative research, 
efficient technology transfer, appropriate mechanisation to improve farm 
labour efficiency, and the identification of crops that are compatible with 
cotton for intercropping.

Plant breeding
Due to low cotton yields of 500 kg/ha in Mozambique, the cotton research 
programme in that country has been developing and introducing new 
genotypes to discover suitable varieties for local production. As  many 
as 18 cotton genotypes, including 16 imported, were tested in different 
localities around the country. From these genotypes, however, only three 
presented acceptable adaptability and potential stability, perhaps indicating 
that the seed cotton yield was affected more by the environmental complex 
than by the genotypes.

In Zimbabwe, 11 genotypes (8 experimental lines and 3 commercial 
varieties) were evaluated in order to identify superior genotypes for the 
Lowveld region conditions. Three genotypes had good yield and stability, 
and it was recommended that they be further tested for distinctiveness 
and uniformity based on field performance and fibre qualities before 
their release. 

Eight Mahyco cotton hybrids were registered for commercial production 
in Zimbabwe and Malawi in 2017 and in Zambia the following year. Two 
of the tested hybrids yielded 5500 kg/ha dryland production, had an 
early maturity index of above 60%, high boll retention, and tolerance to 
jassids (leafhoppers). Seven other African countries are currently in the 
process of registering the hybrids, which have the potential to transform 
cotton production through improved farmer viability, increasing the area 
under cotton and cotton output. 

The Institute of Cotton Research in China has done research on genome-
wide quantitative trait locus (QTL) mapping for resistance to Verticillium 
wilt, fibre quality and yield traits in cotton chromosome segment 
substitution lines. In total, 251 QTLs have been detected, among them, 
98 are of the fibre-quality traits, 93 of the yield-related traits, and 60 are 
Verticillium wilt resistant. Of these, 86 QTLs were consistent and three 
chromosomes contained more QTLs. Another study was presented from 
China which focused on cloning and expression of drought- and salt-
tolerant genes on cotton. The study suggested that, on average, saline 
stress resulted in 70–80% loss of productivity in cotton, and that the 
Chinese cotton germplasm had 8873 cotton accessions. Few of the 
accessions that were tested were resistant to salinity as well as drought. 
The genetic diversity of cotton germplasm was also analysed among the 
salinity-tolerance relevant accessions, which showed that most of the 
germplasm had a closer genetic relationship.

Cotton agronomy
South African national cotton cultivar trials are conducted in different 
localities under irrigation and dryland conditions. These annual trials 
are aimed at evaluating cultivar performance that will be recommended 
to farmers in their respective areas. Characteristics that are taken into 
consideration include yield, fibre percentage, length, strength and 
micronaire. Even though a cultivar is identified as very stable, it does not 
necessarily mean that it will always give the highest yields, although it 
will perform better in unfavourable climatic conditions.

Cotton production is mainly dependent on the conventional tillage system 
in Zimbabwe which exposes the soil to degradation. Conservation 
agriculture is premised on the principles of reduced or no-soil disturbance. 
A study was conducted to determine the effects of conservation tillage 
technologies on seed cotton yield under Zimbabwean rainfed conditions. 
The lowest seed cotton yield was 511 kg/ha while the highest yield was 
3000 kg/ha. The study recommended that the project continue and focus 
on low rainfall areas. It was also recommended that a cost–benefit analysis 
and crop rotation should be taken into account.

Crop protection
In Kenya, 80% of the population live in rural areas and depend on agriculture, 
and the cotton industry has been identified as one of the sub-sectors for 
alleviating poverty. However, cotton is characterised by low production 
per unit area. This low productivity is attributed to poor-quality seeds, 
poor land preparation, declining soil fertility, inadequate pest control, low 
adoption of technologies and inadequate technical support. A study was 
conducted in six districts to examine the transfer of integrated crop and 
pest management strategies based on an approach that meets the needs 
and circumstances of target farmers. The outcomes included increases in 
cotton yield, an improvement in cotton incomes, demonstration of the use 
of good production practices, an improvement in post-harvest handling, 
better communication among farmers, and collective action by farmers.

Verticillium wilt is one of the most important diseases of cotton worldwide, 
and affects yield and fibre quality. It is caused by Verticillium dahliae, a soil-
borne fungus. There is no effective chemical control, so the use of tolerant 
cultivars is of great importance in controlling the disease. The objective 
of the research that was conducted in Zimbabwe was to determine the 
tolerance levels of new cotton genotypes to Verticillium wilt. Verticillium 
wilt screening indicated that the varieties used had different tolerance 
levels and most genotypes which were tolerant to the disease produced 
high yields. It was recommended that further research was required to 
determine the mode of tolerance.

Best practices for yield enhancement in Africa 
Yield enhancement in Africa is an extremely important topic. It was agreed 
that to a greater extent cotton research should address the cotton value 
chain and the development of technologies that are affordable, viable, 
sustainable and easy to use. Moreover, researchers need to ensure 
that those technologies reach the end-user. In addition, the technology, 
knowledge and information generated by research must reach the grower 
in a practical manner. To enhance production yield, effective weed and pest 
management is vitally important, and timely planting in rainfed areas is 
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critical to ensure that the crop takes full advantage of rainfall. As smallholder 
farmers form a larger percentage in cotton farming, there is a need for 
specially designed mechanisation that caters for smallholdings. 

There are 24 countries that have adopted biotech crops, of which the 
USA constitutes 40% of the global share. Cotton is planted in 15 of those 
countries – covering 81% of global planting. The major traits in biotech 
crops are those for insect and herbicide tolerance. By 2015, the adoption 
rate of GM cotton was almost 80% worldwide. The highest year-on-
year increment in the biotech cotton area was obtained in South Africa 
(a remarkable 315%), followed by the USA (24%) and Brazil (19%).2 
Although technology has increased the yield and reduced the production 
costs, challenges are the minor pests that have become major pests and 
the development of insect resistance. Some solutions towards challenges 
in increasing yield include reduction of plant density per hectare, lower 
crop duration, short critical window and efficient management of insect 
pests, nutrients, water and light. The training workshop was led by 
Dr Keshav Kranthi, head of the Technical Information Section at the ICAC, 
and he also conducted participatory practical sessions on Bt-detection 
using immuno-chromatographic strips and Bt-quantification through 
enzyme-linked immunosorbent assays.3 

Recommendations
The following are some of the key recommendations from the 2018 
meeting in Zimbabwe:

•	 Improve research and development in the region

•	 Introduce farmer training programmes to improve production 

•	 Manage high production costs due to the increase in input cost 
and labour wages

•	 Mitigate the low viability of cotton production due to international 
prices and its volatility 

•	 Consider the role of climate change on low cotton yields through 
drought and the recurrence of diseases and pests 

•	 Improve collaboration among the member countries and 
information exchange 

•	 Develop a regional germplasm database and exchange programme

Uganda has been proposed as the host country for the 15th Meeting of 
the SEACF in 2020. 
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Wilder Lives uses ideas of ‘wildness’ and ‘rewilding’ to rethink the human relationship with our environment. As a 
species we have single-handedly destroyed our planet’s ecosystems in the short space of a few hundred years. Now 
we urgently need to reconsider and redefine our behaviour. This excellent and timely book explores ways to do so.

Brown’s approach is wide-ranging, inquiring and thought-provoking. Brown, Professor of English at the University 
of the Western Cape, expertly takes us through such topics as wildness and conservation, wild cities, rewilding 
language, wildness and food, wild animals, wild margins, and wildness in the ethics of human–animal relations. 
He uses dozens of his own experiences throughout the book in order to illustrate an alternative approach to how 
we might view the natural environment.

At the heart of the book is the notion that humans, try as we may to separate ourselves from wild nature, remain 
integrated and inseparable from it. 

Ecological rewilding
Brown introduces the notion of ‘rewilding’ as developed by environmental writer George Monbiot, author of Feral: 
Rewilding the Land, the Sea, and Human Life (University of Chicago Press, 2017). From an ecological perspective, 
rewilding is not about keeping ecosystems in a state of arrested development, like preserving a jar of pickles; or 
forcibly restoring environments that have already been degraded into a human-crafted area. Instead, rewilding is 
an approach that permits ecological processes to resume by themselves, like allowing trees to naturally repopulate 
deforested land; or mangroves, salt marshes and seagrass beds to grow back after being destroyed. 

Rewilding is a concept that fundamentally recognises that the ecosystem restores itself. It is not simply adding a 
collection of animals and plants to an area, as is often the case with private reserves and game ranches in South Africa, 
but rather of allowing their shifting relationships with each other and their surrounding environment to re-develop. In 
other words, an ecosystem is not a finished static product but a growing, continuous, shifting process that must be 
left to evolve and adapt to changes. In essence, rewilding is about resisting the urge to control nature and allowing it 
to find its own way. At times, it may involve some assistance, like reintroducing absent plants and animals (and in a 
few cases culling exotic species which cannot be contained by native wildlife), pulling down fences, blocking drainage 
ditches, but otherwise stepping back. At sea, it means excluding commercial fishing and other forms of exploitation. 

The ecosystems that result, or rewildings, are best described not as a wilderness but as self-willed – governed 
not by human management but by their own processes. Rewilding has no end points, no view about what a ‘right’ 
ecosystem or ‘right’ assemblage of species looks like. It does not strive to produce a heath, a meadow, a rainforest, 
a kelp garden, or a coral reef. It lets nature decide. 

There are hundreds of such cases where similar aspects of rewilding have occurred. A particularly interesting, if 
not macabre, example Brown uses is the 4700 km2 Chernobyl disaster zone between the Ukraine and Belarus. Here 
rare and endangered animals have thrived since the area was evacuated by humans in 1986. 

Human rewilding
Rewilding does not exclude humans. Neither is it about conflict between humans and an ecosystem. Brown is at 
pains throughout the book to argue that modern humans can still participate in a meaningful way with the natural 
environment while enjoying the benefits of technology and civilisation. Humans need to relearn how to connect with 
the natural environment – the source of vitality – by engaging in activities that bring them into bodily contact with it. 
This might include a walk along a trail, a swim in a lake or ocean, a ski down a snowy slope, a climb up a mountain, 
a safari, trout fishing in the mountains or a camping trip. 

Activities like these bring peace of mind, a psychological escape from the humdrum of the built environment with 
its stress, pollution and noise. How many of us come back from such experiences in nature feeling revitalised? It 
is no coincidence that almost all major cities have set aside bits of nature for human well-being. One only has to 
think of Central Park in New York, Hyde Park in London and, best of all, Table Mountain National Park in Cape Town. 
The latter is a perfect example of how human civilisation remains interconnected to the wild environment. Almost 
half of the city remains natural, thanks to the wisdom of the early town planners to not build above a certain altitude. 
Today, thousands of people access this natural environment, either hiking up and along the hundreds of trails, or, 
for the more sedate, by road or cable way. All do so to benefit from the spectacular views and to breathe in the 
fresh fynbos-scented air. 

Yet, preserving the natural environment goes so much further than psychological, spiritual and physical well-being. 
The biosphere is essential for the survival of all life. It is imperative we set enough space aside for biodiversity, and 
us, to thrive. Failing to do so will not only doom natural life, but all life including our own. Given that much land has 
to remain under the plough or grazed by livestock to feed the 7-billion plus humans, the land available for rewilding 
is quite modest, but Brown believes it is sufficient to constitute an important ecological and existential resource.

Ultimately, Brown does not try to offer a definitive account or exhaustive set of arguments. Instead, this book is 
suggestive, and cumulatively sketches the possibility of ‘wilder lives’. ‘Rewilding – including of one’s own life,’ writes 
Brown, ‘is a lifelong commitment.’
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Recent research and writing on economy, society and politics in South Africa’s ‘secondary’ cities are scarce 
relative to the literature on Johannesburg and Cape Town, and to a slightly lesser extent Durban (Ethekwini). 
The two other sizeable harbour cities, Port Elizabeth (Nelson Mandela Bay) and East London (Buffalo City), have 
been the subjects of a few PhD theses and occasionally books, but remain little explored. They therefore offer rich 
fields for scholarship.

East London – iMonti and its hinterland, including areas variously named ‘Border’, ‘Ciskei’, ‘Transkei’ – gained the 
attention of an earlier generation of scholars. Leslie Bank, who lived and worked for some decades in the region 
(he was Director of the Fort Hare Institute for Social and Economic Research) has, in previous books – Home 
Spaces, Street Styles1 and iMonti Modern2, taken on some of the older directions. However, in City of Broken 
Dreams, his canvas expands to include the long-term histories of East London through colonialism, segregation, 
apartheid and democracy. Informed by archival, participant, media, and other sources, Bank sweeps through 
shifting ideologies, industrial development and decline, the patchy record of recent government, and deep social 
changes. His account portrays how both prosperity and broken dreams coexist today, offering fresh ideas on how 
to move beyond the present contrast between the global reach of an apparently successful car exporting economy 
and the deteriorating conditions that face the majority of citizens.

The text is organised in four parts, preceded by a powerful introduction that sets out the main challenges of the 
city and the questions of the book, and concludes with ideas on ‘remapping the city’. Among the major themes, a 
key thread concerns the history of different regimes of power in East London, through segregation and the earlier 
growth machine, apartheid and its capture of many kinds of change in the Eastern Cape, and then democracy 
with its disappointments but also its triumphs. The book deals with the rise and decline of manufacturing, linking 
those developments with the shifting regimes. Moreover, and importantly, Bank argues a case for a new role for 
the university in making something better of this place of ‘dreams’. The book concludes with a deep account of 
university power politics as well as student revolt, right up to the present, presenting readers with an argument as 
to how the concentration and enhancement of the university presence might lead to greater hope. 

Bank also accounts for the significance of the car in East London life: from the appearance of the first vehicles, 
through local initiative in establishing car assembly plants many decades ago, to the enormous but difficult 
significance of a major German company continuing to produce for a global market. In this theme there are parallels 
between the experience of East London and Detroit. East London has been and remains a particularly motor 
oriented city – home of the South African Grand Prix for a generation, and the present centrality of cars to the 
weekend celebration that takes place along the beach and that could hardly have been imagined 30 years ago. 

There are several new ways in which the city is occupied and used by its present population. Bank refers to ‘occupy 
urbanism’ in this context, touching on the double rootedness between the ‘rural’ and the city, with particular 
attention to the huge weekend gatherings known as Ebuhlanti on the beach front. There are certainly struggles 
on the part of newer, black African middle- and upper-class individuals to control existing and persistent elements 
of the city, including modes of production and distribution – yet an apparent lack of interest or recognition of 
possibilities towards creating something really new.

Some readers may find it surprising that relatively little attention is given to significant moments in the make-
up of the city and its region. For example, there are numerous former ‘homeland’ civil servants and politicians 
who populate the bureaucracies of East London; the famous strikes at Wilson Rowntree and at Mercedes Benz 
have their place, but not the 1983 bus boycott. And Mdantsane, the major township of the region, central to the 
bus boycott and strikes and home to a majority of East London’s people, is scarcely mentioned. This omission 
suggests that there are opportunities for further work. 

However, the ultimate purpose of the book is to argue for a transformed role for universities in city development, 
a theme that Bank has previously explored,3 and in particular for finding new pathways for building upon the 
combined presence of the University of Fort Hare, Walter Sisulu University and Unisa in East London. Through his 
review of student circumstances and protest, Bank points towards suggestions on how these major elements of 
urban society might more effectively contribute to redeveloping iMonti as a prosperous city that could offer a better 
life to a larger population than it does at present. In sum, Bank calls for a ‘greater appreciation of the globalisation 
of higher education and its connection to city building and urban opportunity [which] might offer hope and insight 
for the future development of this and other struggling “rust belt” cities in South Africa’.

City of Broken Dreams is highly readable, based on very substantial knowledge and research, and original in its 
portrayal of a South African urban situation, but it may also resonate with many other struggling cities in the world. 
It is an important contribution and should be widely read.
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The International Year of the Periodic Table of Chemical Elements in 2019 marks the 150th anniversary of the 
publication of Dmitri Mendeleev’s periodic table. The periodic table – a classificatory tool, educational diagram 
and representation of elements – has since become one of the most ubiquitous and successful productions of 
European science, and is to chemistry as Darwin’s theory of natural selection is to biology.1 The periodic table is 
not only found in every chemistry laboratory and high school science classroom, but has also inspired a plethora of 
literary and cinematic interpretations. Acclaimed works of literature such as holocaust survivor, writer and chemist 
Primo Levy’s The Periodic Table, as well as Oliver Sacks’s much acclaimed Uncle Tungsten were inspired by it. 
Elements bromine and barium form the opening credits to the TV series Breaking Bad. More recently, the periodic 
table has even garnered its own song in a viral YouTube video.2

Aside from being an educational, organisational and predictive tool for aspiring and professional chemists, the periodic 
table is also a highly mediated record of the history of chemistry: the elements are named to commemorate its long 
genesis. Reflecting its indebtedness to ancient Greek alchemists, helium takes its name from Helios, god of the 
sun. Promethium is named after Prometheus, who stole heavenly fire and gave it to human beings – a substance 
without which the discipline of chemistry would never have existed. Nihonium was named in honour of Japan, the 
nationality of the team of scientists who first observed it. Americium, francium, darmstadtium and californium among 
others, likewise, take their names from places in which they were discovered, or that their discoverers wished to 
commemorate. Some elements have been named after individuals who made major contributions to chemistry, such 
as Glenn Seaborg, Albert Einstein, Nils Bohr, Ernest Rutherford, Alfred Nobel and, of course, Mendeleev. 

Behind this neat version of the periodic table’s history, lies centuries of discoveries, errors, controversies, successes 
and failures.3 Within its own historical period, each iteration of the periodic table offers a record of scientific consensus, 
which has continuously changed as new findings have been made, errors been corrected and elements have been 
renamed or removed. To name one example, in the late 18th century, chemist Antoine Lavosier regarded light and 
heat to be elements.1 The major player in this history of the modern periodic table is, of course, Dmitri Mendeleev, 
who organised the known elements by atomic weight and chemical affinities and is often credited as the ‘discoverer’ 
of the periodic system. 

The word ‘discovery’, however, masques a long history of laboratory work, publication and debates, and myriad 
attempts at representing the elements. Mendeleev’s periodic system was a complex organisational scheme that 
synthesised centuries of work in chemistry into a highly successful organisational, classificatory and predictive 
framework. It was one in a long lineage of attempts to ‘make sense of the way in which particular elements enter 
into chemical bonding’1. The earliest attempts to classify the elements can be traced as far back as ancient Greece, 
in which the term ‘element’ denoted ‘a “tendency” or “potentiality” that gave rise to the observable properties of 
the element’, a definition which drew a distinction between its abstract and observable form.1 In the 18th century, 
this abstract definition gave way to an empirical understanding, advocated by Robert Boyle and Antoine Lavoisier, 
who argued that an element should be defined as ‘a material substance that has yet to be broken down into any 
more fundamental components by chemical means’1.

Attempts to place the elements into tables are more recent. Since the 18th century, as Benjamin Cohen has argued, 
chemists have utilised tables as organisational tools for ‘collecting the known and practical guides for directing 
work toward the unknown’4. In this period, they were indispensable tools in the laboratory, which mostly acted 
as guides that assisted chemists by making predictions based on known chemical affinities.4 Perhaps the most 
famous of these early systems, is Antoine Lavosier’s 1789 list of elements, and atomic theorist John Dalton’s 1808 
table of relative atomic weights.4 

Learning to read these earlier tables often meant learning a new visual language.5 Before 1813, many systems for 
organising the elements placed arcane alchemical symbols in relation to one another, but these were ultimately 
discarded due to the problems they posed for publication and communicability.1,4 Right up to (and after) the 
publication of Mendeleev’s system, the table itself as a diagram was not the only form of representation. Gmelin’s 
‘remarkable system’, published 26 years before Mendeleev’s, for example, was also ordered according to atomic 
weight, but took a V shape.1 

The 1860s: Development of the modern periodic system
The critical decade for the development of the modern periodic table was the 1860s. In this decade, following the 
‘rationalization of atomic weights’ at a seminal international congress of chemists in Karlsruhe, there were at least six 
‘discoveries’ of the periodic system.1 At this conference, more ‘precise definitions of the concepts of atom, molecule, 
equivalent, atomicity, alkalinity’ were discussed.6 The six discoveries published in the years following Karlsruhe, were 
not revolutionary, but dependent upon the scaffolding provided by earlier chemists.1 While some took the form of 
tables, others opted for entirely different visual strategies. The first was published by French geologist Alexandre-Émile 
Béguyer de Chancourtois in 1862. His model was three dimensional: a cylinder with elements arranged in descending 
vertical groups.7 Unfortunately for him, printing a three-dimensional model on a sheet of paper proved challenging, 
which made it relatively incommunicable to large audiences.1 Next, came William Odling and Julius Lothar Meyer, who 
both published their own tables in 1864. Perhaps most interestingly, in 1866, John Newlands utilised the model of a 
musical scale to organise the elements in a ‘law of octaves’. Like the rhyming sound produced by each eighth note on 
a sequence, so too did every eighth element seem to correspond.8 After Newlands, came Gustave Hinrichs’s system, 
which depicted relationships between elements within a spiral.1,9
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Mendeleev’s system: Publication and reception
Mendeleev’s first periodic table was published in 1869. As is well 
known, Mendeleev organised elements according to atomic weight, and 
proposed that they exhibited ‘an apparent periodicity of properties’ when 
arranged in such a way.1 An important and unique feature of his table 
were the gaps it left, which could be filled with future discoveries. As a 
recent article in the Economist put it, if 19th-century chemists could be 
considered as stamp collectors, Mendeleev provided ‘an album in which 
to stick their discoveries’.8

As historians of science have long argued, scientific discoveries are never 
automatically accepted as ‘breakthroughs’ and subsequently diffused 
amongst the scientific community: their authority as ‘truth’ or ‘facts’ 
has to be constructed in a crucible of social, political, economic and 
epistemological forces.10,11 Any theory also has to ‘prove its value as a 
guide to ongoing research, and only after it does will it be incorporated 
into textbooks as part of the established knowledge of a science’12. 
Mendeleev’s periodic table was no different. It took time for his system to 
gather attention, even in his native Russia. In Autumn 1869, for example, 
the president of the Russian Chemical Society, N.N. Zinin advised him 
‘to do “[real] work,” meaning do something experimental, preferably 
on organic chemistry, which was the mainstream research discipline at 
that time’12. 

Despite this critique, over the next 20 years, Mendeleev’s was to become 
the dominant periodic system. Key to its success was his treatment of 
time, and capacity to speculate.6 Like his contemporaries, he drew upon 
past discoveries in order to organise his table, but unlike many others, he 
also looked towards the future, leaving spaces in which new elements 
could be added.12 In November and December of 1870, he published two 
papers on ‘the Natural System of Elements’, which successfully predicted 
the ‘properties of some undiscovered elements in detail’. This attracted 
significant attention within the local and international communities of 
chemists.1 Mendeleev was fortunate to have access to the support of and 
inspiration provided by the newly formed Russian Chemical Society, which 
encouraged his continued research on a periodic system, and stimulated 
him to write textbook-length syntheses of the field, including The Principles 
of Chemistry.13 It also provided resources to propagate his ideas outside 
of Russia. The presence of German speakers within this society such 
as Viktor von Richter, a correspondent of the German Chemical Society, 
facilitated the circulation and translation of his research within Germany 
in the 1870s.13 

1875 proved a watershed year for Mendeleev’s table, with the successful 
prediction of the chemical properties of the newly discovered element 
gallium. News of his system spread fast, and by the late 1880s, the 
majority of British and US chemistry textbooks were discussing his 
periodic law.12 In 1891, when his periodic system was in its fifth edition 
in Russia, it was translated into English for the first time.1 Finally, the 
discovery of noble gases in the 1890s to 1900s, which initially appeared 
to contradict his system, ultimately cemented its success: he was able 
to fit these into the final group in his table.1,14 

Mendeleev’s success was not necessarily a result of him discovering 
a yet unknown feature of nature. On one level, he created a useful 
predictive, classificatory and representational system, which provided 
a record of the past, and a depiction of the present, which also looked 
towards the future. On another level, he was fortunately positioned 
within a network of Russian and German chemists, who facilitated 
the circulation and translation of his work. Ultimately, his system 
rapidly became the standard depiction of the periodic system, which 

has constantly been added to and adapted ever since. Since 1869, a 
cascade of at least 700 representations of the periodic system have 
been produced, and the flow shows no sign of stopping as new elements 
are discovered.15 One recent article published in Nature even suggested 
that it should be turned upside down! Inverting the periodic table, the 
authors argue, would not only give it ‘legs’, but offer psychological and 
pedagogical advantages. In high school classrooms, the bottom area of 
the table is least often referred to by teachers, but the easiest for desk-
bound teenagers to see. Turning it upside down would also apparently 
be ‘consistent with psychological evidence that people associate greater 
magnitudes (numbers) with higher vertical positions’16. With or without 
‘legs’, rotated or not, the periodic table has grounded itself as one of the 
most influential representations in the history of science, and it seems 
its stability shows no signs of faltering.
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The ocean provides a diversity of services, which range from food, minerals, energy and transportation to 
biodiversity and cultural services such as tourism and heritage. Achieving a balance between harnessing these 
services to support social and economic development and protecting the resource base remains a challenge. 
For example, the Food and Agriculture Organization of the United Nations reports that the percentage of stocks 
fished at biologically unsustainable levels increased from 10% in 1974 to 33% in 2015.1 According to the Ocean 
Health Index, natural products, coastal protection and carbon storage at a global level all saw steady declines 
between 2012 and 2016.2

The South Atlantic Ocean is described by the International Hydrographic Organization as stretching from the 
equator in the north to the Antarctic continent in the south, and is broadly bound by South America to the west and 
Africa to the east.3 According to the Ocean Health Index, South Africa, bordering the South Atlantic in the east, is 
ranked 45th (out of 221) on the overall score, whereas Brazil and Trindade on the other side of the South Atlantic, 
are ranked 126th.2 South Africa’s highest ranking (21st) is on the ‘Carbon storage’ metric and its lowest ranking 
(144th) is on the ‘Clean water’ metric, whereas Brazil and Trindade’s highest rankings (26th) are on the ‘Sense of 
place’ metric and their lowest rankings (162nd) are on the ‘Livelihoods’ metric.2 With the UN General Assembly 
Resolution 71/312 calling for, among others, action to ‘Develop comprehensive strategies to raise awareness of 
the natural and cultural significance of the ocean…’4, the above metrics provide guidance on areas of strength on 
which to build and areas in which to improve.

World Wildlife Fund South Africa reports that 14% of South African linefish species are overexploited and that the 
stocks of 52% of linefish species have collapsed. This proportion is significant, as small-scale fisheries in South Africa 
support the livelihood of more than 28 000 households directly, whereas indirect employment is provided by the 
commercial fisheries to more than 100 000 employees.5 In Brazil, catches peaked at just more than 950 000 tonnes 
in 1985, whereas sharp declines on the abundance of the main target stocks caused catches to drop to around 
600 000 tonnes/annum between 1990 and 1999, before recovering to just more than 700 000 tonnes in 2016.6,7

Sustainable management of ocean resources is a global issue that requires cooperation. The strongest 
recognition of this need is the inclusion of a Sustainable Development Goal on the need to strengthen the means 
of implementation and revitalise partnerships (SDG 17) in the UN 2030 Agenda for Sustainable Development.8 
Research and innovation are key areas where partnerships can play a crucial role to sustainably manage resources 
to support the aspirations of the present generation and maintain the development potential for future generations.

Regional and national efforts to promote African Atlantic cooperation
The ‘Convention for Cooperation in the Protection, Management and Development of the Marine and Coastal 
Environment of the Atlantic Coast of the West, Central and Southern Africa Region’ known as the Abidjan Convention, 
was entered into force on 5 August 1984 and has been ratified by Benin, Cameroon, Congo, Côte d’Ivoire, Democratic 
Republic of Congo, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Liberia, Mauritania, Nigeria, Senegal, Sierra 
Leone, South Africa and Togo. The Convention addresses the need for cooperation to ensure sustainable and 
environmentally sound development through a coordinated and comprehensive approach, and the need for a 
carefully planned research, monitoring and assessment programme.9

The Benguela Current Large Marine Ecosystem (BCLME) spans the exclusive economic zones of Angola, 
Namibia and South Africa and beyond. The Benguela Current Commission was established in March 2013 by the 
Republics of Angola, Namibia and South Africa to coordinate the long-term conservation, protection, rehabilitation, 
enhancement and sustainable use of the BCLME, in order to provide economic, environmental and social benefits. 
The concepts of cross-sectoral marine spatial planning, environmental stress reduction and climate change have 
emerged strongly over recent years.10

In South Africa, Operation Phakisa was launched in 2014 as a results-driven approach, involving clear plans and 
targets, ongoing monitoring of progress and communication of results to the public. The Marine Transport and 
Manufacturing work stream builds on South Africa’s strategic location, infrastructure and skills base to accelerate 
growth of the sector.11 By 2016, the initiative had unlocked investments of about ZAR17 billion (USD1.2 billion) in 
the oceans economy and created over 4500 jobs in the various sectors.12

The priorities and actions in the ‘Research Innovation and Knowledge Management Road Map for the South African 
Maritime Sector’ take a broader perspective, with the objectives including the establishment of a maritime culture, 
an enabling governance framework, structured financing of initiatives, and a system of coordination, collaborating 
and knowledge sharing. Objectives related to ocean resources include sustainable utilisation and protection of 
natural resources and promoting safety, security and military protection.13

Trans-Atlantic cooperation
Brazil’s Minister of Foreign Affairs (Antonio Patriota) highlighted the commitment of African and South American 
countries to a South Atlantic identity at the Seventh Ministerial Meeting of the Zone of Peace and Cooperation of 
the South Atlantic in 2013 and added that the South Atlantic is a bridge between brother continents.14 Convergent 
aspirations from across the Southern Atlantic paved the way for the ‘South-South Framework for Scientific and 
Technical Cooperation in the South and Tropical Atlantic and Southern Oceans’.15 This high-level scientific research 
agenda emphasises the need for research in three themes: climate variability and change; ecosystems variability 
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and controlling processes; and living and non-living resources and 
biodiversity. The framework sets out to promote scientific cooperation and 
capacity building among South Atlantic countries, through the exchange of 
expertise and knowledge, in order to bring about environmental and socio-
economic benefits for these countries. The principles of the framework 
are entrenched in the ‘Belém Statement on Atlantic Research and 
Innovation Cooperation’, which was signed by South African and Brazilian 
Ministers (Naledi Pandor and Gilberto Kassab) and the EU Commissioner 
(Carlos Moedas) in Lisbon on 13 July 2017.16 The agreement promotes 
sustainable cooperation on marine science, research and innovation 
by linking research activities with those in the North Atlantic, exploring 
synergies with other initiatives, and optimising the use and sharing of 
research infrastructure, data and platforms. It further sets out to develop a 
common understanding and deepening of scientific knowledge of marine 
ecosystems and the interrelations between oceans and climate change, 
oceans and food, and oceans and energy systems. The envisaged 
outcomes are: better monitoring and forecasting capacities; improved 
safety at sea, human health and well-being; sustainable use of marine 
resources; new and emerging technologies to service societal needs and 
new value chains; and ocean-engaged citizens through enhanced ocean 
literacy activities.

Implementation of the Belém Statement is facilitated through the newly 
established Cooperation and Support Action, entitled ‘All  AtlaNtic Co
operation for Ocean Research and innovation’ (AANChOR; www.
AllAtlanticOcean.org), under the EU Horizon 2020 programme. The 
South African Department of Science and Innovation, National Research 
Foundation and Council for Scientific and Industrial Research are among 
the 17 project partners from Portugal, Belgium, Spain, France, Germany, 
South Africa, Brazil, Argentina and Cape Verde. AANChOR’s mission is 
to bring together all relevant research and innovation actors around the 
Atlantic Ocean to build a long-lasting Atlantic Research and Innovation 
Ocean Community to address grand challenges and opportunities. 
AANChOR works closely with policymakers to inform them on long-lasting, 
high-potential, new actions to further enhance the sustainable economic 
growth and well-being of the Atlantic society. These long-lasting and 
impactful initiatives will be discussed and identified by the Atlantic Research 
and Innovation Ocean Community created within the scope of the project 
and will be based on the numerous existing initiatives on research and 
innovation in the Atlantic Ocean, including the Atlantic Ocean Research 
Alliance (AORA project; www.atlanticresource.org). The most exciting ones 
will be appraised by the policymakers and some will be supported through 
the Support Action. For their continued growth, AANChOR will also help in 
finding the best tools and funding opportunities. The initiative will run for 
4 years (until September 2022), during which engagements with partners 
and stakeholders will provide key inputs to the process. Among the 
engagement opportunities will be 10 multi-stakeholder platform workshops 
that will take place across the different regions.

By promoting the implementation of the Belém Statement, it is envisaged 
that the AANChOR project will upscale research and innovation cooperation 
within the Atlantic basin, from Antarctica to the Arctic.

The AANChOR Coordination and Support Action received funding from 
the EU’s Horizon 2020 research and innovation programme under grant 
agreement no. 818395.
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Since the era of European exploration, the world has been conquered and nations subdued by imperial powers.1 
The evidence of colonisation is explicitly seen in the territorial demarcations on the global map, borders that at times 
seem to follow little more than natural boundaries chosen to divide territories between competing powers. The borders 
that demarcate African countries and separate its people are a clear illustration of this. It is within these borders 
that sovereign states now function and across these borders that international interactions occur. Geography, as 
an academic discipline which is concerned with both the physical environment and human interactions that occur 
within and between the borders of nation states, cannot ignore the politics of space. To date, the understanding 
and production of geographical knowledge continue to be informed by the European colonial modalities of power.1,2 
Even though decolonial scholars acknowledge that the modern episteme is saturated with coloniality1, the geography 
curricula in African higher education does not show or encourage a different way of imagining or describing indigenous 
places3. One example of this is how indigenous knowledge, and African and indigenous scholarships, continue 
to be erased or subsumed.4 Much of the current curricula content continue to exclusively credit only international 
explorers, e.g. Admiral Antonio with Table Mountain, yet most explorers used local field guides who introduced them 
to most spaces on the continent. Another example is how the curricula are still referring only to colonial names of 
places despite many indigenous names of places being known in local languages. Curricula also have a long way 
to go to sufficiently incorporate local ecological knowledge and practices that have wider implications and practical 
application, especially in topics of relevance to the higher education geography curricula. Evidence already exists that 
supports that African mythology can be credited for conservation5,6, yet this is not adequately reflected in African 
geography curricula. It can, however, be justifiably argued that this omission may be a mere consequence of the 
mediation of knowledge by different communication technologies, which have uneven power dynamics, especially 
at the global scale.5 It is therefore imperative that geography as a discipline, and geographers as scholars, take it 
upon themselves to understand the centrality of this discipline within the call to de-colonise higher education and 
make an ardent effort towards building de-colonial curricula.7 Such acknowledgement, however, can only support the 
proposition of Bloor8, which is to interrogate popular discourses and established bodies of knowledge through careful 
historical geographical scholarship to the African geography higher education curricula. One way of doing so, could 
be by considering the application of post-colonial theory in tackling the decolonisation of the geography curricula.

Post-colonial theory: Adding value and reshaping the discipline of geography
The term post-colonial is often misconceived to mean that colonialism has come to an end and we are now in an era 
that has proceeded colonial rule.9 Post-colonial theory has very little to do with temporality but rather with the state of 
mind of people who have to question and respond to the ‘theoretical underpinnings of disciplinary knowledge that has 
privileged some knowledge, societies and cultures, and have been used indiscriminately outside of the context and 
conditions and voices of people’5. Therefore, post-colonial theory implies resistance to imperialism, a critique of the 
colonial, and a rediscovery of indigenous histories and heritage.5,10,11 The idea of critiquing and answering back to the 
dominant narrative that the imperial is somehow superior and represents the normative for all people groups around 
the world has been questioned within higher education.5,9,11 De-linking decolonial thinking from the global hegemony of 
the West and her canon has been key in post-colonial critiques on higher education11, and forms the basis of liberation 
from the colonial oppression of the West3. Answering back and questioning the supremacy of imperial knowledge has 
been utilised to great effect in the education system of New Zealand, a former British colony.5

Scholars have begun to make inroads into how academics can incorporate aspects of post-colonial theory into 
curriculum design that may refine understandings of Africa’s particularities in disciplines such as geography.12 In the 
sciences, Carter13 has formulated three aspects that may be useful in bringing post-colonial theory into the curriculum 
as a means of extricating the post-colonial societies from the Western hegemony of knowledge. The first one is 
termed ‘representations’ and calls for scholars to try and understand how the Western hegemony of knowledge 
and influence is maintained in the academy, and through understanding we can begin to question this process of 
legitimising the colonial voice in our curriculum. Second, incorporating post-colonial theory in the academy involves 
the idea of recuperation. Here what is necessary is the building of a local subjective understanding of the history of 
the nation. By doing this, it is argued that local histories, experiences and languages can be used to write back to the 
dominant colonial narrative, and in doing so legitimise the local voice, and transcend the binary thinking that currently 
dominates the curricula of so many nations.4,10 Translating difference is the third step in Carter’s13 methodology for 
incorporating post-colonial theory in the sciences. Translating difference refers to the act of pushing back against the 
Western assimilation of all societies into a Western norm which allows the West to speak for all others while really 
only speaking for itself. Incorporating local and indigenous knowledge into the canon of teaching is a means by which 
to push back against this Western norm that has been created for all other societies.7

It is argued here that geography as a discipline, so entrenched in its very foundations in the Western imperial canon, 
should start to engage with post-colonial theory and the efforts that are being made to at least try to decolonise 
the curriculum. By questioning the supremacy of the British canon and the means by which we perpetuate this 
supremacy even in our language of instruction we begin to address the call to decolonise.4 Whether this culminates 
in a radical change with regard to all teaching materials, pedagogy and research is yet to be seen. Through 
engaging with post-colonial theory in higher education teaching, we can begin to build our own ideas and thoughts 
and legitimise our positions as African scholars in the academy with a voice of our own built upon our worldview 
and not that of the West.
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Post-colonial theory, therefore, could be the means by which geographers 
begin to question the history of the discipline, the history of the country and 
the politics that shape it. It would evolve into a discipline that legitimises 
the African voice in scholarship rather than parroting the colonial voice.1 
Post-colonial geography could become the discipline in which students 
who are infuriated with the colonial dominance of the current curriculum 
can begin to voice their opinions and begin to write back to the imperial 
narrative. It is these students – students who have yet to be trained in the 
tradition of the current curriculum, but have encountered it and seen that 
it is not representative of us as Africans – who have the most potential to 
decolonise the curriculum. As a means of fostering this transition, current 
educators should foster the dissent that has been brought to the fore 
through protests. Instead of studying ourselves and our world from an 
academic tradition that is from the outside, we need to look from within to 
critique the outside. This necessitates bringing the resistance slogans into 
the classroom and starting to theorise, to build the African identity in the 
academy and legitimise it as different to the West and yet just as valuable. 

Geography and its centrality in the 
decolonising debate
In both the physical and the human environment, geography engages with 
the politics of space and power. Climate change is a key example of a 
discourse that can be studied entirely as a scientific endeavour, but once 
solutions are proposed the geography of space and power come into play14: 
who governs which territory, who has power over local and multinational 
polluters, who signs agreements and how we should work together as 
global citizens towards a more sustainable future. When human geography 
is examined, interactions of humans with the environment are examined; 
issues of class, race, and power are all examined within a given geography 
that has oftentimes been demarcated by colonial powers. Thus, the need 
to decolonise geography raises important questions. Why decolonise? 
And for whose benefit is this imperative?

Within the South Africa context, these interactions are not only examined 
within predetermined geographies, but are also examined using Western 
theories and ideologies. The result of this is that we are studying Africa 
from within using a lens that is without. In contrast, critiques made 
from this space emphasise the decolonisation of geography curricula in 
higher education as a commitment to centre and empower marginalised 
groups.7,12 As the question of decolonising higher education becomes 
more and more pertinent in our society7, we need to consider whether 
or not we as geographers are mere stewards of the colonial mantle of 
knowledge, passing it on to the students we influence through our writings, 
teaching and supervision. When we examine the history of the academy 
and the discipline of geography and her academics in South Africa, it is not 
surprising that this is the case. 

As geography academics in South Africa are either educated locally or 
abroad, there is limited distinction between the theoretical and knowledge 
learnt in the two instances. The universities and their subsequent 
departments and curricula in South Africa have a long colonial history.15 
A most obvious example is Rhodes University, named after a British 
imperialist, which was established to teach white colonisers using imperial 
curricula. The same is true for the establishment of the Universities of 
Cape Town, Witwatersrand, Stellenbosch and more. The aforementioned 
universities are also located in affluent spatial pockets of the country, in 
contrast to the historically disadvantaged universities that are located in 
impoverished spaces, even today. The colonial history of the establishment 
of these institutions was further cemented in the apartheid era with race 
rather than academic ability being the key determining factor for student 
placement. These universities, which now educate students of all races, 
are still teaching predominantly from the dominant Western canon, 
perhaps as a legacy of the colonial curriculum taught to those who now 
carry the mantle of lecturer. Aside from this, the importing of teaching 
staff and qualifications from overseas has only meant that we have further 
imported our curriculum from foreign nations.

Not only has the establishment of the academy and the politics of the 
country influenced the degree of coloniality in the discipline of geography in 
South Africa, but it is the history of the discipline as a whole that also needs 

to be questioned. Geography became recognised as a valid discipline in the 
19th century in Western Metropolitan countries and through colonialism 
was exported as such.2 Furthermore, it was in these nations that the very 
divide was made between the sub-disciplines of human and physical 
geography.2 This divide persists in South African geography even though 
the divide between the human and physical, and the way in which the two 
interact, is less clear-cut in the local culture. Furthermore, our very own 
rather prestigious Society of South African Geographers was modelled on 
the colonial Royal Geographical Society.2 The Royal Geographical Society 
being the follow on from the Association for Promoting the Discovery of 
the Interior Parts of Africa, established to explore and map out the African 
continent according to a British cartographer.15 Furthermore, it is a mark of 
pride for the South African Geographical Journal, established through this 
society, to enjoy an international standing.2 This international standing is 
determined by criteria of excellence not set by ourselves.

The sum of this is that we have a geography canon that does not reflect the 
local but rather the Western. We are studying from within the country as if 
we have a deficit of our own ideas and thoughts. We should be theorising 
from within, our studies should reflect the world as we understand it to be 
as Africans rather than through the lens of the West. If we as geographers 
can do this, we will make a far greater contribution to the academy and 
global discourse as a whole. We need to better understand how Africans 
can respond to issues of climate change, and need to further build how 
we theorise geography from African roots and gain a better understanding 
of our society.16 Responding to student calls to abolish colonial teaching 
cannot be ignored. Geography as a discipline, and geography academics 
as curriculum planners, are not ignoring this call, but equally, more needs 
to be done. When we consider that we study both the physical and human 
environment and how both of these spheres have been influenced by the 
advent of colonialism, it becomes an imperative that we decolonise our 
curriculum and teach the history and the impacts of colonialism not from 
the narrative of the coloniser but rather from the colonised.

A way forward for geography curricula
The addition of post-colonial theory into the geography curriculum is 
essential as a starting point for decolonising the curriculum. It is this voice 
that writes back to the West that we must begin to foster in the discipline 
of African geography. However, the question of who should be allowed to 
speak on issues of decoloniality remains pertinent in this debate. If we are 
to be critical of our positionality, let us question the legitimacy of white 
geographers to speak on issues of decoloniality. Many white South Africans 
now have no affiliation with the colonial powers that saw them becoming 
African decedents, and yet white South Africans are in many ways affiliated 
with the colonial history of the country. This means that the position of white 
South African geographers and academics as a whole may be questioned, 
leaving them as outsiders to the debates on decolonisation. There is, 
however, some concern as to how this exclusion will foster decoloniality 
when a large portion of the staffing base in South African universities is 
still white. The top five universities in South Africa, as ranked by the Times 
Higher Education World University ranking, all have a typical staffing ratio 
of white South Africans of European descendent to black South Africans 
of over 70%, with all senior positions within the departments being held 
almost exclusively by white South Africans.17-19

Furthermore, as geographers, we need to destabilise the conception 
that the most highly ranked universities and their academics are able to 
voice the African experience and theorise from Africa. These universities 
are far too entrenched in their colonial pasts. Rather, South African 
universities that still conform to colonial structures and curricula, who 
also house most of the funding, should begin to partner with other 
universities who have students and academics who are truly able to 
be the African voice that can speak back to the colonial curriculum.12,20 
Through partnerships, the discipline of geography can be transformed 
to reflect Africa and its indigenous people as a whole. With partnerships 
being key to knowledge collaboration and transmission, South African 
geographers must expand existing partnerships and forge new ones with 
other African universities across the continent. These Africa partnerships 
can foster the transmission of African knowledge building and sharing, 
which should be one of the mandates for geography in South Africa, as 
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noted by Sithole17, and echoed once again by Dalu12 in considering the 
decolonisation agenda in South Africa specifically.

Conclusion
South African geography – with its very colonial roots – has the potential 
to be a discipline that brings to the fore the call for decoloniality. However, 
this will not happen without the academics who very much control and 
disseminate the curricula they design; the theories with which they choose 
to engage; the partnerships they make and the ranking they espouse to. In 
questioning our positionality we need to question how we as geographers 
feel about these various aspects and how we wish to engage moving 
forward. As academics we must commit to decoloniality, and perhaps 
using post-colonial theory in both our teaching and thinking about 
ourselves and the work we do is one of the best means by which we can 
clarify our stance and also make some inroads into the decoloniality of a 
colonial discipline. 
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The Academy of Science of South Africa (ASSAf) recently released its second report on the state of Scholarly 
Publishing in South Africa. Titled Twelve Years Later: Second ASSAf Report on Research Publishing in and from 
South Africa, the report outlines ASSAf’s important role in promoting innovation and scholarly activity. However, 
ASSAf has a substantial range of other strategic goals; here I highlight those that relate to providing scientific advice 
to national government; playing a critical role in international science diplomacy (including transborder issues in 
and beyond Africa); and sharing best practice for other academies to engage in bilateral joint committees and 
action planning. 

ASSAf was established in 1994/1995 and became the only national science academy formally recognised by the 
South African government in 2002, determined by the ASSAf Statute (Act 67 of 2001) – one of the earlier, beneficial 
results of the advent of democracy in South Africa. In order to fulfill its national and international roles, ASSAf adopted 
in its name the term ‘science’ in the singular, referring to ‘knowledge’ and reflecting a common way of enquiring rather 
than an aggregation of different disciplines. In terms of the Act, the Academy’s mission is to:

1.	 recognise scholarly achievement and excellence in the application of scientific thinking for the benefit of society;

2.	 mobilise Members to ensure that they are available to contribute their expertise in the service of society;

3.	 conduct systematic and evidence-based studies on issues of national importance, producing authoritative 
reports that have significant impact on policymaking;

4.	 promote the development of an indigenous system of South African research publications, increasing their 
quality, visibility, accessibility and impact;

5.	 publish science-focused periodicals that will showcase the best of southern African research to a wide 
national and international audience;

6.	 develop productive partnerships with national, regional and international organisations with a view to building 
our capacity in science and its application within the National System of Innovation;

7.	 create diversified sources of funding for sustainable functioning and growth of a national Academy; and

8.	 communicate effectively with relevant stakeholders through various media and fora.

The activities described here are those that give substance to item 6 of the mission. In addition, what follows is 
supported by, and reinforces, other South African national policy frameworks such as the Ten-Year Innovation Plan, 
the National Research and Development Strategy, and the National Development Plan. The growing importance of 
the science content in critical foreign policy issues has required the South African government to pursue a concerted 
science diplomacy strategy in which ASSAf plays a significant role.

International cooperation
ASSAf’s international responsibilities have increased markedly over the years, as its reputation has grown both 
locally and abroad. ASSAf has contributed to global statements and ensured the participation of its elected 
Members and other South African scientists in high-level engagements. 

To give this effect, ASSAf has a number of strategic partners. The global network of academies, which in 2016 was 
renamed the InterAcademy Partnership (IAP), with three branches – IAP for Health, IAP for Science and IAP for 
Research – all based in Trieste, Italy, is one such partner. ASSAf plays a major role in the executive committees of 
all three branches with a mandate to represent developing nations. 

ASSAf also works with the BRICS science academies and is championing the formation of the BRICS network of 
academies of science. This relation is intended to enhance collaboration between the academies of the five countries 
under a common framework, and to offer science advice to the BRICS annual summit. ASSAf has also been involved in 
the formation of the International Network of Government Science Networks (INGSA) Africa Chapter and still supports 
that Network. Through the G20 country academies of science, which are called the Science 20 (S20), ASSAf engages 
actively in science diplomacy through statements, reports and other activities that provide science advice at senior 
levels. ASSAf also vigorously profiles and encourages South African scientists to contribute at international levels as 
individuals or as technical backup to science diplomacy.

The World Academy of Sciences (TWAS) is another strategic ASSAf partner, and since 2015 ASSAf has hosted the 
TWAS Southern Africa Regional Partner (TWAS-SAREP) office. The main objective of TWAS-SAREP is to promote the 
goals of TWAS in the region, with a strong focus on awarding prizes and supporting young scientists. The Regional 
Partner supports science diplomacy training on the continent and networking among young affiliates through the 
TWAS Young Affiliates Network (TYAN), and ensures that the Regional Young Scientists Conference is held in a range 
of African countries – especially those lagging somewhat in science development. In this way, TWAS-SAREP works 
with national young and senior academies and assists in academy development.

A further strategic partner is the International Science Council (ISC); ASSAf also hosts the ISC Regional Office for 
Africa (ISC-ROA). There is a close alignment between the goals of ASSAf and ISC-ROA, particularly in terms of 
Africa-wide collaboration, thematic areas of interest and promoting young scientists, all of which present significant 
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opportunities for synergistic partnerships. ASSAf is currently strengthening 
and consolidating South–South relations, reflecting a shift in the balance 
of the global distribution of power as well as the increasing influence of 
emerging economies in the multilateral science and innovation system. 

Overseas collaboration
Collaboration covers bilateral and multilateral agreements with overseas 
academies of science, support for overseas strategic partnerships, 
and engagement with multilateral organisations such as the European 
Commission – among others. ASSAf brings overseas academies to 
the continent to support African collaborations, women in science and 
technology, and young scientists, including the South African Young 
Academy of Science (SAYAS) and TWAS-SAREP as flagships of ASSAf. 
It also links overseas academies and partners with other programmes 
within ASSAf for collaborative activities.

In this respect, ASSAf engages actively with the German National Academy 
of Sciences – Leopoldina – with which they have undertaken several joint 
activities. ASSAf also engages with other academies, especially those with 
which the South African Department of Science and Technology (DST) 
has ongoing or planned bilateral cooperation, and participates in Joint 
Committee and Action Planning Meetings with countries that have signed 
bilateral cooperation with the DST to ensure that academies of science 
of both countries can provide science advice in jointly selected priority 
areas. Currently, ASSAf has Memoranda of Understanding (MOUs) with 
Germany, Austria, China, Belarus and India, and is currently renewing 
bilateral agreements with Russia.

In addition, ASSAf has worked with the British Academy, the American 
Association for the Advancement of Science (AAAS), the Royal Society in 
the UK and other academies on a number of collaborative activities – and 
has begun working with a network of diplomatic missions and embassies 
based in Pretoria. Through the Embassy Lecture Series, ASSAf has access 
to high-profile scientists and policymakers invited to South Africa. Working 
jointly with visitors’ home country embassies, ASSAf hosts lectures 
by these visitors across South Africa. Lectures have already been held 
in collaboration with the USA, Switzerland, UK, Italy and New Zealand. 
Other embassies have expressed interest in this initiative. The Embassy 
Lecture Series is, among other things, an entry point for ASSAf to work 
with academies of countries that have embassy missions in South Africa.

On a multilateral level, ASSAf is an implementing partner of the European 
Union Horizon 2020 Programme and is responsible for reporting on the 
participation of South African and European scientists in this framework of 
research funding. ASSAf is also involved with other Regional Networks of 
Science Academies in Europe, the Asia-Pacific region and Latin America 
to ensure that South African scientists can participate in activities created 
by these academies, and to assist ASSAf in developing collaborations with 
individual member academies. ASSAf also works with the Human Rights 
Network of Academies. Particular attention will, in the coming year, be paid 
to the establishment of new links with the BRICS group of academies and 
the BRICS Network of Science Academies. The network will position itself 
so as to be able to give science advice to the BRICS Summit. 

ASSAf works with Commonwealth Academies of Science with the 
support of the Royal Society in the UK, and, as mentioned above, with 
science academy members of the G20 countries – the so-called Science 
20 (S20) – to provide strategic foresight and science advice to the G20 
Summit through statements produced annually. ASSAf also has links with 
G20 international offices in Tokyo and Brussels through South Africa’s 
diplomatic missions, which are dedicated to promoting cooperation 
with Japan and the European Union. ASSAf works closely with the DST-
seconded official to the secretariat of the Southern African Development 
Community (SADC) in Gaborone, Botswana. In multilateral frameworks, 
South Africa seeks to encourage and support scientific cooperation and 
the building of trust and relationships among its partners, and to foster 
consensus on contentious or difficult issues.

African collaborations
African countries face many common development challenges and are 
bound by the pan-African policies of the African Union Commission. 

Academies have a major role to play in collectively addressing these 
matters. South Africa’s future is directly linked to that of Africa, and it 
follows that, through its Africa Strategy, ASSAf continues to support 
regional and continental academy development processes, awareness-
raising and science advocacy, especially for investment in research and 
development by African governments. ASSAf works with the Network of 
African Science Academies (NASAC) in strengthening African science 
academies and establishing new ones, especially within SADC. To this 
end, ASSAf has been in discussions with Angola, Lesotho, Namibia and 
Eswatini (formerly Swaziland), and, based on that engagement, Eswatini 
has established the Kingdom of Eswatini Academy of Science and Angola 
will soon be establishing its own academy. ASSAf made a presentation to 
the SADC Ministers responsible for science and technology in Eswatini 
in June 2017, following which the Ministers committed to the formation 
of new academies and the supporting of existing academies. ASSAf also 
assisted in the formation of the Botswana Academy of Science.

Beyond the SADC, ASSAf supported the Rwanda Academy of Science 
to develop a constitution, thus enabling them to apply for registration 
as a member of NASAC. ASSAf has MoUs with academies in Benin, 
Nigeria, Senegal, Uganda and Mauritius and partners with these and other 
academies on both bilateral and multilateral levels. 

It is important to note that ASSAf participates in Joint Committee and 
Action Planning Meetings for African countries that have Science and 
Technology bilateral agreements with South Africa. ASSAf recognises 
Africa Day and uses it as a key opportunity to raise awareness of science 
on the continent, and also works with the Next Einstein Forum on Africa 
Science Week. 

ASSAf conducts colloquia for scientists in the South African diaspora in 
other African countries – the largest number being from Zimbabwe, Nigeria 
and Kenya. In addition, ASSAf collaborates with the Science, Technology 
and Innovation (STI) hub of New Partnership for African Development 
(NEPAD), the African Academy of Sciences (AAS) and ISC-ROA in 
developing a database of African scientists. ASSAf is positioning itself 
as a critical contributor to the implementation of the Science, Technology 
and Innovation Strategy for Africa (STISA-2024) and towards achieving 
the Sustainable Development Goals. Working with TWAS-SAREP in all its 
activities, ASSAf promotes Science Diplomacy in Africa: in 2018, ASSAf 
began championing science diplomacy training at home and in the rest 
of Africa with partners such as AAAS, TWAS and DST. In March 2018, 
ASSAf hosted the first session of TWAS and AAS Science Diplomacy 
training in Africa. This training had previously always been held in Trieste. 
Other training sessions will be held in four other TWAS Regional Partner 
Offices, beginning with Egypt in 2019. The Academy is working with DST 
to conceptualise a curriculum for South African Science Diplomacy, to be 
launched in 2019.

Finally, ASSAf is working to strengthen links within SADC, especially on STI 
and the Gender Protocol. With TWAS-SAREP and ISC-ROA currently being 
hosted at ASSAf, and in collaboration with NASAC and other continental 
science entities, ASSAf ensures that the best African scientists from these 
organisations are involved in the continental science advice ecosystem.

Young scientists and gender-related activities
Since 2010, ASSAf has hosted an annual Young Scientists’ Conference, 
aligned to the themes of the International Year of the UN or the AU, as 
part of its commitment to supporting the development of young scientists. 
ASSAf provides funding to SAYAS for its operational activities in its mission 
to support the growth of the young academy. ASSAf also assists SAYAS 
in raising its profile within the Global Young Academy and with other 
African science academies. In this way, ASSAf creates opportunities for 
joint activities with SAYAS and ensures that SAYAS Members participate in 
ASSAf’s Standing Committees and study panels.

ASSAf has actively supported the nomination of young scientists for 
awards and leadership opportunities and acts as the implementing agency 
for some of these, including the BRICS Young Scientists Conference; 
TWAS Regional Young Scientist Prize and TWAS Young Affiliates’ Young 
Physician Leaders Programme which is linked to IAP for Health and the 
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World Health Organization; Lindau Nobel laureate meetings; and AU-TWAS 
Young Scientists' Prize.

The Organization for Women in Science for the Developing World (OWSD) 
South Africa National Chapter is hosted by ASSAf, and all gender-related 
activities in ASSAf have been coordinated through the work of this Chapter. 
ASSAf has assisted other SADC member states (Eswatini for example) 
to establish Women in Science, Engineering and Technology (WISET) 
National Chapters. The WISET National Chapters were introduced by 
SADC through a charter and every country should have one by mid-2019. 

ASSAf has also been the focal point for GenderInSITE in the southern 
African region since 2015. GenderInSITE is a global initiative that aims to 
raise the awareness of decision-makers on gender aspects of the Science 
Innovation Technology and Engineering (SITE) initiative, aimed at both 
men and women. Through this initiative, ASSAf has had an opportunity to 
consolidate and strengthen gender-related activities and policy influence 
across southern Africa. Through GenderInSITE, ASSAf has been working 
with SADC Member States to produce factsheets for the monitoring of the 
implementation of the Gender Protocol.

Of course, ASSAf does not have exclusive responsibility for matters related 
to science diplomacy and works closely on matters of mutual interest 
with a wide range of science councils and with government. Many of 
South Africa’s national science councils or other public-funded research 
and technology organisations also have teams dedicated to international 
cooperation. One of these is the National Research Foundation (NRF), 
which is responsible for the implementation of international science and 
technology cooperation agreements. The ASSAf science diplomacy agenda 
comprises multiple initiatives, but all target strategic national priorities.

ASSAf’s priorities for science diplomacy can perhaps best be summarised 
by emphasising that international scientific cooperation is pursued both 
as an objective in its own right and as an instrument to attain strategic 
national and foreign policy objectives. Its international relations often 
provide some of the resources that ASSAf seeks to support activities that 
are not funded through the baseline budget. In 2019 alone, the International 
Liaison Programme raised ZAR15 million in support of science diplomacy 
interventions. These diplomatic interventions have all played a part in 
ensuring that ‘science for sustainable development’ enjoys priority focus 
in global forums. 

Conclusion
One of the current flagship areas for South African science diplomacy is 
radio astronomy in Africa, specifically the Square Kilometre Array (SKA). 
ASSAf supports SKA and includes it as an example in science diplomacy 
training and other engagements in Africa and beyond. Certainly, there is 
a positive picture of ASSAf’s science diplomacy efforts and much to be 
proud of. Nonetheless, a more detailed analysis might also interrogate 

the obstacles, dead ends, and frustrations that international cooperation 
faces, but that will need to wait. 

As described above, ASSAf’s science diplomacy agenda comprises, 
and has achieved success in, five areas: developing and maintaining 
(1) strategic partners; (2) African collaborations; (3) overseas collabo
rations; (4) young scientists’ liaison; and (5) gender equality in science, 
technology and innovation (Figure 1). The dynamic interfaces between 
these five components will certainly increase. This is perhaps the largest 
challenge for ASSAf’s future science diplomacy engagements: to have an 
agenda that is sufficiently focused in order to ensure an optimal investment 
of resources, but sufficiently flexible to be able to respond to the rapidly 
changing dynamics of international relations in the 21st century, which, if 
not driven by science, most certainly will require science-based responses 
and support.

IAP, The InterAcademy Partnership; TWAS, The World Academy of Sciences; SAREP, 
Sub-Saharan Africa Regional Partner; ISC, International Science Council; ROA, Re-
gional Office for Africa; NASAC, Network of African Science Academies; AAS, African 
Academy of Sciences; SAYAS, South African Young Academy of Science; OWSD, 
Organization for Women in Science for the Developing World

Figure 1: 	 ASSAf’s science diplomacy agenda comprises overseas (outer 
circle) and African (middle circle) collaborations as well as young 
scientists’ liaison and gender equality in science, technology and 
innovation (inner circles).
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Since the Sustainable Development Goals (SDGs) were globally adopted by world leaders in 20151, worldwide the 
private sector has openly embraced them and committed to address the SDG targets2-4. The United Nations Global 
Compact5 lists 10 principles that enable businesses to adopt socially responsible practices into their strategies. 
Similarly, the Global Reporting Initiative is an internationally recognised set of guidelines to enable businesses to 
report on how they address sustainability.6 

While it is primarily governments’ responsibility to provide the enabling environment for SDG implementation, they 
will not be achieved without private sector involvement.2 Businesses have a significant role to play as engines of 
economic growth, employment, finance, technology and innovation. They report their social contributions in annual 
sustainability and integrated reports. Because a healthy population contributes to a healthy workforce, it is in the 
interest of business to address human health.7-9 

SDG 3 – Good Health and Well-being – seeks to ensure health and well-being at every life stage.10 This goal is broader 
than the Millennium Development Goals on child/maternal mortality and communicable diseases.11 SDG 3 includes 
13 targets and 26 high-level indicators which address all major health priorities, including reproductive, maternal and 
child health; communicable, non-communicable and environmental diseases; universal health coverage; and access 
for all people to safe, effective, quality and affordable medicines and vaccines. Aspects of health are also captured in 
targets of several other SDGs.11 Interconnectedness of SDG 3 goals with other SDG goals highlights that population 
health is a major beneficiary of sustainable growth and central to the achievement of SDGs.12

Universal health coverage (SDG Target 3.8) is a unifying platform for making progress on SDG 313 and it emphasises 
the importance of universal access to health-care services. The private sector has provided financial mechanisms and 
has also provided expertise in enlarging human capacity and conducting research for health care.14 The contribution 
that the private sector can make to achieving SDG 3 is being recognised7,14 and should be reported by businesses. 
Through their corporate social investment (CSI) programmes, business can leverage capabilities that contribute 
to universal health coverage28, including innovative data collection technologies, enhanced disease surveillance, 
improved supply chain management practices for storage and delivery of essential health supplies. 

SDGs provide an opportunity for businesses to support public health through their value chains, communication 
activities, occupational health and safety practices, and employee benefits. By ensuring that employees have safe 
working conditions and access to health services, businesses build better relationships with their employees. 
The purpose of the current study was to understand the extent to which South African businesses explicitly report 
contributions to SDG global health objectives. This analysis is important because the country faces significant public 
health issues that cannot be overcome without private sector contribution. 

South Africa and its public health related challenges
South Africa faces a quadruple burden of disease15 and the mortality rate attributed to cardiovascular disease, cancer, 
diabetes and/or chronic respiratory disease is ranked third worst in sub-Saharan Africa. Mean probability of dying from 
one or more of these four diseases in 2015 in South Africa (ages 30–70 years) was 26% compared with 21% for 
all of sub-Saharan Africa.16 There is concern about the increase in the prevalence of non-communicable diseases.17 
The Global Burden of Disease 2015 SDG Collaborators created an overall health-related SDG index for which South Africa 
was ranked 134 (out of 188).18 

Business case for social involvement in public health 
Today, it is not enough for a business to only make a profit for shareholders; their licence to operate must include 
a contribution to social capital.19 The unprecedented pace of global change presents businesses with new risks, 
such as effects on ecosystems and population health, and affects their modi operandi. These interconnected 
relations are pressuring the private sector to appreciate that it is not isolated from the communities and the physical 
environment in which it operates.5,20 

A business contributes to community health by ensuring that it safeguards the environment that ensures commercial 
viability.20 Moreover, public–private partnerships for public health can, for example, increase access to pharmaceuticals 
in developing countries as new technologies come to market.21 Increase in diseases poses one of the greatest threats 
to the global economy.22,23 Recent outbreaks such as Ebola demonstrated extraordinary health, economic and security 
risks associated with infectious disease epidemics.24 Ebola alone affected 28 639 people and caused 11 316 deaths, 
leading to USD2.2 billion in lost GDP combined in Guinea, Liberia and Sierra Leone.24 Such outbreaks threaten not only 
macroeconomic stability but also food security, human capital development and private sector growth.8 Investing in 
global health security and emergency preparedness is a priority in an increasingly globalised world.7,8 Such investment 
is critical to health equity, as vulnerable, marginalised people are primary victims. Improving health contributes to 
economic development and stability.25 The private sector has resources and expertise to contribute to strengthening 
health security by protecting their employees and communities in which they operate.25 

Gathering the evidence
Businesses were drawn from those listed on the Johannesburg Stock Exchange (JSE). The top 100 (out of ~400 
listed) were extracted from the JSE website (www.jse.co.za), and of these, 88 were included in the study that 
was based upon available annual reports over three consecutive financial years (2016–2018). The list of 88 
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businesses and their JSE-defined sector type (https://www.sharenet.
co.za) was exported into Microsoft Excel (Microsoft Office 265 ProPlus) 
for analysis. In 2019, two researchers searched the Internet for top 100 
businesses’ annual integrated and/or sustainability reports for 2016, 
2017 and 2018. Once these reports were located, they were downloaded 
and analysed to identify: (1) mentions of SDGs; (2) specific mentions of 
SDG 3; and, if SDG 3 was mentioned (3) whether it was being applied to 
communities and society beyond their workforce/immediate customers.

In 2016, 25 businesses specifically mentioned SDGs in either report 
(Table 1), while only eight reports specifically mentioned SDG 3. 
The number that reported SDGs and SDG 3 explicitly in 2017 more than 
doubled (to 18) from that in 2016 and increased again in 2018 (to 20). 
Businesses stated their contribution to SDG 3 through their health and 
safety strategies and plans or through CSI initiatives. Where companies 
discussed their contributions to SDGs and/or SDG 3, this input was mainly 
through sustainability reports (not a mandatory report as is the case for 
integrated reports). 

Discussion
Even though it is still ‘early days’ in terms of SDG implementation, we 
expected more companies to have explicitly linked their contributions to 
SDG targets and SDG 3 given the UNDC guidance. More of them itemised 
their SDG contribution in 2017 and 2018 than in 2016 and we expect that 
this trend will continue. 

Of the 88 companies investigated, it was those from the mining sector 
that currently have the greatest number highlighting their contributions 
to SDG 3. Companies in the mining sector have to comply with health 
and safety regulations as a requirement of the Mine Health and Safety 
Act (Act No. 29 of 1996). Mining health risks include cardiovascular and 
respiratory diseases, substance abuse and domestic violence. Health and 
safety programmes are initiated not only for employees but also as a CSI 
to invest in community health programmes. As health hazards relevant to 
mining are discussed in SDG 3 Targets 3.3, 3.4 and 3.5, mining companies 
can align their programmes and reporting. One mining company quantified 
its data to demonstrate contribution to HIV/Aids and non-communicable 
disease targets. In this sustainability report, the company detailed relevant 
SDG 3 targets and also provided dedicated commitment and activities 
to each target. Another stated exactly how the company contributed to 
SDG 3 by referring to a memorandum of understanding with the Provincial 
Department of Health to provide primary health-care services to the 
communities surrounding their operations. 

A beverage business provided insight into its ‘healthier world programme’ 
in which it invests in programmes to shift social behaviour around 
alcohol abuse (SDG 3 Target 3.5). Another company in the same sector 
noted that although it produced alcoholic drinks, it also had embarked 
on programmes to educate pregnant women on the impact of alcohol on 

their unborn children (SDG 3 Target 3.2). There were also programmes 
to reduce road deaths and injuries from drinking and driving (SDG 3 
Target 3.6). But surprisingly, none of the JSE health-related businesses, 
for example hospital management, long-term care, pharmaceuticals and 
biotechnology, mentioned SDG 3, despite their potentially critical role.26

Generally, businesses that mentioned SDG 3 did so in relation to either their 
CSI among their own employees, their customers or, more rarely, society 
by making employee health care available. There were programmes that 
extended beyond the commercial responsibilities that aimed to improve 
livelihoods or their employees’ families to access health care. For example, 
a mining business offered free testing for HIV/Aids, counselling and 
treatment to their employees as well as education awareness programmes 
among nearby communities. There is a need for businesses to be made 
aware of the SDGs through the Global Reporting Initiative to encourage 
them to align their CSI activities to specific SDGs. This would not only 
benefit the company but would help government track progress towards 
meeting SDG targets.

Notwithstanding the potential benefit that the business sector can 
contribute to the achievement of SDG 3, it must be noted that there have 
been challenging situations and tensions between some CSI programmes 
and public health.27 Some CSI activities conducted by the tobacco and 
alcohol industries were beset with conflicts of interest and systematic 
biases. Careful evaluation and monitoring, and even possible policy and 
regulation by independent bodies, may be required to ensure sound, 
ethical public health and health promotion initiatives by businesses.27 

In our review of the reports that mentioned being involved in activities 
relevant to SDG 3, we also considered missed opportunities. We believe 
there is potential for private health-care providers to work more closely with 
public providers to expand the reach of health-care services and to close 
gaps in quality care. Some companies could upgrade hospital and clinic 
infrastructure and even prioritise access to new services and products via 
CSI. There were also opportunities where private resources and expertise 
might be extended to state institutions by introducing innovation or training 
for health-care workers. And large international businesses could use their 
transborder reach to tackle global health challenges on the scale required 
to achieve SDG targets. 

Conclusions
Many of South Africa’s top JSE-listed companies do not publicly report 
on their contribution to the SDGs. This is not to say they do not contribute 
to SDGs or SDG-related public health targets but they are failing to align 
their activities and/or to report on them in the public domain. Given that 
the SDGs are guiding principles for humanity’s future, it is important 
that businesses not only report on their activities but also make greater 
contributions towards achieving the SDGs by working in partnership with 
government and other organisations.
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Table 1: 	 Descriptive findings of the analysis and characteristics of the businesses that explicitly mention the SDGs and/or SDG 3 

Characteristic 2016 2017 2018

Total N = 88
12 = Missing

No
% (n)

Yes
% (n)

No
% (n)

Yes
% (n)

No
% (n)

Yes
% (n)

Sustainability Report available online 58 (51) 42 (37) 60 (53) 38 (35) 63 (55) 38 (33)

Integrated Annual Report available online 3 (3) 97 (85) 1 (1) 99 (87) 2 (2) 98 (86)

Either Report explicitly mentions any SDG 72 (63) 28 (25) 58 (51) 42 (37) 77 (68) 23 (20)

Either Report explicitly mentions SDG 3 91 (80) 9 (8) 80 (70) 20 (18) 77 (68) 26 (20)

Number of businesses mentioning SDG 3 by sector:

Agriculture 1 1 4

Mining 4 8 7

Wholesale and trade 0 3 4

Finance 1 3 3

Manufacturing 1 1 1

Telecommunication 1 2 1
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Introduction
In South Africa we have witnessed a gripping drought in the Western Cape, devastating heavy rains, fires, flooding 
and strong winds caused by an upper-air cut-off low in October 2017 in Durban,1 and regular heatwave and fire 
risk warnings in several provinces. One foremost cause of weather-related deaths is heat (leading to heatstroke), 
which is on the rise as towns and cities across South Africa shatter record all-time high temperatures year-on-year.2 
In January 2016, for example, the North-West Health Department reported that 11 people (aged 22–58 years) 
died over a period of 48 h in the province from heatstroke.3 Deaths among groups such as the elderly, those with 
chronic disease and infants rise during heatwaves. These deaths may not be directly related to ‘heat shock’, but to 
the additional physiological stress associated with high heat. While there is some uncertainty as to whether these 
weather events are linked to climate change, the increase in heat levels generally, extreme weather events and 
current climate predictions for warming temperatures are strongly indicative that this is the case.

By the end of the 21st century, climate change in South Africa is predicted to result in, on average, temperatures 
4 °C warmer than they are now.4 Summers may become longer and warmer. Some areas of the country are 
projected to get drier while other parts may experience unseasonal rainfall. Even though there is some uncertainty 
around such climate predictions, preparing and adapting for climate change impacts is imperative.

Climate change will exacerbate the already high burden of disease in the country and create new public health 
challenges.5 These challenges include respiratory diseases (from exposure to pollen, mould, smoke and particulate 
urban air pollution), infectious diseases, disaster-related injury and deaths, and environmental contamination that 
affects food crops and water supplies. The World Health Organization estimates that 250 000 additional deaths 
will occur globally each year due to direct and indirect climate change impacts.6 If South Africa is going to brave 
the storm of climate change, as well as threats to morbidity and mortality posed by extreme weather events, our 
primary health care system needs to be robust, resilient, of high quality, and accessible.

South Africa has had some recent environmental health successes.7 The percentage of households connected 
to electricity has increased from 77% in 2002 to 84% in 2017. Access to electricity lowers the use of solid 
fuel8 combustion which is linked to chronic lung disease, asthma, fire hazards and carcinoma9. About 90% of 
South Africans had access to piped water in 2017 (versus 60% in 2002). These improvements in living conditions 
shore up resilience of households to climate change. Moreover, they may have contributed to a decline in total 
mortality from 1481.7/100 000 in 2002 to 1093.6/100 000 in 2015.10 However, many people still live in unhealthy 
housing conditions while the public health sector struggles from problems including insufficient funding and 
inadequate staffing.11 While access to primary health care has reportedly increased in recent decades, especially 
in rural areas, quality of care has not always kept pace.12 In addition, South Africa faces a quadruple burden of 
disease and a mix of health system challenges.13 These conditions, in a context of widespread poverty and extreme 
inequality, limit the chances of optimal adaptation to climate change, but also of implementing a National Health 
Insurance (NHI) scheme in a cost-effective manner. 

In June 2017, the National Department of Health gazetted the White Paper on NHI for implementation by 2025. NHI, 
or universal health coverage, aims to meet four objectives14: (1) improve access to quality health services for all 
South Africans, irrespective of whether they are employed or not; (2) pool risks and funds so that equity and social 
solidarity will be achieved through creation of a single fund; (3) procure services on behalf of the entire population, 
and efficiently mobilise and control key financial resources; and (4) strengthen the under-resourced and strained 
public health sector to improve health systems performance. NHI aims to provide access to a uniform package of 
quality and affordable health services to South Africans based on needs, not on socio-economic status. 

A fundamental goal of NHI is to eliminate inequality in access to primary health care. The inequality is evident 
from the fact that 82 out of 100 South Africans make use of public health care (with limited resources, poor 
management and limited service delivery) and private health care is used by 18 out of 100 South Africans.15 
Private health care is characterised by high and rising costs of health care and thus of medical scheme cover, 
disempowered and uninformed consumers, ineffective constraints on rising volumes of care, practitioners that are 
subject to little regulation and failures of accountability.16 NHI will be implemented through the creation of a single 
fund that is publicly funded and publicly administered. The cost (in 2017 terms) to run NHI is estimated to be at 
least ZAR369 billion by 2025.17

NHI is anticipated to be the catalyst behind an improvement in primary health care services and infrastructure 
across the country; however, one of the World Health Organization’s prerequisites for successful universal health 
coverage is an existing efficient health-care system which is lacking in South Africa.18 Since 2015, initiatives have 
been taken to enhance the system19 through ward-based community primary health care workers conducting home 
visits, mobile clinics servicing schools, and district clinical specialist teams reaching out to improve maternal and 
child health. Activities have been on a pilot basis and evaluations show mixed results.19 There is also speculation 
around exactly how NHI will be implemented and in this regard we contend that, as NHI is being initiated, serious 
thought needs to be given to how climate change is likely to impact health and universal health coverage so as to 
plan for and mitigate the likely effects as soon as possible.
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Possible direct and indirect impacts of climate 
change on NHI
Potential direct impacts on NHI and primary health care include extreme 
weather events on health service infrastructure such as heatwaves affecting 
functionality of medical equipment, changes to cold-chain requirements 
for transporting medicine and vaccines, thermal comfort in hospitals, and 
working conditions, productivity and staff well-being. Hotter conditions 
may constrain health workers’ outreach work which often involves walking 
long distances for home visits. Flooding may interrupt water and power 
supplies, impede the ability of staff to get to work, affect the safety of staff 
and patients at health centres, and also jeopardise access to, or integrity 
of, systems for maintaining patient records. 

The notion of universal health coverage provides the foundation needed to 
ensure health and well-being for all South Africans in a changing climate. 
As temperatures increase, the socio-economic effects of climate-related 
health impacts will ripple through communities, and especially affect 
children and infants susceptible to heat impacts20 and child-headed 
households. High rainfall can lead to increased mould in people’s homes, 
especially in poorly built dwellings with limited ventilation, increasing the 
likelihood of respiratory diseases and exacerbating conditions such as 
asthma and tuberculosis.21 Changes in precipitation can also impact food 
production and food security, with possible implications for malnutrition, 
already a concern in South Africa.22 Climate change health impacts are 
not mentioned in the White Paper on NHI but this should not suggest that 
health-care professionals in South Africa are unaware of them. 

Ways in which NHI can consider climate change
If South Africans are to benefit from universal health coverage through 
NHI and simultaneously avoid health risks associated with climate change, 
then one fundamental NHI principle – prevention of disease – needs to 
be centre stage. This includes a focus on preventing climate-sensitive 

conditions, i.e. cholera and dengue fever, and pre-empting infection 
outbreaks. More stringent standards governing heat levels in occupational 
settings and promoting a set of interventions for outdoor workers are also 
key actions. A holistic approach founded on the essential tenets of public 
health is required to shape climate change responses and should include 
tracking diseases and trends; investigating disease outbreaks; informing 
policymakers about health impacts; creating partnerships – with industry 
and faith communities – to implement solutions; and ensuring health-care 
service provision following disasters.23 Training of health-care providers 
on health aspects of climate change and research on optimal adaptation 
strategies are also needed.

Synergies between NHI principles and climate change exist: there are 
risks and opportunities to inform preparedness and help mitigate against 
adverse health impacts (Table 1).24 Health promotion, preparedness 
and advocating health protective behaviours, e.g. drinking water in 
hot conditions, must be among the high priorities. Public awareness 
campaigns are required for socially isolated and marginalised groups. 
With a greater emphasis on prevention through behavioural change, 
especially in relation to environmental factors known to affect health, but 
also through vaccination, we could aim to reduce clinic and hospital visits 
during extreme weather events. 

NHI is planned specifically to reduce the gap in the standard of health 
care between rich and poor, thereby reducing susceptibility of vulnerable 
groups. If this goal is to be achieved in a period of climate change, it will 
need to be carefully considered through social, spatial and economic 
lenses. Cities, where air pollution is already a concern, could experience 
worsening levels of air pollution when temperature rises, which may lead 
to greater prevalence of asthma, hence health-care facilities in cities may 
need to be well stocked with the appropriate medication.

Finally, sectors need to be integrated – for example, housing and 
settlements, labour/occupation and education – in order to cover social 
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Table 1: 	 Health system building blocks, principle or element of National Health Insurance (NHI) and climate change: Identifying risks and opportunities to 
prepare and mitigate impacts

Health system 
building block

NHI principle
Climate change

Risk Opportunity

Leadership / 
governance

Equity and health care 
as a public good

•	 Failure to work across sectors with Health in 
all policies results in burdens of morbidity and 
mortality, and cost-inefficiency

•	 Integrate with Disaster Risk Management, Housing and 
Settlements, Education etc.

•	 Promote health-based guidelines and standards

Health workforce
Efficiency and 
effectiveness

•	 Staff succumbing to extreme weather 
events etc.

•	 Staff unable to reach places of work during 
extreme weather events

•	 Lowered staff productivity during heat waves
•	 Need for more environmental health staff, and 

environmental health compliance checks as 
mitigation efforts rise

•	 Government increases numbers of health professionals 
graduating from universities and returns professionals 
from abroad who could assist in weather-related extreme 
events, for example

•	 Climate and health considerations are included in curricula 
for all cadres of health workers

Access to essential 
medicines and 
technologies

Equity

Efficiency

Appropriateness

Public–private partnerships could be unsuccessful 
and not maximise opportunities to embrace new 
medical technologies

•	 Collaboration with NGOs to address preventive measures
•	 Threats of increased climate-sensitive infectious diseases 

used to advocate for increased access to medicines

Health information 
systems

Health care as a 
public good

•	 Lack of preparedness in hospital and clinics for 
health impacts from extreme weather events

•	 Paper-based data system replaced with a quality electronic 
data system for monitoring and analysis

•	 Data for engaging in research and modelling. Early-
warning systems and better integration with South African 
Weather Service

Health service 
delivery

Right to access 
health care

Effectiveness

Appropriateness

•	 Facilities could experience damage to 
infrastructure, and water and power shortages

•	 Facilities not equipped for thermal comfort
•	 Vulnerable people remain left behind if climate 

change puts pressure on health systems 
despite NHI in place

•	 Higher burden on the vulnerable, reducing 
long-term prospects for productive society

•	 Impacts deepen inequality

•	 Health-care sector as key messengers for climate change 
impacts, to educate patients about the impacts of climate 
change and improve preparedness

•	 NHI could increase hospital readiness and resilience for 
severe weather events, e.g. back-up generators, operable 
windows for ventilation

•	 Health-care facilities’ emissions reduced by switching to 
cleaner energy options for powering hospitals and clinics

•	 NHI could reduce inequality and provide support to 
vulnerable groups 
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determinants of health in implementing NHI, not only for its success 
but also to alleviate threats of climate change on health, the need for 
health-care insurance and health-care delivery.25,26 Social determinants 
of health27 warrant special attention in all NHI promotion campaigns for 
disease prevention. The case study below illustrates the application of 
a climate change lens to prevailing social challenges to ensure a cost-
effective NHI as the health hazard ramifications of climate change unfold. 

Need for climate change considerations in 
all policies
In March 2018, 5-year-old Lumka Mkhetwa died in a pit toilet at a school 
in Bizana in the Eastern Cape Province. Her death followed that of young 
Michael Komape who met a similar fate at a school in Limpopo Province 
in 2014. Understandably, there was widespread public anger over these 
entirely preventable deaths and calls for urgent replacement of school pit 
latrines with ‘proper’ waterborne sewage systems. In an era of climate 
change, however, there is need for a longer-term view, and a broader 
perspective on child health and safety at schools.

Human faeces can be one of the most contaminated substances on earth. 
The purpose of any sanitation system is to remove faeces from human 
contact as quickly as possible. Most sanitation systems can achieve this 
if they are properly located, designed, constructed and maintained. Lumka 
and Michael died, not because they used a pit latrine, but because they had 
to use pit latrines that were not designed or appropriate for use by children.

During periods of drought, waterborne toilets constitute a major drain on 
available water supplies, and under certain circumstances, water shortages 
may render school toilets entirely dysfunctional. Consequences are 
potentially dire, with school toilets becoming a health hazard, a site for pest 
infestations, and a source of outbreaks of diarrhoeal diseases. It is possible 
that well-constructed pit latrines are preferable to waterborne toilets in areas 
with water scarcity, itself a rapidly expanding concern. But any school toilet 
must be designed with the health and safety of young children uppermost 
in mind; children should never be able to fall into pit latrines, no matter the 
extent of their natural curiosity, or any other circumstance. 

Conclusions
It is evident that climate change will present substantial challenges, 
especially to the communities expected to benefit most from NHI. The aim 
of NHI is to deliver preventive, promotive, curative and rehabilitative health-
care services with an emphasis on disease prevention and health promotion. 
It is the last two principles that hold particular synergy in adapting to climate 
change. By making climate change an integral consideration in planning and 
development it is possible to deliver an NHI that contributes more effectively 
to reducing inequalities that are likely to stem from evolving environmental 
hazards to health associated with climate change.
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Air pollution is characterised by the presence of chemicals or compounds in the air which are usually not 
present or are present at levels higher than those considered to be safe for human health.1 Air pollution is the 
main cause of environmental effects such as acid rain (formed primarily by nitrogen oxides and sulfur oxides in 
the atmosphere) which can acidify soil and water bodies leading to a threat on food security; and ground-level 
ozone which is responsible for destruction of agricultural crops and commercial forests.2 Air pollution can cause 
detrimental changes to the quality of life. According to the World Health Organization, air pollution is one of the 
greatest environmental threats to human health that can lead to increased mortality and morbidity. Pollutants mostly 
associated with health effects are particulate matter, ozone, sulfur dioxide and nitrogen dioxide.3

Efforts have been made locally through the transition in legislation from the Atmospheric Pollution Prevention Act 
(APPA) Number 45 of 1965 (focused on air pollution emitters) to the National Environmental Management Air 
Quality Act (NEMAQA) No. 39 of 2004 to not only reduce emissions of air pollutants but also to monitor effects of 
air pollution on the environment. National Ambient Air Quality Standards for pollutants such as particulate matter 
(PM10), lead (Pb), sulfur dioxide (SO2), nitrogen dioxide (NO2), carbon monoxide (CO), ozone (O3), and benzene 
(C6H6) were gazetted in 20094, with PM2.5 gazetted in June 20125. However, the problems associated with air 
pollution are far from being solved, particularly with the observed levels of particulate matter and ozone in areas 
declared as hotspots (Priority Areas) in South Africa. The main sources of particulate matter in these areas have 
been identified as industry, mining, motor vehicles, and biomass and domestic burning.6-8 Ground-level ozone is 
formed as a result of photochemical reactions in the atmosphere in the presence of sunlight.9 The current approach 
to implementation of air quality legislation to reduce air pollution may be inadequate considering evidence of 
negative impacts and risks.10,11 

Effective management of air quality in South Africa will require sound policy implementation, air quality monitoring 
and the enforcement of legislation and standards. Cooperation between government departments, economic 
sectors, research institutions and the public is of great importance in the battle against air pollution. The political 
buy-in of all spheres of government (municipal, provincial and national) is needed to ensure that environmental 
issues are at the top of the agenda in every sitting of the legislator to ensure that environmental programmes are 
allocated enough attention and appropriate resources. A published study has shown that a direct positive effect 
of democratic institutions on environment quality is higher in developed countries than in developing countries.12

The aim of this Commentary is threefold: (1) to provide an overview of the current NEMAQA legislative instruments 
for air pollution prevention; (2) to consider the current state of NEMAQA implementation approaches; and (3) to reflect 
on future approaches for effective implementation of NEMAQA and ultimate reduction of air pollution in South Africa. 

Air pollution and its management
Air pollutants are solid particles, gases and liquid droplets in the air that can adversely affect ecosystems and human 
health.13 Major ambient air pollutants include toxic metals, volatile organic compounds, PM10, PM2.5, NOx, SO2, O3 and 
CO3. Air pollutants are classified according to the source of emission into two main groups: primary and secondary 
pollutants. Primary air pollutants are emitted directly into the air from sources. They can have effects both directly and 
as precursors of secondary air pollutants (such as O3, NO3

-, SO4
2-, H2SO4) which are formed by chemical reactions 

in the atmosphere.14 Air pollutants can be emitted by natural sources such as wildfires, volcanic activities and crustal 
materials as well as anthropogenic activities such as power plants, smelters, mines, vehicles and domestic wood and 
coal burning.15, The distribution of these pollutants is dependent on meteorological conditions.16 

NEMAQA specifies that to reduce and manage air quality there needs to be:

•	 decentralisation of air quality management among all spheres of government;

•	 identification and quantification of all sources;

•	 compliance monitoring and enforcement;

•	 setting of ambient and emissions standards;

•	 development of Air Quality Management Plans (AQMPs) by all spheres of government and emissions 
reductions and management plans by all source emitters;

•	 access to information and public consultation; and

•	 norms and standards for air quality monitoring and management.

South Africa’s national Department of Environmental Affairs (DEA) is mandated to develop, review and revise systems 
and procedures for attaining compliance with Air Quality Standards in South Africa. The provincial DEAs must monitor 
ambient air quality in their provinces as well as the performance of municipalities in implementing the Air Quality 
Act. Local authorities are required, in terms of the Air Quality Act (Section 8(a)), to monitor ambient air quality and 
emissions from point, non-point and mobile sources. Therefore, authorities must study emissions reports from 
licensed emitters to ensure that they comply with the conditions of their licences. The municipal by-laws should 
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also be structured in such a way that they address emissions from small 
industries that are not regulated by atmospheric emission licences. 

Consideration of progress to date
The evidence collected during the development of the Mpumalanga 
Provincial AQMP suggests that decentralisation of air quality management 
in South Africa is not effectively managed, with most local authorities 
not performing this function due to several constraints (Supplementary 
tables 1–4). The Municipal Systems Act No. 32 of 2000 requires local 
authorities to include their AQMPs in their Integrated Development Plans 
for resource allocation. However, only a few district municipalities have 
AQMPs in place, as shown in Figure 1. All provinces have developed their 
AQMPs with the exception of KwaZulu-Natal and Mpumalanga which 
are still under development (Figure 2). For the three areas that have 
been declared Priority Areas (that is, areas where the ambient air quality 
standards are being, or may be, exceeded, or any other situation which 
is causing, or may cause, a significant negative impact on air quality in 
the area) in terms of Section 18(1) of the Air Quality Act, processes are 
underway to implement the Priority Area AQMPs. Given that the status quo 
has not changed, there could be underlying problems in the implementation 
of the AQMPs.

Source: South African Air Quality Information System22

Figure 1: 	 Current development status of district municipality Air Quality 
Management Development Plans in South Africa. 

Source: South African Air Quality Information System22

Figure 2: 	 Current development status of provincial Air Quality Management 
Development Plans in South Africa.

In terms of identification and quantification of sources of air pollutants, no 
formal study has been undertaken solely by any of the three spheres of 
government to identify and apportion sources of air pollutants. In 2016, a 
source apportionment study was commissioned by the DEA for the Vaal 
Triangle Airshed Priority Area (VTAPA).17 This study was commissioned 
after the 2013 mid-term AQMP review revealed that there was no 
improvement in air quality in the VTAPA.18 Given the unchanging status 
quo on air pollution levels in the Priority Areas, the source apportionment 
studies are necessary for effective implementation of abatement strategies. 
Air pollution has no boundaries; therefore, air pollution from the Priority 
Areas could also be transported to other regions in the country. As such, a 

directive should also have been issued to all provincial DEAs to commission 
source apportionment studies in their respective provinces for effective air 
quality management. 

The establishment of the Environmental Management Inspectorate 
to monitor and enforce compliance with the National Environmental 
Management Act was to ensure that all those undertaking activities that 
may lead to detrimental effects on the environment are held accountable. 
However, the regulatory authorities either are not scrutinising the 
compliance reports from industries to look at the root-cause analyses, 
not following up on non-compliance or not doing trends analyses of the 
reports to check consistency. In a number of DEA Implementation Task 
Team meetings, industries have mentioned that they submit reports to 
regulatory authorities but their reports are not attended to nor do they 
receive feedback from authorities. The response from authorities was 
that there are not enough personnel to study the reports. This situation 
presents a potential loophole that industries may have identified within 
the regulatory framework and, as such, provides an opportunity for non-
compliance with the minimum emissions standards by industries.

According to the South African Government website, there are 
278 municipalities in South Africa.19 Supplementary table 5 shows 
the 121 government-managed ambient air quality monitoring stations 
that have been reporting to the South African Air Quality Information 
System (SAAQIS) since 2009 when the system was launched. If all the 
municipalities were implementing Section 8(b) of the Air Quality Act, there 
would be 278 ambient air monitoring stations reporting to SAAQIS (i.e. one 
station per municipality) to ensure widespread spatial coverage necessary 
for effective compliance monitoring. The DEA and South African Weather 
Service have embarked on a project to revamp SAAQIS through the 
development and implementation of SAAQIS phase III. This improvement 
has led to live reporting of air quality monitoring stations. The DEA is in 
the process of reviving stranded municipal air quality monitoring stations 
to increase the number of stations reporting to SAAQIS. Privately owned 
stations are also targeted to report live on the SAAQIS system. New 
features on SAAQIS phase III include a mobile app to view live ambient 
data and the air quality index, and the ability to download data on the 
public page.

National norms and standards are required to ensure that there is 
standardised ambient air quality monitoring and management in the 
country. But to date, there is no document that outlines the national norms 
and standards for air quality management in South Africa that can be used 
as a directive to all regulating authorities and the source emitters. With 
a total of 164 monitoring stations reporting to SAAQIS, only a few are 
considered to have credible data that can be used for scientific research 
to inform policy development. As shown in Supplementary tables 2–4, 
the reason for non-credible data can be attributed to lack of funding and 
skilled personnel to perform air quality related functions. This situation is 
a matter of concern given the non-compliance with the National Ambient 
Air Quality Standards shown in Supplementary tables 6–8.

There has not been a cost–benefit analysis undertaken by the government 
since the promulgation of the Air Quality Act in 2004 to determine the 
impact of air pollution on the economy of South Africa. Some industries 
in South Africa have been applying for the postponement of minimum 
emissions standards for several years. Furthermore, there has not been 
projected cost–benefit analyses on how much will be saved by the 
country if air pollution was reduced to acceptable limits by complying 
with the minimum emissions standards and ambient air quality standards. 
Eskom undertook a cost–benefit analysis20 of the offset (defined as an 
intervention to counterbalance an adverse environmental impact) project 
in the Highveld Priority Area. However, the focus of this analysis was 
on reducing pollution from households and compliance with the 2020 
NEMAQA minimum emission standards was not considered. A report21 
by the Centre for Environmental Rights and groundWork indicates that the 
initiatives undertaken by Eskom to reduce household emissions from coal 
burning in Zamokuhle Township through air quality offset interventions did 
not bear positive results because of the high cost of electricity. The high 
cost of liquid petroleum gas in South Africa is also a negative factor in the 
proposed Eskom retrofit project and will lead to communities reverting to 
coal use for space heating and cooking.
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In terms of mining, the Department of Mineral Resources is responsible 
for issuing Atmospheric Emission Licences and granting environmental 
authorisations. Environmental authorisations are a key tool in effective 
environmental management, including the management of air quality. 
However, the Department of Mineral Resources officials are not designated 
as Air Quality Officers and as such air quality related matters may not be 
fully explored during the authorisation process. This arrangement makes 
the management of mining-related air pollution very difficult in South Africa.

There is a gap between science and policy
Supplementary tables 6–8 show the 2018 National Ambient Air Quality 
Standards exceedance tables for the areas which have been declared 
pollution hotspots in South Africa: VTAPA declared in 2006, Highveld 
Priority Area declared in 2007 and Waterberg/Bojanala Priority Area 
declared in 2012. The VTAPA AQMP identified the main sources of air 
pollution in the area as biomass burning, domestic fuel burning, mining 
operations, petrochemical sector, power generation, transportation, 
waste burning, iron and steel and ferroalloy industries, and smaller 
industries. The Highveld and Waterberg/Bojanala Priority Area AQMPs 
identified the major sources of air pollution as residential fuel burning, 
coal mining, power generation, transport, biomass burning and burning 
coal mines and smouldering coal dumps, landfills, incinerators, waste 
treatment works, tyre burning, agricultural dust, and biogenic sources.7,8 
The variation in source categories in Priority Areas clearly shows 
that these sources will be complex to manage and will require multi-
stakeholder partnership in implementation of abatement strategies. It is 
evident from the exceedance data that there is a problem with particulate 
matter and ozone in all the areas. However, there have not been any 
studies commissioned by the DEA to comprehensively identify sources 
of particulate matter and ozone (except in the VTAPA) and there are 
no known memoranda of understanding between DEA and research 
institutions to develop and fund programmes aimed at tackling this 
research gap.

The Air Quality Act requires new Atmospheric Emission Licence applicants 
to undertake an atmospheric emissions modelling study. Many air quality 
dispersion models rely on surface meteorological parameters to model 
air pollution dispersion, particularly in complex terrain. Section 4.2.1 of 
the draft regulations regarding Air Dispersion Modelling (Notice 1035 
of 2012) in the Air Quality Act requires site-specific meteorological 
data for modelling purposes in complex terrain. However, there has 
not been any collaboration between the DEA and the South African 
Weather Service to ensure that there is a sufficient number of surface 
meteorological monitoring stations in remote areas with complex terrain. 
One such place is the Greater Tubatse Municipality which has several 
industrial facilities and a complex terrain but no meteorological stations. 
(A Research Article in this issue reports on air pollution in the Greater 
Tubatse Municipality). Institutional collaborations between government 
entities and research institutions may narrow the gap between science 
and strategic policy development and implementation for successful 
management of air quality. Air pollution reduction could be achieved 
by strengthening collaboration between government departments such 
as DEA and Department of Mineral Resources for better management 
of pollution from the mining sector; and allocating funding for 
environmental issues at all spheres of government to be centralised at 
DEA for better management of air quality. It could also entail developing 
a cost–benefit study for the implementation of the Air Quality Act; and 
making source apportionment a pre-requisite for the development of air 
quality management plans by authorities and for all industry applications 
for postponement of complying with the minimum emission standards 
by April 2020, and for atmospheric emission licence application for new 
facilities. The source apportionment and source quantification results 
will ensure that the contribution of major sources, as well as the impact 
that results from granting postponements and/or new licences, will be 
known. Establishing expert panels to identify research programmes 
aimed at addressing air pollution problems would also be beneficial, as 
it would ensure that resources are channelled to research studies that 
are relevant to air quality improvement. Lastly, air pollution programmes 

should be introduced from the foundation phase of basic education to 
build a nation that is conscious of and educated about air quality issues.

Conclusions
The Air Quality Act was passed in South Africa over 15 years ago, but 
it is evident that several of its strategic objectives have yet to be met. 
Even though emissions reduction is implemented by some industries, 
and there also are efforts by local authorities to develop and implement 
by-laws to reduce household emissions, the introduction of new small 
industries, and the failure to effectively reduce pollution from domestic 
burning, waste burning, biomass burning, vehicle emissions and mining 
activities within the air pollution hotspots makes it impossible to achieve 
the desired air pollution reduction. Particulate matter and ozone are two 
pollutants for which there is non-compliance with the National Ambient 
Air Quality Standards. Therefore a comprehensive study to look at the 
major precursors of ozone is necessary to develop abatement strategies 
for ozone. There is a need to relook at the drivers and factors influencing 
policy implementation such as political buy-in (by educating politicians 
on air quality matters) particularly in local authorities and reprioritisation 
of societal needs, especially with respect to housing and economic 
development in relation to protection of the environment and human health. 
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We describe the measurement and spatial variability of particulate matter (PM) chemical composition, PM10 
and PM2.5 in the Greater Tubatse Municipality, South Africa. Monthly samples were collected over 12 months 
(July 2015 to June 2016) using the inexpensive and easy to operate passive samplers of the University of 
North Carolina. Sites for sample collection were located at private residences, a church, a hospital and a 
school. Concentrations of PM10, PM2.5 and PM chemical components were determined using computer-
controlled scanning electron microscopy with energy-dispersive X-ray spectroscopy. The annual observed 
concentrations at all sites were below the South African National Ambient Air Quality Standards of 40 µg/m3 
for PM10 and 25 µg/m3 for PM2.5. The Cr-rich and CrFe-rich particles showed substantial heterogeneity with 
high concentrations observed near the chrome smelters, and Si-rich particles were highest near the silicon 
mine. SiAl-rich particles were highest at sites close to busy roads, while SiAlFe-rich particles were less 
spatially distributed. The low spatial variability of SiAlFe-rich particles indicates that these elements are 
mainly found in crustal material. Using the synoptic meteorological parameters of The Air Pollution Model, we 
were unable to effectively determine correlations between PM10 and mixing height, Monin–Obukhov length, 
air pollution potential, or coefficient of divergence.

Significance: 
•	 We have shown that the use of University of North Carolina passive samplers coupled with computer-

controlled scanning electron microscopy is effective in determining the chemical composition of PM.

•	 The use of passive samplers is a cheap and effective method to collect data in remote areas of 
South Africa which have limited or no electricity supply.

•	 Assessment of the spatial distribution of PM and PM chemical components can assist in the development 
of effective air quality management strategies.

Introduction
Airborne particulate matter (PM) is a term used to describe solid particles or a mixture of solid and liquid droplets 
suspended in the air.1 The particle mixture may vary in size distribution, composition and morphology and may be in 
the form of sulfates, nitrates, ammonium and hydrogen ions, trace elements (including toxic and transition metals), 
organic material, elemental carbon (or soot) and crustal components.2,3 PM may originate from either primary or 
secondary sources. Primary particles are those directly emitted into the atmosphere from sources such as road 
vehicles, coal burning, industry, windblown soil, dust and sea spray. Secondary particles are particles formed 
within the atmosphere by chemical reactions or condensation of gases. The major contributors of secondary 
particles are sulfate and nitrate salts formed from the oxidation of sulfur dioxide and nitrogen oxides, respectively.4 
Ambient PM has long been associated with adverse effects on respiratory, cardiovascular and cardiopulmonary 
health.5-7 The severity of such health effects depends largely on the size, concentration and composition of inhaled 
particles.8 PM pollution emanating from industrialisation has serious environmental impacts mainly because of the 
release of toxic substances and trace metals into the atmosphere.9

Industrialisation and urbanisation of rural areas can lead to the emission of large amounts of PM and chemical 
elements into the atmosphere. These emissions result in widespread air pollution problems10, and these problems 
have proved to be more regional and complex with time11. The Greater Tubatse Municipality (GTM) in South Africa 
is home to a large number of people and a variety of anthropogenic pollution sources such as chrome smelters, 
mines (for chrome, silicon and platinum), agricultural operations, biomass combustion, brick manufacturing, 
vehicles and unpaved roads, which can contribute to PM emissions. Differences in the composition of particles 
emitted by these sources may lead to spatial heterogeneity in the composition of the atmospheric aerosols. Hence, 
understanding the spatial variability of PM is of great importance for environmental planning and management 
purposes by both the industries and governing authorities. Therefore, this study will lay a foundation for developing 
effective intervention strategies to reduce PM emissions in the GTM. In South Africa, PM is only regulated in two 
size fractions (PM10 and PM2.5). However, to date, there are no ambient air quality standards for elemental particles. 
The list of metals regulated under the National Environmental Management: Act No. 39 of 2004 should be expanded 
to include metals such as chromium, iron, arsenic, copper, cobalt, manganese and other metals that have been 
identified12 to have the potential to cause environmental health threats.

Apart from air pollution challenges due to anthropogenic activities, South Africa has a varying topography ranging from 
flat to complex terrain that can have differing effects on the dispersion of air pollutants. The shape of the landscape 
plays an important role in trapping or dispersing pollutants. Air pollution in mountain valleys tends to be higher in colder 
months than in warmer months.13 The distribution of pollutants depends largely on the meteorology and the landscape 
of the area. Surface heterogeneity plays a major role in the interaction between the atmosphere and the underlying 
surface, and it affects moist convection, and systematically produces responses in both local circulation and regional 
climate.14-18 Complex terrain such as that of the GTM is characterised by high mountains and steep inclinations. In this 
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type of terrain, the wind flow is very hard to predict. However, the steep 
slopes give rise to thermally induced circulations like mountain valley 
breezes which strongly modify the characteristics of synoptic flow.19-22 
The ability of the atmosphere to disperse pollutants depends on the local 
circulations, mixing height, stability of the atmosphere and wind strength. 
However, the complex nature of the terrain in the GTM and the lack of 
electricity supply in some areas of the municipality, makes it impossible 
to rely only on a network of continuous ambient air pollution monitoring.

A number of methods have been developed over the years to collect 
and analyse air pollutant samples, using both active and passive 
techniques. The passive sampling techniques involve non-active means 
such as gravitational settling to collect air samples onto the substrate. 
This  method of sampling is cheaper than active sampling and allows 
for the deployment of more samplers to evaluate air pollution spatially.23 
The GTM has only one air quality monitoring station that is not sufficiently 
well maintained to produce good quality data. As a result, a network of 
passive samplers was used to determine the spatial variation of PM2.5 and 
PM10, which in future can be used as a baseline for the deployment of 
active samplers in the area.

Mountain winds
Wind circulations in the free atmosphere above the mountains and valleys 
are governed by pressure gradients between large circulation systems.24 
The lower troposphere interacts with mountains, valleys and vegetation 
that in turn alter the circulation patterns. Mountainous terrain has a 
high degree of topographical variation and land-cover heterogeneity.25 
This variation in topography influences the atmosphere in two ways.26 
The first is in the form of momentum exchange between the atmosphere 
and the surface that occurs as a result of flow modification by mountains 
in the form of mountain lee waves, flow channelling and flow blocking.27 
The second effect involves energy exchange between the terrain and the 
atmosphere. The thermally induced winds depend on the temperature 
differences along the mountain plains systems and the strength of the 
synoptic systems and the cloud cover, with weak synoptic systems and 
cloud-free atmosphere producing more pronounced winds.20,28 Mountain 
winds blow parallel to the longitudinal axis of the valley, directed up-
valley during daytime and down-valley during night time. The circulation 
is closed above the mountain ridges by a return current flowing in the 
reverse direction. The actual development of thermally driven winds is 
often complicated by the presence of other wind systems developed 
on different scales.22,28 Anabatic flows are more temporally limited 
during wintertime than summertime due to the shorter exposure period 
to sunlight.29

Mixing height
Mixing height (MH) is the height to which relatively vigorous mixing occurs 
in the lower troposphere. Temperature inversions are most common in 
mountainous terrain where cool mountain air sweeps down into the valley 
at night, below the warm, polluted air. This inversion keeps the emitted 
pollutants close to the ground instead of allowing them to disperse into 
the atmosphere. A flow of thermal or synoptic origin channelled inside a 
mountain valley can transport plumes along the valley floor, thus limiting 
crosswind dispersion. Pollution stagnation in the bottom of the valleys 
can be favoured by the temperature inversion that develops inside the 
valley during the night and is destroyed by the growing convective 
boundary layer in the morning.30 The thermally induced MH influences 
the concentration and transport of pollutants31, and is used in air quality 
models to determine atmospheric pollutant dispersion32-34. However, in 
mountainous terrain, processes such as MH and mountain slope winds 
are coupled together35 to transport air pollutants across mesoscales 
to synoptic scales36. Research by De Wekker and Kossmann27 has 
illustrated that the dispersion of pollutants in mountainous terrain does 
not depend on the boundary layer but rather on the thermally induced 
mountain slope winds. 

Monin–Obukhov length
The Monin–Obukhov (MO) similarity theory has been applied in air pollution 
modelling for determining the dispersion of air pollutants. The MO measures 
the stability of the atmosphere, with stable atmospheric conditions 

favouring higher pollutant concentrations and unstable conditions allowing 
the dispersion of pollutants and hence lowering pollutant concentrations.37 
However, the MO is restricted to horizontal homogeneous terrains where 
there are no sudden roughness changes (such as in forested area, hilly or 
mountainous terrain) to modify the velocity profile and turbulent transport 
of heat and momentum.38 Figueroa-Esspinoza and Salles38 and Grisogono 
et al.39 reported that MO theory is unable to account for the transport of 
pollutants in mountain valleys because the flow dynamics of the valleys 
are governed by anabatic and katabatic flows. These flows are generated 
by the mountain slopes and are normally decoupled from the synoptic 
flows above.

Ventilation coefficient
Gross40 defined the ventilation coefficient (VC) as the product of the MH 
and the average wind speed, which can also be defined as a measure 
of the volume rate of horizontal transport of air within the MH per unit 
distance normal to the wind. Iyer and Raj41 describe the VC as a measure 
of the atmospheric condition that gives an indication of the air quality and 
air pollution potential. When the coefficient is higher, it is an indication 
that the atmosphere is able to disperse air pollutants effectively, resulting 
in a better state of air quality, whereas low ventilation indicates poor 
pollutant dispersion resulting in high pollution levels. The VC varies 
diurnally during summer and winter with high coefficients observed in the 
late afternoon and low values in the early mornings. Winter coefficients 
are also lower than those in summer due to low MH and reduced wind 
speeds in winter,42,43 and the influence of the dominant anti-cyclones that 
are experienced over southern Africa during the winter months.

Air pollution potential
Gross40 and Nath and Patil44 describe air pollution potential (APP) as 
the measure of the inability of the atmosphere to adequately dilute and 
disperse pollutants emitted into it. The APP depends on meteorological 
conditions such as the MH, wind speed, atmospheric stability and solar 
radiation.45 Once the pollutants are emitted into the atmosphere, their 
transportation is dependent on the mean wind speed which carries the 
pollutants away from the source to their sinks, and their convective 
mixing is dependent on the vertical temperature gradient.44 The higher 
values of APP indicate that the atmosphere is unfavourable for the 
dilution and dispersion of pollutants46 and indicate high concentrations of 
observed pollutants at the receiving environment. The low values of APP 
indicate that the atmosphere is conducive for the dispersion of pollutants 
which will result in low concentrations on the receiving environment.44 
The APP can be used as a management tool for siting of ambient air 
quality monitoring stations and for land-use planning in the development 
of new residential areas and zoning of new industrial sites.

The aim of this work was to determine the spatial variability of PM10, PM2.5 
and PM chemical composition. Further analysis of the MO theory, MH, 
VC and the atmospheric pollution potential was performed to determine 
whether these factors have any influence on the PM10 concentrations in 
the study area.

Methods
Study area
Sampling of PM was undertaken in a rural area of the GTM in Limpopo 
Province, South Africa (Figure 1). The main towns in the area are 
Steelpoort and Burgersfort which are sustained through economic 
activities such as mining and smelting of chromium ores. Furthermore, 
there are agricultural and forestry activities and transportation that also 
add to the economic activities in the area. Most of the households 
in the area are dependent on wood burning for space heating and 
cooking. The GTM has a complex terrain with high mountains and steep 
inclinations. The elevation of the surface area is approximately 740 m 
above sea level with the surrounding mountains extending to a height 
of approximately 1200–1900 m above sea level. The area is located in 
the subtropical climate zone where the maximum and minimum average 
temperatures are 35 °C and 18 °C, respectively in summer, and 22 °C 
and 4 °C, respectively in winter.46 The annual rainfall for the area ranges 
between 500 mm and 600 mm.47
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Site selection
The locations of the monitoring sites were selected to optimise spatial 
sampling for exposure assessment. A sequential sampling technique48,49 
was used to design an optimal sampling network of six sites in the 
GTM. This technique is based on extended knowledge of the area to 
be sampled and factors controlling the distribution of pollutants. These 
factors could be the terrain and various phenomena like meteorological 
conditions and the chemistry of pollutants.50 The number of sites selected 
was influenced by budgetary constraints due to costs associated 
with laboratory analysis of samples. The sites were located at private 
residences, a church, a hospital and a school, to ensure a secure area 
with easy access for site visits.

Sampling and sample analysis
The University of North Carolina passive samplers designed by Wagner 
and Leith23 and housed in a protective shelter designed by Ott et al.51 were 
deployed at six sites for PM sampling. Ott et al.51 designed the shelter to 
shield the passive sampler from precipitation and to minimise the influence 
of wind speed on particle deposition.52 The samplers consist of a scanning 
electron microscopy stub, a collection substrate and a protective mesh 
cap.53 The samplers were deployed for a period of ±30 days from July 
2015 to June 2016, except for the months of August–September and 
September–November for which they were deployed for a period of 
>35 days. The longer sampling periods were selected to ensure that there 
was sufficient particle loading on the samplers.52 

The PM2.5 and PM10 concentrations and the elemental composition of 
individual particles deposited on the passive sampler were determined 
by computer-controlled scanning electron microscopy with energy-
dispersive X-ray spectroscopy (CCSEM-EDS). Before sample analysis by 
photoemission electron microscopy (according to the method of Hopke 
and Casuccio54), the samples were coated with a thin layer of graphitic 
carbon under vacuum to bleed off the charges induced by the electron 
beam in the SEM. The photoemission electron microscopy was operated 
at 20 kV.52 We used the method of Lagudu et al.53 to determine the chemical 
composition of PM using CCSEM analysis. Briefly, CCSEM scans the 
collection substrate of the SEM stub for individual particles and provides 
fluoresced X-ray spectra and an image of each particle. The method 
involves rastering the electron beam over the sample while monitoring 
the resultant backscattered signal. At each point, the image intensity is 
compared to a pre-set threshold level. Once a coordinate is reached at 
which the signal is above the threshold level, the electron beam is driven 
across the particle in a pre-set pattern to determine the size of the particle. 
Upon measurement of the particle size, the elemental composition of the 

particle is then determined by collection of characteristic X-rays using EDS 
techniques. Individual particles characterised during CCSEM analysis are 
then grouped into particle classes based on their elemental composition. 
The individual particle masses are finally calculated by multiplying the 
assigned density of the particle by its volume. Each particle is assigned 
a density based on common oxide in proportion to the elements present 
as determined by the EDS analyses.53 The particle classes obtained 
from the analysis include carbon-rich (C-rich), chromium-rich (Cr-rich), 
iron-rich (Fe-rich), iron/chromium-rich (FeCr-rich), silicon-rich (Si-rich), 
calcium-rich (Ca-rich), silicon/aluminium/iron-rich (SiAlFe-rich), silicon/
magnesium-rich (SiMg-rich) and silicon/aluminium-rich (SiAl-rich). 

Data analysis
The coefficient of divergence (COD) was used to characterise the spatial 
variation of PM10, PM2.5 and PM chemical components. The COD is 
defined as:

	 Equation 1

where xij and xik are the concentration for sampling interval i at sites j and k, 
respectively, and p is the number of sampling intervals. In terms of spatial 
distribution, a COD of 0 means that there are no differences between the 
observed concentrations at the two sites, while a value approaching 1 
indicates that the two sampling sites are different.53,55 Graphical analysis was 
also used in determining spatial variation. The inverse distance weighted 
(IDW) interpolation within the mapping software (ArcMap version 10.0) 
was applied to the annual and monthly concentrations of PM10, PM2.5 and 
the PM chemical components given that the number of sites was restricted 
by the cost. When data are sparse, the underlying assumptions about the 
variation among samples may differ and the use of a spatial interpolation 
method and parameters may become critical.56,57 The performance of the 
spatial interpolation method is better when the sample density is higher.58-60 
However, the accuracy of regression modelling is not really dependent on 
the sampling density, but rather on how well the data are sampled and how 
significant the correlation is between the primary variable and secondary 
variable(s).61 To predict a value for any unmeasured location, IDW uses the 
measured values surrounding the prediction location. The  measured values 
closest to the prediction location have a greater influence on the predicted 
value than those farther away. IDW assumes that each measured point has 
a local influence that diminishes with distance. It gives greater weight to 
points closest to the prediction location, and the weight diminishes as a 
function of distance.62 
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Figure 1: 	 Google Earth map of the study area showing passive sampler locations (indicated by red pins) and smelters (indicated by green pins).

https://doi.org/10.17159/sajs.2019/6174
www.sajs.co.za


34 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/6174

APP calculation
The Air Pollution Model (TAPM) was used in the calculation of parameters 
needed to determine the APP. The dynamic parameters that were 
calculated included the MO length, wind velocity, planetary boundary 
layer height and turbulence parameters. The APP was determined 
according to the method of Swart63 using Equation 2:

P(APP)= P(|V ⃑ |)P(H)P(L)	 Equation 2

where P(APP) is the air pollution potential index, P(|V ⃑ |) is the wind 
speed, P(H) is the planetary boundary layer and P(L) is the atmospheric 
stability. The APP index for a specific area can be classified as being 
favourable, moderate or unfavourable depending on the conditions 
set out for the parameters that are the driving force behind the APP 
calculation, as shown in Table 1.

Table 1: 	 Parameters and limits for air pollution potential (APP) 
calculation

Parameter Unfavourable Moderate Favourable

Wind speed 0–2 m/s 2–5 m/s >5 m/s

Mixing height 0–400 m 400–1000 m >1000 m

Monin–Obukhov length 0 to 200 m >1000 m 0 to -200 m

In this study, APP, MO, MH and VC values were calculated and correlated 
with the PM measurement values collected during the sampling campaign. 

Results and discussion
Figure 2 shows the annual concentrations of PM10, PM2.5 and PM 
chemical components. The annual concentrations of PM10 were 
38.11 µg/cm3 at Site 3, 31.28 µg/cm3 at Site 2, 31.02 µg/cm3 at Site 
1, 24.65 µg/cm3 at Site 5, 24.10 µg/cm3 at Site 4, and 20.98 µg/cm3 at 
Site 6. Annual PM10 concentrations were below the South African National 
Ambient Air Quality Standard of 40 µg/cm3. The PM2.5 concentrations 
are on average lower than the concentrations of SiAl-rich and SiAlFe-
rich particles. This  finding can be attributed to the fact that some PM2.5 
particles may have evaporated during the 3–5 week period during which 
the samplers were deployed in the field. The Fe-rich particles were the 
least abundant, with an annual average below 1 µg/cm3 across all sites. 
The C-rich particles had the same signature as PM2.5, with the lowest 
concentration being around Site 6. The highest concentrations for Ca-
rich particles were observed around sampling Site 6 which is located 
about 1.6 km west-northwest of Marula Platinum Mine, with the lowest 
concentrations around Site 4 and Site 5. The highest Si-rich, SiMg-rich, 

SiAl-rich and SiAlFe-rich particle concentrations were observed around 
sampling Site 3 which is about 1.7 km from the Samancor chrome 
smelter and 1.9 km from the silicone mine, with the lowest concentrations 
being observed at Site 6. The highest observed concentrations for FeCr-
rich particles were at sampling Sites 3 and 5, and Site 5 is about 2 km 
from the ASA chrome smelter. The Cr-rich particles were highest at Site 
1 and Site 3; Site 1 is about 2.5 km from the Glencore chrome smelter. 
The annual concentrations of Cr-rich particles across all the sites were 
above the 0.11 µg/m3 annual limit set by the New Zealand Ministry of 
Environment.64 The highest PM10 concentrations were measured during 
the winter months (May–July) except at Site 6 (Mashegoane) where the 
highest concentrations were observed during the month of November 
when there was soil tillage in preparation for crop sowing just before the 
rainy season. SiAl-rich and SiAlFe-rich particles were the most abundant 
particles with Fe-rich particles being less abundant. Si-rich, Cr-rich and 
CrFe-rich particles were more abundant closer to their sources.

Spatial variation
The annual spatial concentration map was generated using geographic 
information system software (Figure 3). The number of sampling sites 
was limited due to budgetary constraints, so IDW was used because it 
does not require a threshold for number of points. The choice of the IDW 
statistical method proved to be useful as it was able to predict the spatial 
variation of PM10, PM2.5 and PM chemical components in the study area. 
This output is very important for cash-strapped local authorities that are 
tasked with the responsibility of managing air quality in their jurisdiction 
because they can perform this analysis with limited resources. The maps 
in Figure 3 indicate that there is a distinct spatial heterogeneity in the 
study area with variability in both low and elevated concentrations being 
observed at different sites for PM10, PM2.5 and PM chemical components. 
This difference can be attributed to the vast distribution of sources in the 
area. The highest concentrations for annual PM10, Cr-rich, Fe-rich, Si-rich, 
SiAl-rich, SiAlFe-rich and SiMg-rich particles were observed around Site 
3, which is about 1.7 km from the Samancor chrome smelter and 1.9 
km from the Silicone mine, which are located south-southeasterly of the 
sampling site. The highest Fe-rich, Si-rich and SiMg-rich concentrations 
were sparsely distributed. Lowest concentrations for the same particles 
were observed around Site 6. The highest concentrations for PM2.5 and 
C-rich particles were observed around Site 1, and they have similar 
distribution patterns. The  lowest concentrations of PM10, PM2.5 and PM 
chemical components were observed around Site 6, extending to Site 
5 and Site 4. The only exception was SiAlFe-rich particles for which 
the lowest concentrations were observed to the northeast (Site 6) and 
southeast (Site 1) of the study area. FeCr-rich particles showed highest 
concentrations closer to the smelters around Site 3 and Site 5. 
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Figure 2: 	 Annual concentrations (µg/cm3) of PM10, PM2.5 and PM chemical components (site number in parentheses).
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Figure 3: 	 Maps of annual spatial variation for PM10, PM2.5, and C-rich, Ca-rich, Cr-rich, Fe-rich, FeCr-rich, Si-rich, SiAl-rich, SiAlFe-rich and SiMg-rich 
particles. High concentrations are shown in dark red and low concentrations are depicted in blue.

The highest Ca-rich concentrations were observed around Site 6, which 
is located in an area with black cotton soil. However, because the sites 
were not equally spaced in the study area, other methods such as the 
COD and r were used to confirm and validate the results of the spatial 
analysis determined using the geographic information system.

The COD values were calculated (Table 2) to characterise the spatial 
heterogeneity of PM10, PM2.5 and PM chemical components. 

Table 2: 	 Results of coefficient of divergence (COD) analysis for Greater 
Tubatse Municipality

Species COD

PM10 0.24

PM2.5 0.29

C 0.25

Ca 0.38

Cr 0.6

Fe 0.41

FeCr 0.59

Si 0.35

SiAl 0.3

SiAlFe 0.28

SiMg 0.42

COD values higher than 0.2 indicate spatial heterogeneity, while 
COD values less than 0.1 indicate homogeneity of concentrations. 
All components in the study area had COD values greater than 0.2, which 
is an indication that there was a heterogeneous relation observed between 
the sites in the study area, and is in agreement with the observations in 
Figure 3. The lowest heterogeneity values for COD ranged from 0.24 
to 0.4 and were observed for PM10 (0.24), C-rich (0.25), SiAlFe-rich 
(0.28), PM2.5 (0.29), SiAl-rich (0.3), Si-rich (0.35) and Ca-rich (0.38) 
particles. The moderate to highest COD values were observed for Fe-rich 
(0.41), SiMg-rich (0.42), FeCr-rich (0.59) and Cr-rich (0.6) particles. 
The highest COD values were observed for sites located in the vicinity of 
point source emitters, which indicates that the communities residing in 
the vicinity of these point sources are more vulnerable to the exposure of 
these particles than those living further downwind.

Influence of APP, MO, MH and VC on the distribution 
of PM10

The annual influence of APP, MH, MO and VC on the distribution of 
PM10 concentrations is shown in Figure 4a–d. The highest annual PM10 
concentrations are centred on Site 3 and distributed more to the east of 
the sampling site. The highest values for APP (Figure 4a) are centred to 
the south of the study area around Site 1, which is in contrast to the high 
APP values which are an indication of low dilution and poor dispersion 
of concentrations. The distribution of high concentrations to the east 
of Site 3 suggests that these concentrations move over the mountain 
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Figure 4: 	 Spatial distribution of PM10 and (a) air pollution potential, (b) mixing height, (c) Monin–Obukhov length and (d) ventilation coefficient.

slope to the east of Site 3, which is an indication that mountain winds 
may be responsible for this flow pattern. The lowest concentrations 
are centred on Site 6 and extend to Site 5 and Site 4. The lowest APP 
values are also encountered in the same area as that of the low PM10 
concentrations which is in contrast to the APP definition. Site 1 and Site 
2 have moderate PM10 concentrations, which could be attributed to the 
fact that the area from Site 4 to Site 6 is within a broader mountain valley 
floor base, compared to the area from Site 1 to Site 3 which has a narrow 
mountain valley floor base.

Figure 4b shows the comparison between PM10 and MH. There is no 
correlation between PM10 and MH. The highest MH was observed to 
the northeast of Site 3 which is supposed to be an area of low PM10 
concentrations; however, high PM10 concentrations were observed in 
this region of high MH. The lowest PM10 concentrations were observed 
where there was generally low MH, which is in contrast to the notion that 
low MH values are associated with poor dilution and dispersion resulting 
in accumulation of pollutants. 

The relationship between PM10 and MO is shown in Figure 4c. The area 
indicated by light green is an area with MO values below 0 and indicates 
favourable conditions for pollution dispersion. However, the lowest PM10 
concentrations were observed in an area with moderate stability values, 
with high PM10 concentrations observed in an area of moderate MO. 
Therefore, MO was unable to correctly indicate the locations of high and 
low PM10 concentrations. This anomaly between PM10 concentrations 
and MO in a complex terrain is because MO is dependent on horizontal 
wind flows and local equilibrium.39,65 However, these conditions do 
not hold in a complex terrain.39 The MO was derived from synoptic 
circulations and showed stable conditions in areas where high and low 
PM10 concentrations were observed. The model’s inability to account 
for discontinuities in steep terrain suggests that the PM10 concentrations 
within the valley floor were influenced by the thermal circulations within 
the valley, with upslope winds due to thermal heating favouring low PM10 
concentrations and downwind flows due to thermal cooling leading to 
stagnation and a possible increase in PM10 concentrations. However, this 
hypothesis needs to be further tested in future studies with continuous 
ambient monitoring in the GTM.

Figure 4d shows the relationship between PM10 and the VC. The VC shows 
moderate to high values to the west of the study area with moderate to 
low values spreading to the east of the study area. The highest VC values 
are observed around Site 6 with moderate values across all sites and low 
values observed to the northeast of Site 6. The observations show that 

there is a slight correlation between low PM10 concentrations and high 
VC values, and poor correlation between high PM10 concentrations and 
VC values. 

The seasonal influence of APP, MH, MO and VC on the distribution of 
PM10 concentrations is shown in Figure 5 and Figure 6, for winter and 
summer, respectively. The highest PM10 concentrations during the winter 
month of July were observed around sampling Site 5 which is located to 
the northeast of ASA chrome smelter. The lowest PM10 concentrations 
were observed around Site 1 and Site 6, with moderate concentrations 
distributed across Site 2, Site 3 and Site 4. The highest APP values 
were concentrated around Site 1. Moderate APP values were observed 
to the northeast of Site 5 which is where high PM10 concentrations 
were observed, and to the east of the study area. Low APP values 
were observed in areas with moderate PM10 concentrations. The 
winter APP was unable to clearly identify areas with high and low PM10 
concentrations. The highest winter MH was observed to the southeast 
of the study area with moderate values spreading from southwest 
to northeast of Site 5. All  other sites are located in regions with low 
MH, which is in contrast to the expected relation between MH and the 
expected dispersion ability of the atmosphere. The most favourable 
areas (MO≤0) for the dispersion of pollutants are indicated in Figures 5 
and 6 by light green around Site 1 and Site 2. These areas are where the 
lowest PM10 concentrations were observed. The most stable MO values 
were spatially distributed across Site 2, Site 3 and Site 4, which are 
areas where the highest pollution was expected. However, the highest 
concentrations were observed in an area of moderate MO values. This 
finding is an indication that the MO cannot clearly identify areas of high 
PM10 concentrations in winter. Strong ventilation (VC) was observed to 
the west of the mountain valley and weak ventilation to the east of the 
mountain valley with moderate VC observed within the valley floor. This 
indicates that the winds within the valley were decoupled from winds 
outside the valley, and as a result, the VC cannot adequately predict the 
dispersion of pollutants in the study area.

During the summer month of December (Figure 6), the highest PM10 
concentrations were distributed around Site 1 and lowest concentrations 
observed around Site 4, Site 5 and Site 6, with moderate concentrations 
observed around Site 2 and Site 3. The high APP was distributed around 
Site 1 with moderate values distributed across Site 2, Site 3 and Site 4, 
and lower values around Site 5 and Site 6. The PM10 concentrations are 
in agreement with the observed APP for all sites except Site 4 which 
is supposed to lie within a similar APP to that of Site 5 and Site  6. 
High MH values were observed to the southeast of the study area with 
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Figure 5: 	 Influence of air pollution potential (APP), mixing height (MH), Monin–Obukhov length (MO) and ventilation coefficient on PM10 concentrations in winter.
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Figure 6: 	 Influence of air pollution potential (APP), mixing height (MH), Monin–Obukhov length (MO) and ventilation coefficient on PM10 concentrations 
in summer.
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moderate values distributed across Site 2, Site 3, Site 5 and Site 6. 
The  lowest MH values were observed across Site 1 and Site 4. The 
PM10 concentration was therefore expected to be highest around Site 1 
and Site 4 in accordance with the definition of MH, with moderate PM10 
expected across all other sites. However, only results from Site 1 were in 
agreement with the observed MH. The most favourable conditions (with 
respect to MO) for the dispersal of pollutants were observed around Site 
1, with unfavourable conditions observed around Site 2 and Site 4, and 
moderate conditions around Site 3, Site 5 and Site 6. The lowest VC 
values were observed around Site 1 and the highest VC values were 
observed around Site 6, with moderate values distributed across the 
remaining sites. Therefore, the VC was able to predict the areas for 
high PM10 concentrations (Site 1) and low PM10 concentrations (Site 6). 
Site 1 and Site 6 are located in the valley openings with Site 1 being 
in an area with a narrow valley opening and Site 2 being in an area 
with a wide valley opening. The strength of the valley flows depends 
on the valley volume. Wind speeds are often larger near the valley head 
where valley volume is small and the pressure gradient is high relative to 
distance from ridge top to ridge top. Wind speed weakens near the valley 
opening where the valley volume is larger and the pressure gradient is 
low relative to the distance between ridge tops.66 Therefore, wind erosion 
may have played a major role in the observed high PM10 concentrations 
at Site 1 and, similarly, calm conditions may have been responsible for 
the observed low PM10 concentrations at Site 6. However, the VC did 
not have the same influence on the other sites which are situated in 
the middle of the valley floor. The reason could be that the TAPM model 
inputs terrain following coordinate systems and was unable to account 
for discontinuities in the steep terrain of the study area. 

Conclusion
The University of North Carolina passive samplers coupled with 
CCSEM_EDS were used to determine spatial heterogeneity of PM chemical 
components. The concentrations of PM2.5, PM10 and PM chemical 
components were spatially heterogeneous with high heterogeneity 
observed near the industrial sources for FeCr-rich and Cr-rich particles 
and Si-containing particles. The COD values also showed that the highest 
heterogeneity was observed near the industrial sources. Findings showed 
little or no correlation between PM10 and the meteorological parameters 
MH, MO length, APP and COD. 

The findings highlight a very important point: passive samplers can 
be used (particularly in developing world contexts) as a substitute to 
more expensive continuous samplers to determine the spatial variation 
of PMs and their chemical components for effective environmental 
planning. The  IDW interpolation within the mapping software (ArcMap 
version 10.0) was able to predict the spatial variation of PM10, PM2.5 
and PM chemical components that indicated the existence of different 
conditions within the air shed, and therefore this variation may require 
different control strategies to mitigate the impacts of pollution within the 
air shed. The second finding was that synoptic winds used by the TAMP 
model were unsuccessful in determining the influence of APP, MO, MH 
and VC on the distribution of PM10 concentrations in a complex terrain. 
This finding clearly indicates that these parameters are dependent largely 
on winds generated by temperature changes and mountain slopes in 
mountainous terrain. However, the VC was able to predict the areas 
for high PM10 concentrations at the valley openings where the VC is 
influenced by the impact of pressure gradient on the wind strength. 
Therefore, for future analysis of the behaviour of pollutants in a complex 
terrain, a network of meteorological station balloon soundings within the 
valley floor and adjacent slopes needs to be set up in order to capture 
the actual meteorological parameters that influence the behaviour of air 
pollution. The ambient air quality should be monitored continuously to 
verify the findings of this study. 

Acknowledgements
C.Y.W. receives research funding support from the South African Medical 
Research Council and the National Research Foundation (South Africa). 
C.T. thanks the South African Weather Service for provision of resources, 
space and time for conducting this research. 

Authors’ contributions
C.T. conceptualised the study, collected the samples, performed the GIS 
analysis, interpreted the data, wrote the initial draft of the manuscript and 
the revised version of the manuscript. C.Y.W. provided critical feedback 
and helped to shape the manuscript.

References
1.	 Gautam S, Prusty BK, Patra AK. Pollution due to particulate matter from mining 

activities. Reciklaža i održivi razvoj. 2012;5:53–58. Available from: https://www.
rsd.tfbor.bg.ac.rs/download/arhiva_radova/2012/6_SnehaGAUTAM_ST.pdf

2.	 Seinfeld JH, Pandis SN. Atmospheric chemistry and physics from air pollution 
to climate change. New York: John Wiley and Sons; 1998.

3.	 Khlystov A, edited by Wittig B, Davidson C. Quality assurance project plan for 
Pittsburgh Air Quality Study (PAQS) [document on the Internet]. c2001 [cited 
2018 Jun 15]. Available from: https://www3.epa.gov/ttnamti1/files/ambient/
super/pittqapp.pdf

4.	 Quality of Urban Air Review Group (AQUARG). Airborne particulate matter in 
the United Kingdom. Third report of the Quality of Urban Air Review Group 
[document on the Internet]. c1996 [cited 2018 Jun 10]. Available from: https://
uk-air.defra.gov.uk/assets/documents/reports/empire/quarg/quarg_11.pdf

5.	 Pope CA, Dockery W. Health effects of fine particulate air pollution: Lines that 
connect. J Air Waste Manag Assoc. 2006;56:709–742. ttps://doi.org/10.108
0/10473289.2006.10464485

6.	 Brook RD, Rajagopalan S, Pope CA, Brook JR, Bhatnagar A, Diez-Roux AV, 
et al. Particulate matter air pollution and cardiovascular disease: An update 
to the scientific statement from the American Heart Association. Circulation. 
2010;121(21):2331–2378. https://doi.org/10.1161/CIR.0b013e3181dbece1

7.	 World Health Organization (WHO). Health effects of particulate matter: Policy 
implications for countries in eastern Europe: Policy implications for countries 
in eastern Europe, Caucasus and central Asia. Copenhagen: WHO; 2013. 
Available from: http://www.euro.who.int/__data/assets/pdf_file/0006/189051/
Health-effects-of-particulate-matter-final-Eng.pdf

8.	 Hinds WC. Aerosol technology, properties, behavior, and measurements of 
airborne particles. 2nd ed. New York: John Wiley and Sons; 1999. 

9.	 Shah MH, Shaheen N, Jaffar M, Khalique A, Tariq SR, Manzoor S. Spatial 
variations in selected metal contents and particle size distribution in an urban 
and rural atmosphere of Islamabad, Pakistan. J Environ Manage. 2006;78:128–
137. https://doi.org/10.1016/j.jenvman.2005.04.011

10.	 Wang Y, Eliot MN, Koutrakis P, Gryparis A, Schwartz JD, Coull BA. Ambient 
air pollution and depressive symptoms in older adults: Results from the 
MOBILIZE Boston study. Environ Health Perspect. 2014;122(6):553–558. 
https://doi.org/10.1289/ehp.1205909

11.	 Chan CK, Yao X. Air pollution in mega cities in China. Atmos Environ. 
2008;42:1–42. https://doi.org/10.1016/j.atmosenv.2007.09.003

12.	 Environmental Protection Agency (EPA). Technology Transfer Network (TTN). 
National air toxics assessments [webpage on the Internet]. c2010 [cited 2018 
Jun 14]. Available from: https://www.epa.gov/national-air-toxics-assessment

13.	 Ahrens CD. Meteorology today. 9th ed. Belmont, CA: Thomas Brooks/Cole; 
2007. Available from: https://epdf.tips/meteorology-today-9th-edition.html

14.	 Courault D, Drobinski P, Brunet Y, Lacarrere P, Talbot C. Impact of surface 
heterogeneity on a buoyancy-driven convective boundary layer in light winds. 
Bound Layer Meteorol. 2007;124:383–403. https://doi.org/10.1007/s10546-
007-9172-y

15.	 Reen BP, Stauffer DR, Davis KJ, Desai AR. A case study on the effects of 
heterogeneous soil moisture on mesoscale boundary layer structure in 
the southern Great Plains, USA. Part II: Mesoscale modelling. Bound Layer 
Meteorol. 2006;120:275–314. https://doi.org/10.1007/s10546-006-9056-6

16.	 Yuan X, Xie Z, Zheng J, Tian X, Yang Z. Effects of water table dynamics on 
regional climate: A case 10 study over East Asian Monsoon Area. J Geophys 
Res. 2008;113, D21112, 16 pages. https://doi.org/10.1029/2008JD010180

17.	 Yates DN, Chen F, Nagai H. Land surface heterogeneity in the Cooperative 
Atmosphere Surface Exchange Study (C 5 ASES-97). Part II: Analysis of spatial 
heterogeneity and its scaling. J Hydrometeorol. 2003;4:219–234. https://doi.
org/10.1175/1525-7541(2003)4<219:LSHITC>2.0.CO;2

18.	 Zhang N, Williams Q, Liu H. Effects of land-surface heterogeneity on numerical 
simulations of mesoscale atmospheric boundary layer processes. Theoret Appl 
Climatol. 2010;102:307–317. https://doi.org/10.1007/s00704-010-0268-9 

	 Spatial variability of particulate matter
	 Page 8 of 10

https://doi.org/10.17159/sajs.2019/6174
www.sajs.co.za
file:///C:\Users\Linda\Desktop\My%20Documents\SAJS%20mss%20in%20production\vol%20115\115%209-10\Tshehla\Available%20from:%20https:\www.rsd.tfbor.bg.ac.rs\download\arhiva_radova\2012\6_SnehaGAUTAM_ST.pdf
file:///C:\Users\Linda\Desktop\My%20Documents\SAJS%20mss%20in%20production\vol%20115\115%209-10\Tshehla\Available%20from:%20https:\www.rsd.tfbor.bg.ac.rs\download\arhiva_radova\2012\6_SnehaGAUTAM_ST.pdf
https://www3.epa.gov/ttnamti1/files/ambient/super/pittqapp.pdf
https://www3.epa.gov/ttnamti1/files/ambient/super/pittqapp.pdf
https://uk-air.defra.gov.uk/assets/documents/reports/empire/quarg/quarg_11.pdf
https://uk-air.defra.gov.uk/assets/documents/reports/empire/quarg/quarg_11.pdf
ttps://doi.org/10.1080/10473289.2006.10464485
ttps://doi.org/10.1080/10473289.2006.10464485
https://www.ncbi.nlm.nih.gov/pubmed/20458016
https://doi.org/10.1161/CIR.0b013e3181dbece1
http://www.euro.who.int/__data/assets/pdf_file/0006/189051/Health-effects-of-particulate-matter-final-Eng.pdf
http://www.euro.who.int/__data/assets/pdf_file/0006/189051/Health-effects-of-particulate-matter-final-Eng.pdf
https://doi.org/10.1016/j.jenvman.2005.04.011
https://doi.org/10.1289/ehp.1205909
https://doi.org/10.1016/j.atmosenv.2007.09.003
https://www.epa.gov/national-air-toxics-assessment
https://epdf.tips/meteorology-today-9th-edition.html
https://doi.org/10.1007/s10546-007-9172-y
https://doi.org/10.1007/s10546-007-9172-y
https://doi.org/10.1007/s10546-006-9056-6
https://doi.org/10.1029/2008JD010180
https://doi.org/10.1175/1525-7541(2003)4%3c219:LSHITC%3e2.0.CO;2
https://doi.org/10.1175/1525-7541(2003)4%3c219:LSHITC%3e2.0.CO;2
https://doi.org/10.1007/s00704-010-0268-9%20


39 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/6174

19.	 Atkinson BW. Mesoscale atmospheric circulation. London: Academic 
Press; 1981. 

20.	 Whiteman CD. Observations of thermally developed wind systems in mountainous 
terrain. In: Blumen W, editor. Atmospheric processes over complex terrain. 
Meteorological Monographs vol. 23. Boston, MA: American Meteorological 
Society; 1990. p. 5–42. https://doi.org/10.1007/978-1-935704-25-6_2

21.	 Durran DR. Mountain waves and downslope winds. In: Blumen W, editor. 
Atmospheric processes over complex terrain. Meteorological Monographs vol. 
23. Boston, MA: American Meteorological Society; 1990. p. 59–81. https://doi.
org/10.1007/978-1-935704-25-6_4

22.	 Whiteman CD, Doran JC. The relationship between overlying synoptic-scale 
flows and winds within a valley. J Appl Meteorol. 1993;32:1669–1682. https://
doi.org/10.1175/1520-0450(1993)032<1669:TRBOSS>2.0.CO;2

23.	 Wagner J, Leith D. Passive aerosol sampler. Part I: Principle of operation. 
Aerosol Sci Technol. 2001;34(2):186–192. https://doi.org/10.1080/027868
201300034808

24.	 Jiménez PA, González-Rouco JF, Montávez JP, Navarro E, García-Bustamante 
E, Valero F. Surface wind regionalization in complex terrain. J Appl Meteorol 
Climatol. 2007;47:308–324. https://doi.org/10.1175/2007JAMC1483.1

25.	 Helgason W, Pomeroy JW. Characteristics of the near surface boundary layer 
within a mountain valley during winter. J Appl Meteorol Climatol. 2012;51:583–
597. https://doi.org/10.1175/JAMC-D-11-058.1

26.	 Geiger R. Das Klima der bodennahen Luftschicht. Ein Lehrbuch der 
Mikroklimatologie. 4. neubearbeitete und erweiterte Auflage mit 281 Abb., 646 
S [The climate of ground-level air-layer. A textbook of microclimatology 4. New 
and expanded edition with 281 Abb.,646 S]. Brunswick: Verlag Friedrich Vieweg 
& Sohn; 1961. German. https://doi.org/10.1002/jpln.19620960108

27.	 De Wekker SFJ, Kossmann M. Convective boundary layer heights over 
mountainous terrain: A review of concepts. Front Earth Sci. 2015;3(77):1–22. 
https://doi.org/10.3389/feart.2015.00077

28.	 Zardi D, Whiteman D. Diurnal mountain wind systems. In: Chow F, De Wekker S, 
Snyder B, editors. Mountain weather research and forecasting: Recent progress 
and current challenges.: Dordrecht: Springer; 2013. p. 35–119. https://doi.
org/10.1007/978-94-007-4098-3_2

29.	 Bianco L, Djalaova IV, King CW, Wilczak JM. Diurnal evolution and annual 
variability of boundary-layer height and its correlation to other meteorological 
variables in California’s Central Valley. Bound Layer Meteorol. 2011;140:491–
511. https://doi.org/10.1007/s10546-011-9622-4

30.	 Working Group 4 (WG4). COST 710: Pre-processing of meteorological data 
for dispersion models. Wind flow models over complex terrain for dispersion 
calculations [document on the Internet]. c1997 [cited 2018 Mar 11]. 
Available from: https://www2.dmu.dk/atmosphericenvironment/cost/docs/
COST710-4.pdf

31.	 Coulter RL. A comparison of three methods for measuring mixing-layer 
height. J Appl Meteorol. 1979;8:1495–1499. https://doi.org/10.1175/1520-
0450(1979)018<1495:ACOTMF>2.0.CO;2

32.	 Saurez MJ, Arakawa A, Randall DA. The parameterization of the planetary 
boundary layer in the UCLA general circulation model: Formulation and results. 
Mon Weather Rev. 1983;111:2224–2243. https://doi.org/10.1175/1520-
0493(1983)111<2224:TPOTPB>2.0.CO;2

33.	 Wesely ML, Cook DR, Hart RL, Speer RE. Measurements and parameterization 
of particulate sulfur dry deposition over grass. J Geophys Res. 1985;90:2131–
2143. https://doi.org/10.1029/JD090iD01p02131

34.	 Konor CS, Boezio GC, Mechoso CR, Arakawa A. Parametrization of PBL 
process in an atmospheric general circulation model: Description and 
preliminary assessment. Mon Weather Rev. 2009;37:1061–1082. https://doi.
org/10.1175/2008MWR2464.1

35.	 Rotach A, Gohm MN, Lang D, Leukauf I, Stiperski, Wagner JS. On the vertical 
exchange of heat, mass and momentum over complex, mountainous terrain. 
Front Earth Sci. 2015;3:76. Available from: https://www.frontiersin.org/
articles/10.3389/feart.2015.00076/full

36.	 Steyn DG, De Wekker SFJ, Kossmann M, Martilli A. Boundary layers and air 
quality in mountainous terrain. In: Chow FK, De Wekker SFJ, Snyder B, editors. 
Mountain weather research and forecasting: Recent progress and current 
challenges. Berlin: Springer; 2013. p. 261–289. https://doi.org/10.1007/978-
94-007-4098-3_5

37.	 Faiz A, Sinha K, Walsh M, Varma A. Automotive air pollution: Issues and 
options for developing countries. Washington DC: Infrastructure and Urban 
Development, World Bank; 1990. Available from: http://documents.worldbank.
org/curated/en/743671468739209497/pdf/multi-page.pdf

38.	 Figueroa-Esspinoza B, Salles P. Local Monin–Obukhov similarity in heterogeneous 
terrain. Atmos Sci Lett. 2014;15:299–306. https://doi.org/10.1002/asl2.503

39.	 Grisogono B, Kraljevic L, Jericevic A. Notes and correspondence the low-
level katabatic jet height versus Monin-Obukhov height. Q J R Meteorol Soc. 
2007;133:2133–2136. https://doi.org/10.1002/qj.190

40.	 Gross E. The National Air Pollution Potential Forecast Program: ESSA technical 
memorandum WBTM NMC 47 [document on the Internet]. c1970 [cited 2018 
Mar 03]. Available from: https://apps.dtic.mil/dtic/tr/fulltext/u2/714568.pdf 

41.	 Iyer US, Raj P. Ventilation coefficient trends in the recent decades over four 
major Indian metropolitan cities. J Earth System Sci. 2013;122:537–549. 
https://doi.org/10.1007/s12040-013-0270-6

42.	 Devara PCS, Raj PE. Lidar measurements of aerosols in the tropical 
atmosphere. Adv Atmos Sci. 1993;10:365–378. https://doi.org/10.1007/
BF02658142

43.	 Krishnan P, Kunhikrishnan PK. Temporal variations of ventilation coefficient at 
a tropical Indian station using UHF wind profiler. Curr Sci. 2004;86(3):447–
451. Available from: https://www.currentscience.ac.in/Downloads/article_
id_086_03_0447_0451_0.pdf

44.	 Nath P, Patil RS. Climatological analysis to determine air pollution potential 
for different zones in India. In: Brebbia CA, Power H, Longhurst JWS, editors. 
Air pollution VIII [document on the Internet]. c2000 [cited 2018 Apr 15]. 
Available from: https://www.witpress.com/Secure/elibrary/papers/AIR00/AIR
00048FU.pdf

45.	 Anil Kumar KG. Air pollution climatology of Cochin for pollution management 
and abatement planning. Mausam. 1999;50:383–390. Available from: http://
metnet.imd.gov.in/mausamdocs/15046.pdf

46.	 Schulze BR. Climate of South Africa. Part 8: General survey WB28. Pretoria: 
SA Weather Bureau; 1986.

47.	 South African Department of Water Affairs and Forestry (DWAF). Water 
Services Planning Reference Framework, Sekhukhune District Municipality 
[document on the Internet]. c2005 [cited 2018 Jun 13]. Available from: http://
www.sekhukhunedistrict.gov.za/sdm-admin/documents/Sekhukhune%20
2011-12%20IDP.pdf

48.	 Goovaerts P. Kriging vs stochastic simulation for risk analysis in soil 
contamination. In: Soares A, Gomez-Hernandez J, Froidevaux R, editors. 
geo-ENV I – Geostatistics for environmental applications. Dordrecht: Kluwer 
Academic Publishers; 1997. p. 247–258. https://doi.org/10.1007/978-94-
017-1675-8_21

49.	 Van Groenigen JW, Stein A, Zuurbier R. Optimization of environmental 
sampling using interactive GIS. Soil Tech. 1997;10:83–97. https://doi.
org/10.1016/S0933-3630(96)00122-5

50.	 Fraczek W, Bytnerowicz A, Legge A. Optimizing a monitoring network for 
assessing ambient air quality in the Athabasca oil sands region of Alberta, 
Canada. Alpine Space – Man Environ. 2009;48:127–142. Available from: 
https://www.researchgate.net/publication/313609727_Optimizing_a_
monitoring_network_for_assessing_ambient_air_quality_in_the_Athabasca_
oil_sands_region_of_Alberta_Canada

51.	 Ott DK, Cyrs W, Peters TM. Passive measurement of coarse particulate matter, 
PM10-2.5. J Aerosol Sci. 2008;39(2):156–167. https://doi.org/10.1016/j.
jaerosci.2007.11.002

52.	 Sawvel EJ, Willis R, West RR, Casuccio GS, Norris G, Kumar N, et al. Passive 
sampling to capture the spatial variability of coarse particles by composition 
in Cleveland, OH. Atmos Environ. 2015;105:61–69. https://doi.org/10.1016/j.
atmosenv.2015.01.030

53.	 Lagudu URK, Raja S, Hopke PK, Chalupa DC, Utell MJ, Casuccio G, et 
al. Heterogeneity of coarse particles in an urban area. Environ Sci Technol. 
2011;45:3288–3296. https://doi.org/10.1021/es103831w

54.	 Hopke PK, Casuccio G. Scanning electron microscopy. In: Receptor modeling 
for air quality management vol. 7. Amsterdam: Elsevier; 1991; p. 149–212. 
https://doi.org/10.1016/S0922-3487(08)70129-1

55.	 Wongphatarakul V, Friedlander SK, Pinto JP. A comparative study of PM2.5 
ambient aerosol chemical databases. Environ Sci Technol. 1998;32:3926–
3934. https://doi.org/10.1021/es9800582

56.	 Burrough PA, McDonnell RA. Principles of Geographical Information Systems. 
New York: Oxford; 1998.

	 Spatial variability of particulate matter
	 Page 9 of 10

https://doi.org/10.17159/sajs.2019/6174
www.sajs.co.za
https://doi.org/10.1007/978-1-935704-25-6_2
https://doi.org/10.1007/978
https://doi.org/10.1007/978
https://doi.org/10.1175/1520-0450(1993)032%3c1669:TRBOSS%3e2.0.CO;2
https://doi.org/10.1175/1520-0450(1993)032%3c1669:TRBOSS%3e2.0.CO;2
https://doi.org/10.1080/027868201300034808
https://doi.org/10.1080/027868201300034808
https://doi.org/10.1175/2007JAMC1483.1
https://doi.org/10.1175/JAMC-D-11-058.1
https://doi.org/10.1002/jpln.19620960108
https://doi.org/10.3389/feart.2015.00077
https://doi.org/10.1007/978-94-007-4098-3_2
https://doi.org/10.1007/978-94-007-4098-3_2
https://doi.org/10.1007/s10546-011-9622-4
https://www2.dmu.dk/atmosphericenvironment/cost/docs/COST710-4.pdf
https://www2.dmu.dk/atmosphericenvironment/cost/docs/COST710-4.pdf
https://doi.org/10.1175/1520-0450(1979)018%3c1495:ACOTMF%3e2.0.CO;2
https://doi.org/10.1175/1520-0450(1979)018%3c1495:ACOTMF%3e2.0.CO;2
https://doi.org/10.1175/1520-0493(1983)111%3c2224:TPOTPB%3e2.0.CO;2
https://doi.org/10.1175/1520-0493(1983)111%3c2224:TPOTPB%3e2.0.CO;2
https://doi.org/10.1029/JD090iD01p02131
https://doi.org/10.1175/2008MWR2464.1
https://doi.org/10.1175/2008MWR2464.1
https://www.frontiersin.org/articles/10.3389/feart.2015.00076/full
https://www.frontiersin.org/articles/10.3389/feart.2015.00076/full
https://doi.org/10.1007/978-94-007-4098-3_5
https://doi.org/10.1007/978-94-007-4098-3_5
http://documents.worldbank.org/curated/en/743671468739209497/pdf/multi-page.pdf
http://documents.worldbank.org/curated/en/743671468739209497/pdf/multi-page.pdf
https://doi.org/10.1002/asl2.503
https://doi.org/10.1002/qj.190
https://apps.dtic.mil/dtic/tr/fulltext/u2/714568.pdf
https://doi.org/10.1007/s12040-013-0270-6
https://doi.org/10.1007/BF02658142
https://doi.org/10.1007/BF02658142
https://www.currentscience.ac.in/Downloads/article_id_086_03_0447_0451_0.pdf
https://www.currentscience.ac.in/Downloads/article_id_086_03_0447_0451_0.pdf
https://www.witpress.com/Secure/elibrary/papers/AIR00/AIR00048FU.pdf
https://www.witpress.com/Secure/elibrary/papers/AIR00/AIR00048FU.pdf
http://metnet.imd.gov.in/mausamdocs/15046.pdf
http://metnet.imd.gov.in/mausamdocs/15046.pdf
http://www.sekhukhunedistrict.gov.za/sdm-admin/documents/Sekhukhune%202011-12%20IDP.pdf
http://www.sekhukhunedistrict.gov.za/sdm-admin/documents/Sekhukhune%202011-12%20IDP.pdf
http://www.sekhukhunedistrict.gov.za/sdm-admin/documents/Sekhukhune%202011-12%20IDP.pdf
https://doi.org/10.1007/978-94-017-1675-8_21
https://doi.org/10.1007/978-94-017-1675-8_21
https://doi.org/10.1016/S0933-3630(96)00122-5
https://doi.org/10.1016/S0933-3630(96)00122-5
https://www.researchgate.net/publication/313609727_Optimizing_a_monitoring_network_for_assessing_ambient_air_quality_in_the_Athabasca_oil_sands_region_of_Alberta_Canada
https://www.researchgate.net/publication/313609727_Optimizing_a_monitoring_network_for_assessing_ambient_air_quality_in_the_Athabasca_oil_sands_region_of_Alberta_Canada
https://www.researchgate.net/publication/313609727_Optimizing_a_monitoring_network_for_assessing_ambient_air_quality_in_the_Athabasca_oil_sands_region_of_Alberta_Canada
https://doi.org/10.1016/j.jaerosci.2007.11.002
https://doi.org/10.1016/j.jaerosci.2007.11.002
https://doi.org/10.1016/j.atmosenv.2015.01.030
https://doi.org/10.1016/j.atmosenv.2015.01.030
https://doi.org/10.1021/es103831w
https://doi.org/10.1016/S0922-3487(08)70129-1
https://doi.org/10.1021/es9800582


40 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/6174

57.	 Hartkamp AD, White JW, Hoogenboom G. Interfacing GIS with agronomic 
modeling: A review. Agron J. 1999;91:917–928. https://doi.org/10.2134/
agronj1999.915761x

58.	 Webber D, Englund E. Evaluation and comparison of spatial interpolators. 
Math Geol. 1992;24(4):381–391. https://doi.org/10.1007/BF00891270

59.	 Isaaks H, Srivastava MR. An introduction to applied geostatistics. New York: 
Oxford University Press; 1989. p. 561. Available from: https://www.scribd.
com/document/266290280/An-Introduction-to-Applied-GEOostatistics-
Isaaks-and-Srivastava-1989-Oxford

60.	 Stahl K, Moore RD, Floyer JA, Asplin MG, McKendry IG. Comparison of 
approaches for spatial interpolation of daily air temperature in a large region with 
complex topography and highly variable station density. Agric Forest Meteorol. 
2006;139:224–236. https://doi.org/10.1016/j.agrformet.2006.07.004

61.	 Hengl T. A practical guide to geostatistical mapping of environmental variables. 
EUR 229404 EN. Luxembourg: Office for Official Publications of the European 
Communities; 2007. Available from: https://www.lu.lv/materiali/biblioteka/
es/pilnieteksti/vide/A%20Practical%20Guide%20to%20Geostatistical%20
Mapping%20of%20Environmental%20Variables.pdf

62.	 Li L, Losser T, Yorke C, Piltner R. Fast inverse distance weighting-based 
spatiotemporal interpolation: A web-based application of interpolating daily 
fine particulate matter PM2.5 in the contiguous U.S. using parallel programming 
and k-d tree. Int J Environ Res Public Health. 2004;11:9101–9141. https://
doi.org/10.3390/ijerph110909101

63.	 Swart A. An analysis of the air dispersion potential over Uubvlei, Oranjemund, 
Namibia [dissertation]. Pretoria: University of Pretoria; 2015. Available from: 
https://repository.up.ac.za/bitstream/handle/2263/60862/Swart_Assess
ment_2017.pdf?sequence=1&isAllowed=y

64.	 Fisher G, Metcalfe J. Good practice guide for assessing discharges to air 
from industry. Wellington: NZ Ministry for the Environment; 2016. https://doi.
org/10.13140/RG.2.1.3803.4162

65.	 Monin AS, Obukhov AM. Basic laws of turbulent mixing in the surface 
layer of the atmosphere [translation]. Tr Akad Nauk SSSR Geophiz Inst. 
1954;24(151):163–187. Available from: https://mcnaughty.com/keith/
papers/Monin_and_Obukhov_1954.pdf

66.	 Whiteman CD. Mountain meteorology: Fundamentals and applications. 
New York: Oxford University Press; 2000. p. 355. Available from: https://
www.amazon.com/Mountain-Meteorology-Fundamentals-David-Whiteman/
dp/0195132718#reader_0195132718

	 Spatial variability of particulate matter
	 Page 10 of 10

https://doi.org/10.17159/sajs.2019/6174
www.sajs.co.za
https://doi.org/10.2134/agronj1999.915761x
https://doi.org/10.2134/agronj1999.915761x
https://doi.org/10.1007/BF00891270
https://www.scribd.com/document/266290280/An-Introduction-to-Applied-GEOostatistics-Isaaks-and-Srivastava-1989-Oxford
https://www.scribd.com/document/266290280/An-Introduction-to-Applied-GEOostatistics-Isaaks-and-Srivastava-1989-Oxford
https://www.scribd.com/document/266290280/An-Introduction-to-Applied-GEOostatistics-Isaaks-and-Srivastava-1989-Oxford
https://doi.org/10.1016/j.agrformet.2006.07.004
https://www.lu.lv/materiali/biblioteka/es/pilnieteksti/vide/A%20Practical%20Guide%20to%20Geostatistical%20Mapping%20of%20Environmental%20Variables.pdf
https://www.lu.lv/materiali/biblioteka/es/pilnieteksti/vide/A%20Practical%20Guide%20to%20Geostatistical%20Mapping%20of%20Environmental%20Variables.pdf
https://www.lu.lv/materiali/biblioteka/es/pilnieteksti/vide/A%20Practical%20Guide%20to%20Geostatistical%20Mapping%20of%20Environmental%20Variables.pdf
https://doi.org/10.3390/ijerph110909101
https://doi.org/10.3390/ijerph110909101
https://repository.up.ac.za/bitstream/handle/2263/60862/Swart_Assessment_2017.pdf?sequence=1&isAllowed=y
https://repository.up.ac.za/bitstream/handle/2263/60862/Swart_Assessment_2017.pdf?sequence=1&isAllowed=y
https://doi.org/10.13140/RG.2.1.3803.4162
https://doi.org/10.13140/RG.2.1.3803.4162
https://mcnaughty.com/keith/papers/Monin_and_Obukhov_1954.pdf
https://mcnaughty.com/keith/papers/Monin_and_Obukhov_1954.pdf
https://www.amazon.com/Mountain-Meteorology-Fundamentals-David-Whiteman/dp/0195132718%23reader_0195132718
https://www.amazon.com/Mountain-Meteorology-Fundamentals-David-Whiteman/dp/0195132718%23reader_0195132718
https://www.amazon.com/Mountain-Meteorology-Fundamentals-David-Whiteman/dp/0195132718%23reader_0195132718


41 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/5724

© 2019. The Author(s). Published 
under a Creative Commons 
Attribution Licence.

Granger causality of the local Hadley cell and 
large-scale cloud cover over South AfricaAUTHORS: 

Dawn D. Mahlobo1 
Thando Ndarana2

Stefan W. Grab1 
Francois A. Engelbrecht3

AFFILIATIONS: 
1School of Geography, Archaeology 
and Environmental Studies, University 
of the Witwatersrand, Johannesburg, 
South Africa
2Department of Geography, 
Geoinformatics and Meteorology, 
University of Pretoria, Pretoria, 
South Africa
3Global Change Institute, University 
of the Witwatersrand, Johannesburg, 
South Africa 

CORRESPONDENCE TO: 
Dawn Mahlobo

EMAIL: 
ddmahlobo@gmail.com 

DATES:
Received: 31 Oct. 2018
Revised: 19 Feb. 2019
Accepted: 30 June 2019
Published: 26 Sep. 2019

HOW TO CITE: 
Mahlobo DD, Ndarana T, Grab SW, 
Engelbrecht FA. Granger causality of 
the local Hadley cell and large-scale 
cloud cover over South Africa. S Afr 
J Sci. 2019;115(9/10), Art. #5724, 
10 pages. https://doi.org/10.17159/
sajs.2019/5724

ARTICLE INCLUDES:
☒ Peer review 
☒ Supplementary material

DATA AVAILABILITY:
☐ Open data set 
☐ All data included
☒ On request from author(s)
☐ Not available
☐ Not applicable

EDITORS: 
Nicolas Beukes
Yali Woyessa 

KEYWORDS: 
Hadley circulation, mass flux, total 
cloud cover, solar energy potential

FUNDING: 
National Research Foundation 
(South Africa)

This study demonstrates that Hadley cell dynamics could be used as a proxy to determine cloud cover and 
thus solar energy potential over South Africa. Granger causality was used to investigate causal interactions 
between the Hadley cell and cloud cover for the period 1980–2015, and such links were established. Areas of 
strong causality are found over the northwestern parts of South Africa. Moreover, weak causality from cloud 
cover to the Hadley cell does exist, with vertical velocity being the main variable responsible for this causality, 
which hence indirectly links cloud cover to Hadley cell causality.

Significance: 
•	 Hadley cell dynamics may be used to identify regions of cloudlessness over South Africa. 

•	 Hadley cell dynamics may further be used as a proxy for cloud cover towards understanding the solar 
energy potential in South Africa within the context of climate variability and change.

Introduction
The South African government has identified a number of renewable energy options to inform the country‘s energy 
mix on the 2030 horizon and beyond.1 One of these options is solar energy, which depends on the ability of 
incoming short wave radiation to penetrate through the atmosphere to the ground, where solar energy conversion 
technologies are located. In this study, we demonstrate that Hadley cell dynamics could be used as a proxy to 
determine cloud cover and thus the solar energy potential over South Africa. The abundance in solar radiation and 
sunshine over South Africa is because the country is located in the subtropical belt – exactly where the Hadley cell 
descending branch is located. Solar radiation reaching the surface has a strong longitudinal gradient, which exists 
in relation to the longitudinal gradients in cloud cover, rainfall and thus sunshine duration.2 Interactions between the 
Hadley cell and cloud cover may therefore be key in understanding and anticipating the potential of solar power as 
a renewable energy source for South Africa. 

The Hadley circulation is a key component of the global circulation and accounts for ascending motion in the tropics 
and descending air in the subtropics. Weather and climate in both the tropics and subtropics are thus strongly 
influenced by the Hadley circulation.3 Southern Africa, with its location in the subtropics, is on average under the 
influence of the descending branch of the Hadley cell.3 This influence is the main reason why southern Africa is in 
general a relatively dry and warm region; in fact, much of southern Africa is semi-arid.4 Winters in South Africa are 
generally dry with clear skies over the interior, due to the dominance of the subtropical high-pressure belt (the surface 
manifestation of the descending branch of the Hadley cell) during these months.5 It is only the most southern parts 
of southern Africa, namely the southwestern Cape and Cape south coast of South Africa, that receive substantial 
amounts of rainfall during winter.3 During wet summers, the non-divergent part of the Hadley circulation causes a 
southward shift in the Indian Ocean cyclonic cell, resulting in surplus water vapour transport across southern Africa 
from the north.6 During dry summers, the spatial extent of the tropical western Indian Ocean anticyclone decreases, 
thereby leading to the reduction of water vapour transport from the southeast, whilst the descending branch of the 
Hadley cell strengthens over southern Africa.7 Both the long-term climate and inter-annual climate variability over 
southern Africa are thus strongly controlled by Hadley cell circulation dynamics, with pronounced implications for 
the region’s agriculture, water security and biodiversity. Moreover, Hadley cell dynamics have also been linked to 
variations in sunshine duration across southern Africa, which may be important within the context of a growing 
renewable energy sector in the region.8

The meridional shifts of the Hadley cell are linked to the seasonal migration of the Inter-Tropical Convergence 
Zone (ITCZ).9 Tropical disturbances occur in summer over southern Africa as the ITCZ propagates southwards to 
approximately 17°S.3 Cloud bands associated with most of the late summer rainfall over the region link the ITCZ 
to the north3 with a westerly wave to the south. These tropical-extratropical cloud bands are defined as regions of 
elongated cloudiness that start in the tropics and extend southeastwards into the mid-latitudes.6 The cloud bands 
export moisture and heat from the tropics to the middle latitudes, through which the deep Hadley cell overturning 
is replaced during periods of weakened ITCZ activity.10 The Hadley cell overturning is associated with convective 
intensity over southern Africa, anticyclonic ridging and moist air inflows from the Indian Ocean.9

Climate change over southern Africa may be anticipated to be closely linked to changes in the dynamics of the regional 
Hadley cell. In fact, the mean positions of storm tracks, high and low pressure systems, jet streams and associated 
precipitation patterns are all projected to change in response to the expansion of the Hadley cell in a warmer world.5 
Over southern Africa, the strengthening and expanding subtropical high-pressure belt is, under climate change, 
projected to contribute to the southward displacement (or blocking) of frontal systems bringing rainfall over southern 
Africa.11 Moreover, a general strengthening of the descending branch of the Hadley cell in summer has been postulated 
as a key reason why southern Africa is projected to become generally drier under global warming.3,11 

Large-scale cloudiness over South Africa is linked to the dynamics of the Hadley circulation over the country.8 Whether 
changes in cloudiness are directly caused by changes in the Hadley circulation or whether cloudiness may impact on 
the Hadley cell via feedback processes, remains to be rigorously investigated. To address this gap, causality between 
changes in the Hadley cell and cloud cover need to be established. Thus, the aim of this study was to use Granger 
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causality12 to investigate causal links between the Hadley cell and large-
scale cloud cover over South Africa. Understanding such links is important 
in understanding the rainfall anomalies and solar energy potential in the 
region, within the context of climate variability and change.

Data and methods
Data
The study covers the period 1980 to 2015. Data used in this study were 
extracted from the European Centre for Medium-Range Weather Forecasts 
(ECMWF) Interim Reanalysis (ERA-Interim).13 The ERA-Interim has a fine 
resolution and is sufficient enough to provide appropriate diagnostics of the 
Hadley circulation over South Africa. Meridional velocity from 1000 hPa to 
10 hPa was used to calculate the zonally averaged mass stream function 
(see Supplementary appendix 1). The zonally asymmetric Hadley cell time 
series was calculated using the mass flux,14 as outlined in Supplementary 
appendix 2. The vertical velocity at 500 hPa (which is the level of maximum 
upward vertical motion) was used to calculate the Hadley cell diagnostics 
(Supplementary appendix 2). Data are on a horizontal resolution of 0.75°x 
0.75° on 37 pressure levels.13,15 Total cloud cover was also extracted from 
the ERA-Interim data set. To account for both short- and long-term effects 
of the Hadley cell on total cloud cover and vice versa, daily time steps were 
used. The total cloud cover data for the area 18–34°S and 15–34°E was 
divided into low and high cloudiness years. The high and low cloudiness 
years for December–January–February (DJF) and June–July–August 
(JJA) are shown in Table 1.

Table 1: 	 Years of low and high cloudiness over the area 18–34°S and 
15–34°E 

Season

December–February June–August

Low 
cloudiness

1986, 1987, 1990, 1992, 
1993, 1995, 2004

1980, 1984, 1986, 1987, 
1988, 1990, 1992, 1994, 
1995, 1996, 1997, 1999, 
2000, 2006, 2008, 2009

High 
cloudiness

1982, 1983, 1991, 1997, 
2001, 2004, 2007, 2010, 
2011, 2012, 2013, 2014

1982, 1985, 1991, 1993, 
1998, 2002, 2004, 2005, 
2007, 2009, 2010, 2012, 
2013, 2014

Methods
Several studies have used linear and lag correlation statistics to help 
establish the links between time series in climate science.16,17 However, 
it is a challenge to identify the direction of causality from such methods. 
Causality studies between climate variables have also been undertaken 
through Bayesian network inference18,19 and Granger causality.20-23 
The  two frameworks were compared to each other using biological 
data, from which it was established that the Bayesian network performs 
better for shorter temporal data sets, while for longer data sets, Granger 
causality seems to perform better.24 One remarkable feature of Granger 
causality is that it has a decomposition property, which is not present in 
the Bayesian network inference.24 This feature enables one to establish 
the best frequency at which causality may be established between two 
time series. Thus, Granger causality seems to be the best method for 
testing the direction and strength of causality between two time series. 
We therefore introduce the notion of Granger causality to establish the 
causal relationships between the Hadley cell and cloud cover. 

Granger causality can be defined as variable Y Granger causing variable 
X, if X can be predicted better by using the past values of Y, more than the 
past values of X itself. This definition, when applied to the study, means 
that the cloud cover has a Granger causal relationship to the Hadley cell, 
if past values of cloud cover could be used to help predict the Hadley cell. 
Granger causality analysis tests for both the presence and direction of 
causality.25 Granger causality was initially designed and mainly applied to 
econometrix data, yet several studies have applied Granger causality to 
the atmospheric sciences.19-22 The main challenge in employing Granger 

causality to climate data is the fact that climate systems are highly non-
linear.12 Studies have employed non-linear Granger causality to overcome 
such challenges.26 However, it has been shown that using average data 
(e.g. seasonal averages) can produce near-linear relationships between 
climate variables,23 and hence reasonable estimates of causal links can be 
obtained from a linear model.

Granger causality studies using climate data include a causality study 
investigating southern and northern hemisphere temperatures27, and a 
Granger causality study between the North Atlantic Oscillation and Atlantic 
sea surface temperatures at a seasonal scale20. Although most climate 
studies make use of a bivariate system when investigating causality 
between two variables20,22,26, bivariate systems have problems of spurious 
causality and of non-causality due to omission of a relevant variable22. 
These problems can be solved by introducing an auxiliary third variable 
in the analysis.22,28 An alternative method for shorter time series is cross 
validation.26 Other techniques used to test a direct Granger causality of Y on 
X include ex conditional Granger causality29 and partial Granger causality30. 
However, studies have not yet employed Granger causality to the Hadley cell 
and cloud cover. We thus tested this interaction using a four-step procedure 
including unit root testing and differencing, selecting the appropriate model 
for the time series data, and testing for Granger causality.

Unit root testing
The fundamental issue in testing for causality between variables is to use 
a suitable time series that is stationary or does not contain unit roots. 
Stationarity in a time series is defined as one with a statistical process 
(mean or standard deviation) that does not change over time, whereas a 
non-stationary time series may lead to false causality results.31 The most 
common way of testing for stationarity is through the augmented Dickey–
Fuller test which uses estimates from an augmented autoregression 
as follows:

	 Equation 1

where yt represents all variables (in the natural logarithmic form) at time 
t, ∆ is the first difference operator, β1 is a constant, and n is the optimal 
lag length on the dependent variable. The test for a unit root is conducted 
on the coefficient of yt-1 in the regression model. The null and alternative 
hypotheses are represented by (H0) and (H1), respectively. The null 
hypothesis states that data need to be differenced to make it stationary, 
while the alternative hypothesis states that data are stationary and do not 
need to be differenced. To check for the existence of a unit root in variable 
yt, we use: H0:= 0 versus H1:< 0. The coefficient should be significantly 
different from zero (less than zero) for the hypothesis that y contains a unit 
root to be rejected. Rejection of the null hypothesis indicates stationarity 
in the series.

Differencing
The Granger causality test is ideal for stationary time series; however, 
if any of the time series in question are not stationary or if there is a 
root, then the series should be temporally differenced (Equation 2). For a 
variable y depending on another variable x (i.e. y = f(x)), and for a set of 
n points on an equi-spaced grid, the first derivative with respect to time t, 
f’t at i = 1 ,.....n, the backward difference will be given by:

∆yt ≡ y(t−1) - yt 	 Equation 2

Model selection
Vector autoregressions (VAR) are often used in climate science to 
estimate the maximum lags used for testing data for Granger causality.32-34 
The  Akaike information criterion (AIC) and the Bayesian information 
criterion (BIC) are used to find the optimal maximum lag.35 These two 
information criteria follow a general form, which consists of the log-
likelihood estimates as well as the penalty functions for the parameters in 
the model. Model estimates with the least information criteria is the best 
fitting model. The general information criteria are given as:

	 Equation 3
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where ∑^ is an approximation of the residual covariance matrix 
associated with the fitted VAR(p) model, CT is a deterministic penalty term, 
T denotes the number of observations used for estimation and p denotes 
the lag order. The definition of the penalty term CT differs according to the 
choice of information criterion used:

for AIC, 

CT = 2k2, 	 Equation 4

and for BIC, 

CT = k2, 	 Equation 5

where k is the number of equations in the VAR model.

Granger causality 
The presence and direction of Granger causality between each grid point 
of the Hadley cell and cloud cover is tested by means of VAR, indicated 
by Equations 6 and 7:

	 Equation 6

and

	 Equation 7

where α, β, and γ are regression coefficients, e is error term, and s is 
lag length, which is determined by using AIC and BIC (Equation 3). 
The structural VAR consisting of present values of the Hadley cell and cloud 
cover as functions of the lagged values of the dependent variables, and the 
present and lagged values of the independent variables, is the basis for the 
derivation of Equations 6 and 7. Structural VAR is based on the fact that for 
each season, present values of both the Hadley cell and cloud cover depend 
not only on present values of the other variable, but also on the history 
of the other variable. The direction of causal order is thus determined by 
estimating the restricted forms of Equations 6 or 7, and by eliminating the 
causal variable. For example, to determine whether the Hadley cell Granger 
causes cloud cover, we estimate a restricted form of Equation 6 in which 
cloud cover is eliminated. The restricted version of Equation 6 is thus:

	 Equation 8

Conversely, it can also be determined whether the Hadley cell can be 
Granger caused by cloud cover, by estimating a restricted version of 
Equation 7 where the lagged values of the Hadley cell are omitted. 
We further tested whether the restricted model is statistically significantly 
different from the unrestricted model, as per Equation 9:

	 Equation 9

where RSS is the sum of the residuals squared; the subscripts r and 
u refer to the restricted and unrestricted versions of Equations 6 or 
7, respectively; T is the number of observations; k is the number of 
regressors in the unrestricted version of the equation; and s is the number 
of coefficients restricted to zero in Equation 8. The test statistic can be 
evaluated against an F distribution with s and T-k degrees of freedom in 
the numerator and denominator, respectively, in order to evaluate the null 
hypothesis that the cloud cover does not Granger cause the Hadley cell.

In this study, Equations 6 and 7 are used to analyse links between the 
Hadley cell and total cloud cover for each season (DJF and JJA) separately. 
The restrictive assumption is then constructed, such that the coefficients 
vary with the lag lengths and seasons. Equations 6 and 7 are then modified 
to cater for each season. As daily time steps were used to construct 
time series for both DJF and JJA, a lag length of one thus indicates the 
previous day, a lag length of two implies two previous days, and so on. It is 
recognised that the detection of Granger causality does not necessarily 
imply a physical causal mechanism between the two fields. Conclusions 
about the presence and direction of causality depend on the validity of 
the statistical models. A challenge of using Granger causality between 
two variables is that Granger causal implication estimates may be biased 
by the omission of relevant variables (e.g. vertical motion due to weather 
systems may contribute to total cloud cover, and its omission may have 
bearing on the Granger causal statistic) that are in fact the causal variables. 
Notwithstanding such limitations, the causality test is more reliable than 
lagged correlation statistics because the latter shows only the interaction 
between two variables, and may not indicate the presence and direction 
of causality.

Results and discussion
Climatology of the Hadley cell and total cloud cover
The Hadley cell is usually defined in terms of the zonally averaged 
stream function.5,10 The zonally averaged stream function (defined in 
Supplementary appendix 1) is displayed in Figure 1, together with the 
vertical cross section of the divergent circulation in the meridional 
plane displayed by means of wind vectors. The clockwise direction 
of the mass stream function is indicated by blue shades; similarly the 
anticlockwise direction is illustrated by red shades of the stream function. 
The Hadley circulation consists of two branches: an ascending branch 
equatorward and a descending branch poleward. On the descending 
branch of the Hadley cell, the wind vectors advocate downward 
motion. Similarly, vertical ascent is evident on the ascending branch of 
the Hadley cell. The seasonal strength of the Hadley circulation is also 
evident from the stream function as well as the divergent circulation.  
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Figure 1: 	 Climatology of zonally averaged stream function with clockwise direction (red shades) and anticlockwise direction (blue shades) and divergent 
circulation on a meridional plane (wind vectors) for (a) December–February (DJF) and (b) June–August (JJA). The contour intervals for the stream 
function are 1011.
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In DJF, the Hadley circulation is positioned more southwards; its descending 
branch is weak and has a wider gradient (Figure 1a). In JJA, the Hadley 
cell is positioned more northwards; it is more pronounced and stronger, as 
indicated by the tight gradient of the stream function (Figure 1b). 

The meridional migration of the Hadley cell also displays intraseasonal 
variability as demonstrated by composite anomalies of the mass stream 
function for low and high cloudiness years during DJF (Figure 2a and 
Figure 2b) and JJA (Figure 2c and Figure 2d). For the low cloudiness years, 
the mass stream function anomalies have reversed sign compared to the 
climatological mass stream function shown in Figure 1a and 1b. This means 
that for the low cloudiness years (Table 1) during DJF (Figure 2a) and 
JJA (Figure 2c), the Hadley cell is positioned towards the equator and its 
width is narrower than in climatology.36 The equatorward displacement of 
the Hadley cell is linked to subsidence over the subtropical regions of the 
southern hemisphere. In high cloudiness years for both DJF (Figure 2b) and 
JJA (Figure 2d), the mass stream function anomalies have the same sign as 
the climatological mass stream function.36 In both seasons, the statistical 
significance covers a wider area for the high cloudiness years than the low 
cloudiness years, implying that the Hadley cell extends more polewards 
than normal, enhancing cloud formation over the southern hemisphere 
subtropics. While the zonally averaged stream function gives a general 
overview of the Hadley cell, it is easy to miss regional features of the Hadley 
circulation due to zonal averaging. Therefore, to examine the behaviour of 
the Hadley cell over South Africa, a zonally asymmetric diagnostic of the 
Hadley cell is necessary. 

The zonally asymmetric Hadley cell is represented by the meridional 
mass flux at 500 hPa, as indicated in Supplementary appendix 2. 
The climatology of the zonally asymmetric Hadley cell and total cloud 
cover for DJF is provided in Figures 3 and 4, respectively. For both the 
DJF and JJA seasons (Figure 3 and Figure 4), the downward mass flux 
is dominant over the country, as indicated by negative mass flux values. 

	 Hadley cell and cloud cover causality
	 Page 4 of 10

40S

200200

200 200

300300

300 300

400400

400 400

500500

500 500

600600

600 600

700700

700 700

800800

800 800

900900

900 900

10001000

1000 1000

40S

40S 40S

30S30S

30S 30S

20S20S

20S 20S

10S10S

10S 10S

EQ
LatitudeLatitude

Latitude

Pr
es

su
re

 L
ev

el
 (h

Pa
)

Pr
es

su
re

 L
ev

el
 (h

Pa
)

Pr
es

su
re

 L
ev

el
 (h

Pa
)

Pr
es

su
re

 L
ev

el
 (h

Pa
)

Latitude

(d) JJA High

(b) DJF High

(c) JJA Low

(a) DJF Low

EQ

EQ EQ

10N10N

10N 10N

20N20N

20N 20N

30N30N

30N 30N

40N40N

40N 40N

Figure 2: 	 The mass stream function composite anomalies (contour plot) and statistical significance (blue shaded plot) for low cloudiness in (a) December–
February (DJF), (c) June–August (JJA) and high cloudiness in (b) DJF and (d) JJA.

Simultaneously, lower cloud cover is evident throughout the country. 
Both mass flux and cloud cover are indicative of subtropical weather. 
Vertical velocity plays an integral role in both the Hadley cell and total 
cloud cover. Negative vertical velocity is associated with vertical uplift 
and cloud formation, whereas positive vertical velocity values indicate 
subsidence and limited cloud development. 

Negative vertical velocity is evident in DJF (Figure 3 and Figure 4), but 
very close to zero, which means that even with some vertical uplift, 
it is lower because the mean vertical motion over South Africa is 
downward. The  eastern escarpment also indicates negative values of 
vertical velocity. High negative vertical velocity values are confined to 
areas of positive mass flux over the northern parts of the subcontinent. 
However, over South Africa, negative velocity is confined to the western 
interior of South Africa and the eastern escarpment. These areas are 
characterised by the downward mass flux (Figure 3) and relatively higher 
values of cloud cover (Figure 4), which means the downward mass flux 
is not responsible for the negative vertical velocity, but is rather the 
effect of weather systems that dominate over interior regions of South 
Africa during summer months, while uplift is due to orography (over the 
eastern escarpment) that contributes to negative vertical velocity and 
cloud cover. In JJA, a semi-permanent high pressure system dominates 
the country, resulting in a strong negative mass flux (Figure 5), as well 
as limited cloud development over the country (Figure 6). Subsidence 
due to the Hadley cell could be the main cause for the lack of upward 
vertical motion (negative vertical velocity), and could mean that limited 
cloud development results from a lack of upward vertical motion. These 
results demonstrate the role that vertical velocity in both the Hadley cell 
and cloud cover exhibit. Therefore, the effect of vertical velocity should 
thus be kept in mind when interpreting causality between the Hadley cell 
and cloud cover.
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Figure 3: 	 Seasonal mean of (a–d) the mass flux (mϕ) in December–February (DJF); units are kg/m2s. Negative (positive) values of the mass flux are represented 
by the blue (red) contours. The contours are plotted in 103 kg/m2s intervals. Correlation coefficients for the Hadley cell and total cloud cover relation 
in DJF for (a) Lag 1, (b) Lag 2, (c) Lag 3 and (d) Lag 4. Grey shading denotes correlation coefficients greater than 0.3 and green shading indicates 
correlation coefficients less than -0.3. Regions of upward vertical velocity (ω) in Pa/s are represented by grey dots. Where there are no grey dots, there 
is downward motion (i.e. ω > 0).
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Figure 4: 	 Total cloud cover area fraction (a–d) presented as percentage (contours) in December–February (DJF). Correlation coefficients for the Hadley cell 
and total cloud cover relation in DJF for (a) Lag 1, (b) Lag 2, (c) Lag 3 and (d) Lag 4. Grey shading denotes correlation coefficients greater than 
0.3 and green shading indicates correlation coefficients less than -0.3. Regions of upward vertical velocity (ω) in Pa/s are represented by grey 
dots. Where there are no grey dots, there is downward motion (i.e. ω > 0).
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Figure 5: 	 Seasonal mean of (a–d) the mass flux (mϕ) in June–August (JJA); units are kg/m2s. Negative (positive) values of the mass flux are represented by 
the blue (red) contours. The contours are plotted in 103 kg/m2s intervals. Correlation coefficients for the Hadley cell and total cloud cover relation 
in JJA for (a) Lag 1, (b) Lag 2, (c) Lag 3 and (d) Lag 4. Grey shading denotes correlation coefficients greater than 0.3 and green shading indicates 
correlation coefficients less than -0.3. Regions of upward vertical velocity (ω) in Pa/s are represented by grey dots. Where there are no grey dots, 
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Figure 6: 	 Total cloud cover area fraction (a–d) presented as percentage (contours) in June–August (JJA). Correlation coefficients for the Hadley cell and 
total cloud cover relation in JJA for (a) Lag 1, (b) Lag 2, (c) Lag 3 and (d) Lag 4. Grey shading denotes correlation coefficients greater than 0.3 
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Where there are no grey dots, there is downward motion (i.e. ω > 0).
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Stationarity
Based on the results of the augmented Dickey–Fuller test (Table 2), the 
unit root hypothesis could not be rejected for both time series; however, 
when the backward difference was performed for both time series, the unit 
hypothesis was rejected. This result suggests that both Hadley cell and 
total cloud cover are not stationary and might be considered stationary 
at the first differenced level. After attaining stationarity of the time series, 
the best model was further investigated by identifying the maximum lags 
that could be used in the VAR model. Most climate studies have used a 
lag length of 4 as the optimal length for causality analysis. In this study, 
we established an optimal lag length by using the AIC and BIC for DJF and 
JJA. Results from the two information criterion tests favoured a lag length 
of 2 as the maximum lag for fitting the VAR model (Figure 7a and 7b). This 
means that the previous 2 days are critical for predicting cloud cover when 
using the Hadley cell as the predictor, and vice versa.

Table 2: 	 The Dickey–Fuller test for Hadley cell (HC), cloud cover (CC), 
and first differenced (DF) Hadley cell and cloud cover

Time series DF value p-value Decision

HC 0 0.1 Do not reject

CC 0 0.1 Do not reject

HC’ -5.327 0.0001 Reject

CC’ -4.865 0.0001 Reject

Correlations
A number of studies make use of linear and lag correlations to study 
associations between two time series in climate science.16,17 Lagged 
correlations between the Hadley cell and total cloud cover for DJF and JJA 
are averaged over South Africa (Figure 7c and Figure 7d). In the first week 
(1 to 7 days), relatively higher correlations (0.56 for DJF; 0.39 to 0.516 for 
JJA) were established. A substantial decrease in lag lengths then follows 
from the second week onwards. The decrease in lagged correlations from 
the second week onwards could mean that longer timescales (e.g. weeks 
to months) might have detrimental effects on the prediction of total cloud 
cover using the Hadley cell. In the first week, the second day (day 2) gave 
the highest correlation (0.56 and 0.516) for both DJF and JJA.

To determine zonal gradients of lag correlations between the Hadley cell 
and total cloud cover for DJF and JJA, a zonally asymmetric analysis for lag 

lengths of 1 to 4 days was performed, as informed by Figures 3–6. Positive 
correlations for lag lengths of 1 to 2 days over South Africa are indicated 
for the northwestern parts of South Africa and Namibia in DJF (Figures 3a, 
3b, 4a and 4b). The northwestern parts of South Africa are the most arid in 
the country, and mostly dominated by the Hadley cell. The eastern parts of 
South Africa also show positive correlations for lag lengths of 1 to 2 days. 
No strong correlation is established over the southern interior of South 
Africa in DJF, which is attributed to the fact that cloud cover over these 
areas is caused by weather systems that are prevalent over South Africa, 
rather than the Hadley cell. Lag lengths of 2 days followed by a lag length of 
1 day has a stronger positive correlation than lag lengths of 3 and 4 days, 
as indicated in Figure 3c, Figure 3d, Figure 4c and Figure 4d. 

In JJA, a positive correlation between the Hadley cell and cloud cover 
for lag lengths of 1 and 2 days has been established over the interior 
of South Africa, as shown in Figure 5a and Figure 5b. This is attributed 
to the fact that a high pressure system is dominant over the interior of 
South Africa in JJA.3 Subsidence leading to limited cloud development is 
hence expected over these areas. A strong positive correlation between 
the Hadley cell and cloud cover is recorded over the Atlantic Ocean, 
west of South Africa. From the four lag lengths investigated, the lag 
length of 1 showed the strongest correlation. No discernible correlation 
is established over South Africa for lag lengths of 3 to 4 days (Figure 5c, 
Figure 5d, Figure 6c and Figure 6d).

Granger causality
To determine whether variability in cloud cover is caused by the Hadley 
cell, the bivariate model indicated in Equations 6 and 7 was used. 
The F-statistic and critical values of the bivariate model were established 
at each grid point. The presence of Granger causality is denoted by values 
of the F-statistic being greater than the critical value and, conversely, 
values of the F-statistic lower than the critical value show the absence of 
Granger causality. The strength of Granger causality from the Hadley cell to 
total cloud cover (denoted as HC-CC) and total cloud cover to the Hadley 
cell (denoted as CC-HC) is indicated in Figures 8 and 9 for DJF and JJA, 
respectively. The  presence of Granger causality is established from the 
HC-CC interaction over South Africa. In DJF, the western and northwestern 
regions show higher values of HC-CC causality. However, maximum 
causality is located over the far northeastern parts of the subcontinent 
between latitudes 15°S to 10.5°S. 

The presence of CC-HC Granger causality has also been established over 
South Africa, but is limited to only the eastern parts of the country, while 
causality is absent over the western and southeastern parts. Some places 
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over Mozambique and Zimbabwe indicate very weak CC-HC causality. 
In JJA, the HC-CC causality is stronger than the CC-HC causality, and 
the maximum causality values are situated over the northern interior of 
South Africa. No causality has been established over the southwestern 
parts of South Africa. One notable feature is that the HC-CC maximum 
causality has moved further northwards in JJA than it was in DJF, 
which could be linked with the northwards migration of the ITCZ during 
austral winter. Although the CC-HC causality is weak over most parts 
of South Africa, especially in JJA, the southwestern parts advocate an 
absence of Granger causality.

(a) Cloud-Hadley DJF (b) Hadley-Cloud DJF
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Figure 8: 	 (a) Granger causality of total cloud cover to the Hadley cell; and 
(b) Hadley cell to total cloud cover in December–February (DJF).
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Figure 9: 	 (a) Granger causality of total cloud cover to the Hadley cell; and 
(b) Hadley cell to total cloud cover in June–August (JJA).

As previously mentioned,20,22,26 the main challenge with Granger causality 
in a bivariate model is the exclusion of other variables that may affect 
the causing variable, thus leading to false causality of the variables being 
tested. This could mean that, although it is weak, the CC-HC causality may 
be false as a result of the omission of a third variable that is affecting the 
causality result. For example, cloud cover is a function of vertical velocity, 
which in turn may affect the Hadley cell. The effect of vertical velocity 
due to other weather systems has an indirect impact on the causality of 
both the Hadley cell and cloud cover. Secondly, the structure of the CC-HC 
causality in DJF is oriented in a northwesterly to southeasterly direction, 
resembling the structure of tropical temperature troughs. This orientation 
could mean that the vertical velocity due to tropical temperature troughs, 
which are a summer phenomenon over southern Africa,37 is responsible 
for the causality from the cloud cover to the Hadley cell, leading to CC-HC 
false causality. In JJA, the HC-CC causality is stronger than the CC-HC 
causality. The HC-CC stronger causality is greater over the interior and 
northwards of South Africa. The strong HC-CC causality could be attributed 

to the fact that the Hadley cell informs limited cloud development over the 
subtropics and during JJA (Figure 9a). The far northern and southwestern 
parts of South Africa show relatively weaker HC-CC causality. Cloud cover 
over the southwestern parts is greater because of frontal systems, and 
not entirely due to the Hadley cell, and hence produces weaker causality.

To illustrate the effect of vertical velocity causality on both the Hadley cell and 
cloud cover, Granger causality was analysed between vertical velocity and 
cloud cover (Figure 10). The omega to cloud cover interaction is denoted 
as OMEGA-CC. Causality was established for both DJF and JJA. In DJF, the 
OMEGA-CC causality is located predominantly over the eastern to western 
escarpment of South Africa (Figure 10a), which means that vertical velocity 
due to topography (orographic uplift) is the main cause of cloud cover 
along the escarpment regions of South Africa. The western and adjacent 
oceanic regions show maximum OMEGA-CC causality. Strong OMEGA-
CC causality is also evident between Mozambique and Zimbabwe. In JJA, 
most of the South African interior shows very weak OMEGA-CC causality; 
however, the northern and northwestern parts of South Africa show strong 
OMEGA-CC causality (Figure 10b). Figure 11 depicts Granger causality of 
vertical velocity to the Hadley cell which we identify as OMEGA-HC. 
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Figure 10: 	 Granger causality of omega to cloud cover in (a) December–
February (DJF) and (b) June–August (JJA).

(a) Omega-Hadley DJF (b) Omega-Hadley JJA
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Figure 11: 	 Granger causality of omega to the Hadley cell in (a) December–
February (DJF) and (b) June–August (JJA).

The OMEGA-HC causality is further southwards and weaker in DJF and 
further northwards and stronger in JJA, which may be linked with the 
northwards-southwards seasonal migration of the ITCZ. In DJF, OMEGA-
HC causality is strong over the summer region of South Africa and stronger 
along the southeastern parts. In JJA, strong OMEGA-HC causality is 
located over the interior of South Africa where the subtropical high pressure 
cell is located. The southwestern parts of South Africa show an absence 
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of OMEGA-HC causality for both DJF and JJA, which may be attributed to 
weather over the southwestern parts being Mediterranean in nature, and 
mostly owing to southerly frontal systems, rather than the Hadley cell.

Conclusions
We used Granger causality time series modelling to quantitatively 
diagnose the influence of the seasonal Hadley cell on cloud cover and 
vice versa. Bivariate vector autoregressive time series models for the 
period 1980 to 2015 were fitted to the seasonal Hadley cell and total cloud 
cover. According to the AIC and BIC statistics, the optimum lag used in 
the Hadley cell – cloud cover bivariate model was 2 days. The highest 
correlation coefficient of the lag correlations from averaged data was 
also 2 days. The lag correlations calculated from each grid point indicate 
lag lengths of 1–2 days for strongest correlation. The strength of these 
correlations is seasonally dependent and suggests linkage between 
the meridional shift of the Hadley cell and the seasonal migration of 
the ITCZ.10 The meridional shift of the Hadley cell is seasonal, but with 
intraseasonal variability as informed by the seasonal climatology of the 
mass stream function as well as from composite anomalies of the mass 
stream function during high and low cloudiness years. The lag correlation 
between the Hadley cell and cloud cover is stronger in DJF than in JJA. 
This difference may be due to synoptic systems (e.g tropical temperate 
troughs and westerly waves) leading to cloud formation, which dominate 
in DJF. Such systems have life spans of one to several days.37,38 It should 
also be noted that typically 2 days before the development of tropical 
temperate troughs over South Africa, there is a migration of easterly 
moisture from Botswana to the subtropical region of South Africa, which 
is an example of the strong 2-day lag correlation in DJF.38 

We further established that the Hadley cell can Granger cause cloud cover 
for both DJF and JJA. This causality is associated mostly with limited cloud 
development. For example, causality is found over the interior of South 
Africa, where the subtropical high pressure cell dominates. In DJF, the 
western parts of South Africa experience limited cloud development, and 
this area is mostly where causality has been established. Weak causality 
from cloud cover to the Hadley cell has also been established. This case is 
typical of spurious causality in bivariate systems caused by the exclusion 
of a third variable in the Granger causality analysis. Further analysis has 
shown that vertical velocity is the main variable that could have led to 
the causality of cloud cover to the Hadley cell. Finally, although we have 
shown that Granger causality is a useful tool in establishing causality from 
the Hadley cell to cloud cover, to obtain the best outputs, the scientific 
background of the variables being analysed should be well understood 
before correct interpretations of the causality results can be made.

Formally establishing the causality of anomalously strong regional Hadley 
cell circulation in terms of limited cloud development over southern 
Africa is of profound importance within the context of future climate 
change over the region. Southern Africa has been assessed to be likely to 
become generally drier under low mitigation climate change futures.11,39-41 
The underlying circulation changes in the model projections of climate 
change that led to this assessment have in fact been shown to include 
the frequent occurrence of mid-level anti-cyclones and subsidence11,39 

over the region, which implies a strengthening of the descending branch 
of the Hadley cell. Increasingly limited cloud development over southern 
Africa in a warming world, in response to changes in the regional Hadley 
cell, may thus be an important factor driving the relatively high rate of 
observed and projected temperature increases over southern Africa.42 
Increasing limited cloud development may further enhance southern 
Africa’s solar potential within the context of a growing renewable energy 
sector, although such changes will be largely detrimental to agriculture 
and may further compromise water security in the region.
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Climate change has the potential to alter the spatio-temporal distribution of rainfall, subsequently affecting 
the supply and demand of water resources. In a water-stressed country such as South Africa, this effect has 
significant consequences. To this end, we investigated annual and winter rainfall and river flow trends for the 
Western Cape Province over two periods: 1987–2017 and 1960–2017. Annual rainfall for the most recent 
30-year period shows decreasing trends, with the largest magnitude of decrease at the SA Astronomical 
Observatory rainfall station (-54.38 mm/decade). With the exception of the significant decreasing winter 
rainfall trend at Langewens (-34.88 mm/decade), the trends vary between stations for the period 1960–
2017. For the period 1987–2017, statistically significant decreasing winter trends were found at four of the 
seven stations, and range from -6.8 mm/decade at Cape Columbine to -34.88 mm/decade at Langewens. 
Similarly, the magnitudes of decreasing winter river flow at Bree@Ceres and Berg@Franschoek are greater 
for the more recent 30-year period than for 1960–2017. Correlation coefficients for Vilij@Voeliv rainfall 
and four river flow stations (Berg@Franschoek, Bree@Ceres, Wit River@Drosterkloof and Little Berg@
Nieuwkloof) are stronger for shorter periods (i.e. 1987–2017 and 2007–2017) than that for the longer period, 
1960–2017. The Intergovernmental Panel on Climate Change emphasises the importance of studies to assist 
with model prediction uncertainties. To this end, our study expands the understanding of regional hydrological 
responses to rainfall change in the water stressed region of the Western Cape Province. 

Significance:
•	 Historical trend analyses provide the basis for future rainfall and river flow projections and also improve 

our understanding of hydrological responses to rainfall change, which is important for water resource 
planning and management in light of recent rainfall shortages experienced in the Western Cape region.

•	 Anthropogenic and natural influences on river systems must be taken into account when assessing the 
impact of rainfall changes on river flow because these factors ultimately affect water resource management.

•	 We identified decreasing winter rainfall trends across the Western Cape Province for the most recent 
three decades.

Introduction
Anthropogenic activities such as an increasing human population, economic development and urbanisation, place 
enormous pressure on water resources across the globe.1 Climate change significantly impacts the supply and 
demand of such water resources.2 The Intergovernmental Panel on Climate Change provides robust evidence that 
current climate change is projected to decrease renewable surface water.3 One of the most significant consequences 
of climate change is the change in magnitude and frequency of precipitation.4 Rising temperatures increase evaporation 
levels, spatio-temporal run-off distribution and water resource storage.5 It is anticipated that global warming will 
intensify the hydrological cycle, resulting in extreme high/low river flows, depending on the region.6 In a global analysis 
of 200 rivers, significant trends were recorded for one third of these rivers – 45 decreasing and 19 increasing.1 

The Intergovernmental Panel on Climate Change reports (2014) indicate that studies examining hydrological 
responses to climate change in Africa are limited because of inadequate observational data.3 However, there has 
been some work assessing spatio-temporal rainfall variability across South Africa.7,8, While statistically significant 
decreases in rainfall were recorded for the central and northeastern regions of South Africa, mixed signals were 
reported at different stations in some regions, over the period 1960–2010.7 For the period 1921–2015, increasing 
annual rainfall trends were reported at the majority of stations across the western and southern interior regions, 
while decreasing rainfall trends were recorded across the northern and northeastern regions of South Africa.8 

Studies investigating the relationship between long-term river flow and rainfall trends have been limited in South Africa. 
For instance, decreasing rainfall trends were measured at four of six stations over the Luvuvhu River catchment, 
for the period 1920/1921–2005/2006.9 For the same period, two streamflow stations showed increasing trends 
and two decreasing trends. For the upper Limpopo River catchment (i.e. Crocodile, Marico, Mahalapse and Lotsane 
Rivers), annual rainfall and evaporative losses were used to calculate the summer surface water balance for the period 
1959–2014.10 Here too, decreasing river flow and surface water balance trends were measured.10 Given that no similar 
studies have been undertaken to assess the situation for the increasingly water-stressed Western Cape Province, our 
primary aim was to determine rainfall and river flow trends for this region, and to investigate the relationship between 
historical rainfall and river flow using Mann–Kendall, Sen’s slope estimator and descriptive statistics.

Methodology
Study area and data
South Africa is a water-stressed country with high spatio-temporal rainfall variability.11 The Western Cape Province 
of South Africa has a warm temperate Mediterranean climate, with rainfall predominating during austral winter and 
early spring.12 Mean annual rainfall varies across the Western Cape, with mountainous regions receiving up to ca 
3000 mm of rain, while low-lying regions (40 m) receive less than 200 mm.12 The Western Cape region is well known 

https://doi.org/10.17159/sajs.2019/6028
www.sajs.co.za
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0003-1177-5023
https://orcid.org/0000-0001-7678-1526
mailto:rakhee.lg@gmail.com
https://doi.org/10.17159/sajs.2019/6028
https://doi.org/10.17159/sajs.2019/6028
http://orcid.org/0000-0002-1128-7321
https://www.sajs.co.za/associationsmemberships
https://crossmark.crossref.org/dialog/?doi=10.17159/sajs.2019/6028&domain=pdf&date_stamp=2019-09-26


52 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/6028

for its history of water shortages.13 The province recently (2014–2017) 
experienced the worst water deficiencies in 113 years.13 A recent study 
focusing on drought monitoring indicators and 3-, 6- and 12-month 
Standardized Precipitation Indexes for the Western Cape Province, 
concluded that the 2015/2016 drought was part of a natural cycle.13

To illustrate the spatial variability of rainfall, monthly rainfall data provided 
by the South African Weather Service for the stations Cape Agulhas, Cape 
Columbine, Cape Point, Langewens and SA Astronomical Observatory, 
were used to determine annual and austral winter rainfall trends for the 
Western Cape region. The remaining rainfall data (i.e. that from Vogel 
Vilij@Voeliv and Zachariashoek@Wemmershoek stations) were obtained 
from the South African Department of Water and Sanitation (from the 
Internet) and used to determine the relationship with river flow stations 
located downstream (i.e. Bree@Ceres, Berg@Franschoek, Wits River@
Drosterkloof, Palmiet@van Aries Kraal and Little Berg@Nieuwkloof). 
Stations were selected based on the availability of data (stations with 
data for the entire period of study, i.e. 1960–2017), quality (screening of 
extremely low/high monthly values for obvious errors) and completeness 
of data records (does not exceed 5% missing data), and location within the 
winter rainfall region (Figure 1; Table 1). 

Blue dots, rainfall stations; red dots, river flow stations

Figure 1: 	 Map showing the Western Cape rainfall stations from which 
data were sourced in this study. 

To determine the influence of rainfall changes on river flow, rainfall 
stations located upstream of the river flow gauges were selected to 
compare rates of change with time. Annual and winter rainfall and river 
flow trends were determined using the non-parametric modified Mann–
Kendall statistical test and quantified with Sen’s slope estimator.14-16 Data 
for the winter season were analysed given that the selected stations are 
located in a winter rainfall region. Rainfall for June, July and August were 
used to calculate the winter rainfall average, as 48% of the mean annual 
rainfall for this region falls during these winter months.17 Mann–Kendall 
is calculated as16:

j=i+1i−1
nn−1 sign(xi−xj ),S = ∑ ∑ 	 Equation 1

where S is the statistic, n is the number of data points and xi and xj are 
sequential data points. 

sign(xi−xj )=
+1, if (xi−xj )>0

0, if (xi−xj )=0
−1, if (xi−xj )<0 	 Equation 2

The variance of S is calculated as:

Var(S)=
18

,
m
i=1n(n−1)(2n+5)−∑ ti (ti−1)(2ti+5)

	 Equation 3

where ti denotes number of ties with i tied values and m is the number of 
tied groups of values. Then the standard normal variate Z is computed as16: 

S−1

S+1

Var(S)

Var(S)

S>0

Z = 0 S = 0
S<0

	 Equation 4

The trend is considered significant when Z>1.96 (or <-1.96) for a 
selected 5% significance level (α=0.05). The trend is quantified with 
Sen’s slope estimator16, which is assumed to be linear according to 
Equation 5: 

f(t) = Qt + B, 	 Equation 5

where t is the time index, Q is the slope and B is the constant.16

The Pearson correlation coefficient was used to determine the relationship 
between annual rainfall and river flow for the periods 1960–2017, 
1987–2017 and 2007–2017. Descriptive statistics (standard deviation 
and coefficient of variation) were also calculated to compare rainfall and 
river flow. 

Table 1: 	 List of stations located in the Western Cape Province from 
which data were sourced for this study

Station name Latitude Longitude
Altitude 
(masl)

Station type

Vogel Villij@Voeliv -33.34 19.04 683 Rainfall

Zachariashoek@
Wemmershoek

-33.70 19.01 1735 Rainfall

Cape Columbine -32.48 18.29 62 Rainfall

Cape Point -34.20 18.28 228 Rainfall

SA Astronomical Observatory -33.56 18.28 15 Rainfall

Langewens -33.27 18.25 179 Rainfall

Cape Agulhas -34.49 20.01 11 Rainfall

Bree@Ceres -33.38 19.30 269 River flow

Berg@Franschoek -33.89 19.08 315 River flow

Wit River@Drosterkloof -33.97 19.15 838 River flow

Little Berg@Nieuwkloof -33.36 19.08 1021 River flow

Palmiet@van Aries Kraal -34.20 18.98 315 River flow

Results
Rainfall trends
Here we present the results for the annual and winter rainfall trend analyses, 
with Mann–Kendall and Sen’s slope. The majority of results for the Mann–
Kendall statistic and Sen’s slope estimator are in agreement. For the period 
1960–2017, no statistically significant annual rainfall trends are observed 
at any of the stations in this study. For the period 1987–2017, a statistically 
significant annual decreasing trend of 54.38 mm/decade was recorded at 
the SA Astronomical Observatory (Table 2; Figure 2). Notably, the Cape 
Point station recorded 85 mm of rainfall on 13 November 2013, which 
corresponds with the flash flood experienced in parts of the Western Cape 
on that day. This flash flood subsequently affected the annual rainfall trend 
at Cape Point, which shows a decline in rainfall from 2013 (741.80 mm) 
to 2017 (325 mm). Rainfall decreased by 279 mm at Cape Agulhas 
over the 5-year period (2013–2017) for the most recent 30-year period. 
This may be owing to coastal influences, as this station is located at a 
distance from the other stations (see Figure 1). The Vogel Vilij@Voeliv and 
Zachariashoek@Wemmershoek rainfall stations are particularly important 
stations because of their location within the Western Cape’s Water Supply 
System Dams. Although these stations do not show significant monotonic 
trends, it is worth noting that the Zachariashoek@Wemmershoek station 
recorded the highest annual rainfall in 2013 (1753 mm) and lowest 
values during three consecutive years: 2015 (674 mm), 2016 (918 mm) 
and 2017 (668 mm), over the period 1960–2017. Similarly, the lowest 
annual rainfall at Vogel Vilij@Voeliv station was measured for the years 
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2015 (282 mm), 2016 (520 mm) and 2017 (294 mm) over the period 
1960–2017. 

Figure 2: 	 Statistically significant decreasing annual rainfall at the SA 
Astronomical Observatory station over the period 1987–2017.

During winter, only one of the seven stations (Langewens) show a 
significant decreasing rainfall trend for the period 1960–2017. However, 
for the more recent 30-year period (1987–2017), five of the seven 
stations show significant decreasing rainfall trends (Table 2). Notably, 
the majority of winter rainfall trends during the period 1960–2017 have 
become significant for the period 1987–2017 (Table 2). Statistically 
significant decreasing winter rainfall trends with the greatest magnitudes 
were identified at Langewens (34.80 mm/decade), SA Astronomical 
Observatory (-12.20 mm/decade) and Cape Columbine (-22.33 mm/

decade) for the most recent 30-year period (Table 2). This finding may 
reflect the intensifying impact of climate change on rainfall patterns 
during recent decades. Winter rainfall decreased significantly at Cape 
Columbine, Cape Agulhas, Cape Point, SA Astronomical Observatory 
and Langewens, with an overall average decrease of 13.53 mm/decade 
for the period 1987–2017.

River flow trends
At the hydrological gauge Wits River@Drosterkloof, annual river flow 
shows a significant increasing trend for the period 1960–2017, which 
changed to a significant decreasing trend of the same magnitude 
(-0.24 m3/s) for the more recent period (1987–2017) (Table 3). While 
the annual Bree@Ceres river flow displays a significant decreasing trend 
(-0.1 m3/s) for the period 1960–2017, no trend is recorded for the more 
recent 30-year period. Notably the p-value is 0.07, indicating that the rate 
of decrease is insignificant. Similarly, decreases (-0.03 m3/s) in annual 
river flow recorded at Berg@Franschoek for the period 1987–2017 are 
insignificant (p=0.09). 

During winter, statistically decreasing river flow trends are observed 
at Bree@Ceres, while river flow at Berg@Franschoek significantly 
increased (0.13 m3/s) for the period 1960–2017. The  magnitude of 
the decrease in river flow at Bree@Ceres is greater for the more recent 
decades (1987–2017), compared to that for the period 1960–2017. 
The average winter river flow decrease of 0.52 m3/s (Bree@Ceres and 
Berg@Franschoek) equates to 5.2% of the average winter river flow 
decrease over the most recent 30-year period. River flow during winter 
also changed at the Wit River@Drosterkloof station when comparing the 
two periods of study, showing an increase for the period 1987–2017. No 
significant winter or annual river flow trends are evident at the Palmiet@
van Aries Kraal flow gauge (Table 3).
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Table 2: 	 Rainfall trends across the Western Cape Province over the periods 1960–2017 and 1987–2017, determined using Mann–Kendall (Z) and Sen’s 
slope estimator (Q)

Station name

Annual rainfall trends (mm/decade) Rainfall trends during winter (mm/decade)

1960–2017 1987–2017 1960–2017 1987–2017

Q Z Q Z Q Z Q Z

Vogel Vilij@Voeliv 12.26 2.05 -26.17 -2.43 9.11 4.48 -6.75 -1.61

Zachariashoek@Wemmershoek 4.36 0.37 -3.39 -1.90 14.37 3.37 5.59 -0.27

Cape Columbine 1.11 0.21 -31.12 -5.06 1.05 1.10 -6.80 -2.49

Cape Agulhas -5.75 -1.54 -28.00 -3.84 -4.36 -1.85 22.00 -4.82

Cape Point -1.20 - 0.31 14.86 1.55 -0.86 -0.28 0.13 1.85

SA Astronomical Observatory 1.88 0.27 54.38 -3.76 4.98 2.14 -12.20 -1.50

Langewens -4.44 -1.58 -38.62 -6.94 -9.00 -4.19 -34.88 -11.13

Note: Z is the Mann–Kendall statistic; the sign indicates an increasing (+) or decreasing (-) trend. The trend is deemed significant when Z>1.96 for the selected 5% level of signifi-
cance, 𝛼=0.05. All values are rounded off to two decimal places. Sen’s slope estimator (Q) is the magnitude of the trend. Values in bold indicate a significant trend.

Table 3: 	 River flow trends (m3/s) for the Western Cape Province over the periods 1960–2017 and 1987–2017, determined using Mann–Kendall (Z) and 
Sen’s slope estimator (Q)

River flow stations

Annual river flow trends River flow trends during winter

1960–2017 1987–2017 1960–2017 1987–2017

Q Z Q Z Q Z Q Z

Bree@Ceres -0.10* -2.19 -0.50 -1.22 -0.13 -1.10 -0.92 -2.99

Berg@Franschoek 0.03 0.98 -0.03 -1.66 0.07* 3.01 -0.13 -2.44

Little Berg River@Nieuwkloof 0.03 0.15 0.33 -1.19 -0.03 -0.04 -0.82 -0.88

Wit River@Drosterkloof 0.24* 2.02 -0.22 0.12 0.65* 6.69 0.22 0.51

Palmiet@van Aries Kraal -0.10 -0.83 -0.28 -0.84 -0.25 -0.77 -0.10 -1.20

Note: Z is the Mann–Kendall statistic; the sign indicates an increasing (+) or decreasing (-) trend. The trend is deemed significant when Z>1.96 for the selected 5% level of 
significance, 𝛼=0.05. All values are rounded off to two decimal places. Sen’s slope estimator (Q) is the magnitude of the trend. *Statistically significant with p<0.05. Values in 
bold indicate a significant trend.
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Relationship between rainfall and river flow
To illustrate the impact of annual rainfall on annual river flow for the region, 
correlation coefficients were determined for the periods 1960–2017, 
1987–2017 and 2007–2017. Correlation coefficients were determined 
only for rainfall stations (Vogel Vilij@Voeliv and Zachariashoek@
Wemmershoek) located upstream of the river flow stations (Table 4). 
Zachariashoek@Wemmershoek rainfall data were correlated with Berg@
Franschoek and Palmiet@van Ariel Kraal river flow data, while Vogel 
Vallij@Voeliv rainfall data were correlated with river flow data from Bree@
Ceres, Berg@Franschoek, Palmiet@van Aries Kraal and Wit River@
Drosterkloof stations. Annual river flow is positively related to annual 
rainfall for the period 1960–2017 (see Figure 3 for an example). 

Figure 3: 	 Annual Vogel Vilij@Voeliv rainfall and Bree@Ceres river flow 
over the period 1960–2017.

The highest correlation coefficient (0.95) obtained is for Vogel Vilij@
Voeliv rainfall station and Little Berg@Nieuwkloof river flow station over 
the period 2007–2017, likely given their close proximity to each other. The 
relationship between rainfall at Vilij@Voeliv station with that for several river 

flow stations (Berg@Franschoek, Bree@Ceres, Wit River@Drosterkloof 
and Little Berg@Nieuwkloof), is stronger for shorter monitoring 
periods (i.e. 1987–2017 and 2007–2017) than for the long-term period 
1960–2017 (Table 5). The strongest correlations are for rainfall at Vogel 
Vilij@Voeliv station and river flow at the Little Berg@Nieuwkloof (0.95), 
Berg@Franschoek (0.87) and Bree@Ceres (0.85) stations for the most 
recent 10 years (2007–2017). Similarly, correlation coefficients for rainfall 
at Zachariashoek@Wemmershoek station and river flow at Wit River@
Drosterkloof and Palmiet@van Aries Kraal stations are stronger for recent, 
shorter periods than for the long-term period (1960–2017). This finding 
suggests that there have been variable extractive or absorptive pressures 
on river flow during different periods (i.e. 1960–2017, 1987–2017 and 
2007–2017), and tentatively points toward anthropogenic influences 
(such as water extraction or storage) on such river flow.

Coefficient of variation results show that the largest annual river flow 
variability is at Bree@Ceres (53%). The second largest annual river flow 
variability occurred at Little Berg River@Nieuwkloof (51%), followed 
by Berg@Franschoek (47%), Palmiet@van Aries Kraal (41%) and Wit 
River@Drosterkloof (36%) (Table 5). However, annual rainfall variability 
was smaller in magnitude (i.e. 23% at Vogel Vallij@Voeliv and 28% at 
Zachariashoek@Wemmershoek) than was river flow. We used coefficient 
of variation to compare annual variability of rainfall with river flow: river 
flow varied between 36% and 53%, which is almost double that for the 
rainfall stations (23% to 28%). This finding suggests that a large portion of 
river flow variability may not be accounted for by rainfall variability alone, 
but rather that other factors (such as extraction rates or evaporation rates 
from river systems) have played an (increasingly) important role in annual 
river flow variability through time.

Discussion and conclusion
Spatio-temporal availability of water resources is governed by rainfall 
variability, which impacts hydrology.18 The study of long-term rainfall 
trends and the potential impact on river flow is important for water resource 
management planning, which is essential for agriculture, industry and 
anthropogenic uses. The main aim of this study was to establish annual 
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Table 4: 	 Pearson correlation coefficients (r) for annual rainfall and river flow over the periods 1960–2017, 1987–2017 and 2007–2017

Rainfall station River flow gauge

Correlation coefficient for the periods:

1960–2017 1987–2017 2007–2017

r p-value r p-value r p-value

Vogel Vilij@Voeliv Berg@Franschoek 0.66 0.000 0.74 0.000 0.87 0.001

Vogel Vilij@Voeliv Bree@Ceres 0.75 0.000 0.76 0.000 0.87 0.001

Vogel Vilij@Voeliv Wit River @Drosterkloof 0.52 0.000 0.68 0.000 0.76 0.006

Vogel Vilij@Voeliv Little Berg@Nieuwkloof 0.84 0.000 0.84 0.000 0.95 0.000

Zachariashoek@Wemmershoek Berg@Franschoek 0.71 0.000 0.65 0.000 0.61 0.047

Zachariashoek@Wemmershoek Wit River @Drosterkloof 0.62 0.000 0.73 0.000 0.74 0.009

Zachariashoek@Wemmershoek Palmiet@van Aries Kraal 0.74 0.000 0.81 0.000 0.82 0.000

Zachariashoek@Wemmershoek rainfall station is located upstream of Berg@Franschoek, Wit River @Drosterkloof and Palmiet@van Aries Kraal. Vogel Vallij@Voeliv rainfall 
station is located upstream of Bree@Ceres, Berg@Franschoek and Wit River@Drosterkloof. 
Values in bold are significant.

Table 5: 	 Descriptive statistics of annual river flow and rainfall stations

River flow stations Mean (m3/s) Standard deviation (m3/s) Maximum (m3/s) Minimum (m3/s) Coefficient of variation (%)

Bree@Ceres 2.69 1.43 8.32 0.53 53

Berg@Franschoek 0.70 0.33 1.90 0,17 47

Little Berg River@Nieuwkloof 2.03 1.04 5.48 0.20 51

Wit River@Drosterkloof 3.87 1.41 7.58 0.63 36

Palmiet@van Aries Kraal 2.47 1.01 5.05 0.61 41

Rainfall stations

Vogel Vallij@Voeliv 160.58 37.42 255.54 80.23 23

Zachariashoek@Wemmershoek 78.33 21.95 146.06 42.34 28
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and winter rainfall and river flow trends and to investigate the relationship 
between historical rainfall and river flow trends over the Western Cape 
region. We established these trends using Mann–Kendall and Sen’s 
slope nonparametric statistical analysis for the periods 1987–2017 and 
1960–2017. 

The magnitude and significance of the annual rainfall trends was 
determined, at least in part, by the selected period of study (1960–2017 
vs 1987–2017). While no trends are shown at four of the seven stations 
for the period 1960–2017, annual rainfall for the more recent 30-year 
period showed decreasing trends at six stations across the Western Cape 
Province. The largest decreasing annual rainfall trend (54.38 mm/decade), 
compared to trends at remaining stations in this study, occurred at the 
SA Astronomical Observatory station. Previous work has not adequately 
presented annual rainfall trends for the Western Cape region because 
continuous data for the period of analysis (1921–2015) were not available.8 
For the aforementioned study, only two inland stations were used in the 
Western Cape region, and thus the region was not well represented. 
It seems that the last 7 years have contributed toward the rainfall decrease 
observed in our study, because a previous study investigating the period 
1960–2010 reported no significant or consistent annual rainfall trends for 
the Western Cape region.7 However, a further study has demonstrated that 
stations located close to the west coast have reported increasing numbers 
of rain days.11 Such differences highlight the changing nature of analysis 
outcomes depending on the temporal framework. 

We have found statistically significant decreasing trends at four of the 
seven rainfall stations during winter over the period 1987–2017. Similarly, 
a decreasing winter rainfall trend was found across Cape Town over 
the period 1979–2017 using Mann–Kendall and Sen slope estimator.18 
The  aforementioned study demonstrates that the 2015–2017 drought 
was a consequence of the poleward shift of the southern hemisphere 
moisture corridor and displacement of large-scale synoptic features, such 
as the jet-stream and South Atlantic storm tracks.18 This poleward shift 
of moisture corridors, resulting in rainfall shortage, is attributed to the 
strong influence of Southern Annular Mode in conjunction with expansion 
of semi-permanent subtropical anticyclones in the South Atlantic and 
South Indian Oceans.18 

Various correlation coefficients between annual rainfall and river flow for 
different periods (i.e. 1960–2017, 1987–2017 and 2007–2017) indicate 
that other factors play a role in the declining river flow trends, possibly 
both anthropogenic (such as extraction of water for consumption and 
agricultural expansion) or natural (such as an increase in evaporation, 
stronger and/or more frequent ENSO phases) factors. According to 
the ‘State of Rivers’ report for the Berg River system, South African 
rivers provide water to farmers and rural communities for crops and 
livestock.19 The ‘State of Rivers’ report for the Breede River catchment 
indicates that water is used for intensive irrigation of orchard crops and 
vineyards for wine and table grapes along the Breede and Palmiet River 
catchments.20 Water from the Breede River catchment is also transferred 
to Theewaterskloof Dam, the largest dam supplying water to Cape Town 
residents.20 Instances in which rainfall decreased but river flow increased 
(e.g. Wit River@Drosterkloof) may be attributed to run-off or discharge 
into the river from nearby wineries that produce large quantities of 
wastewater.21 The higher correlation coefficients recorded for the shorter 
and more recent periods (1987–2017 and 2007–2017) suggest that river 
flow is affected by the aforementioned anthropogenic factors at different 
points in time. The coefficient of variation for annual river flow being almost 
double that for rainfall, also suggests that river flow variability may not 
be entirely controlled by rainfall variability, again suggesting the influence 
of other (likely anthropogenic) factors. Previous studies for the Cobres 
River basin in southern Portugal also concluded that such results have 
important implications for water resource management.22 

In conclusion, regional climate influences on river flow in the Western 
Cape region are highly complex because river flow is influenced by rainfall 
changes (affecting the frequency of flash floods and drought), variations 
in evaporation rates as a result of temperature variations, and increased 
water extraction for consumption. Population growth and agricultural and 
industrial development in South Africa have placed increased pressure 
on water resources. Future work is required to assess extraction rates 

and changes in evaporation rates associated with rising temperatures on 
river flow. Historical trend analyses provide the basis for future rainfall 
and river flow projections, which then have important implications for 
water resource planning and management. 
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We conducted a survey among people working in the nature conservation community in an implementation, 
research or policy capacity to identify research questions that they felt were important for ensuring the 
conservation of the Cape Floristic Region. Following an inductive process, 361 submitted questions were 
narrowed to 34 questions in seven themes: (1) effective conservation management; (2) detecting and 
understanding change: monitoring, indicators and thresholds; (3) improving governance and action for effective 
conservation; (4) making the case that biodiversity supports critical ecosystem services; (5) making biodiversity 
a shared concern; (6) securing sustainable funding for biodiversity conservation; and (7) prioritising research. 
The final questions were evaluated against the Intergovernmental Science-Policy Platform on Biodiversity and 
Ecosystem Services Conceptual Framework to test whether the questions addressed elements identified by 
this Framework as those essential to ensure that conservation contributes to a positive future for the Cape 
Floristic Region. We found that all elements in this Framework received attention from the collective group 
of questions. This finding suggests that the conservation community we approached recognises implicitly 
that research in multiple disciplines as well as interdisciplinary approaches are required to address societal, 
governance and biological issues in a changing environment in order to secure the conservation of the Cape 
Floristic Region. Because the majority of people responding to this survey had a background in the natural 
sciences, a challenge to tackling some of the questions lies in developing integrative approaches that will 
accommodate different disciplines and their epistemologies.

Significance: 
• We present a hierarchical compendium of research questions to generate the knowledge required to

conserve the Cape Floristic Region as a social-ecological system.

•	 The conservation community of the Cape Floristic Region collectively recognises that effective
conservation management needs to be supported by knowledge of ecosystems, factors that impact them
and context appropriate conservation approaches. In addition, knowledge to develop effective governance 
and institutions, sustainable funding and broader societal participation in conservation are also identified.

• The questions reflect the elements and linkages of the Intergovernmental Science-Policy Platform on
Biodiversity and Ecosystem Services Conceptual Framework, suggesting that the questions presented
follow global prerogatives for developing a sustainable future.

• The range and complexity of knowledge gaps presented suggest the need for a broader research agenda 
that includes the social sciences and humanities to address conservation in the Cape Floristic Region.

Introduction
Globally, initiatives such as the Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services 
(IPBES) and the Sustainable Development Goals (SDGs) emphasise the need for wise management of the natural 
environment, because its decline will impact human well-being and ultimately our future on this planet. Similarly, 
the World Economic Forum has increasingly highlighted environmental risks as threatening ecosystem services.1 
Environmental pressures with global or local impact are threatening systems such as the Cape Floristic Region 
(CFR), a globally unique biodiversity hotspot and conservation priority.2 Effective conservation of natural systems 
and countering of anthropogenic drivers of change that threaten the environment, biodiversity and ecosystem 
services requires guidance from well-grounded research. Conservation research, in turn, needs to be prioritised by 
stakeholders more broadly than the research community alone.3 

Several features set the CFR apart from other globally important conservation areas. The dominant vegetation is a 
shrubland, generally on low nutrient soils, in a winter rainfall regime, with 68% of the over 9000 plant species present 
endemic to this region.4 Stochastic fire cycles drive many processes from evolution to biotic interactions.5 Hence, 
many environmental mitigation schemes promulgated at global levels (e.g. the Bonn Challenge’s forest-themed 
restoration) may be unsuitable in this unique ecosystem.

In this study, which formed part of a larger study to identify research priorities for global Mediterranean-type 
ecosystems26, we adapted the approach of Sutherland et al.3,6 by canvassing widely in relevant communities for their 
research priorities for conservation. Although ours is not the first attempt to collate conservation research priorities in 
the CFR, it differs from Steyn et al.’s7 in that it was not developed as a funding strategy for biophysical conservation 
research nor as an expert review of research directions.8 

We present a summary of the conservation research questions provided by the community of practitioners and 
scholars in public and private sectors in the CFR and evaluate their research questions within local and global contexts.

The questions address conservation of biodiversity, which is recognised as underpinning many of the SDGs directly or 
indirectly. We wanted to know whether the questions related to the CFR are reflective of the kind of knowledge required 
by current global initiatives, such as the SDGs, to ensure an environmentally sustainable and societally equitable future, 
by assessing how many elements and linkages these questions addressed in the IPBES Conceptual Framework for 
connecting people and nature.9

https://doi.org/10.17159/sajs.2019/5889
www.sajs.co.za
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-5934-4823
https://orcid.org/0000-0003-1246-1181
https://orcid.org/0000-0001-6510-727X
mailto:allsopp@saeon.ac.za
https://doi.org/10.17159/sajs.2019/5889
https://doi.org/10.17159/sajs.2019/5889
https://doi.org/10.6084/m9.figshare.7484903
https://orcid.org/0000-0002-3364-4131
https://www.ipbes.net/
https://www.un.org/sustainabledevelopment/sustainable-development-goals/
http://www.bonnchallenge.org
https://www.sajs.co.za/associationsmemberships
https://crossmark.crossref.org/dialog/?doi=10.17159/sajs.2019/5889&domain=pdf&date_stamp=2019-09-26
https://www.sajs.co.za/associationsmemberships


58 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/5889

Methods
This project formed part of an initiative of researchers from the five 
Mediterranean-type ecosystems, associated with the Society for 
Conservation Biology Europe Section and the International Society of 
Mediterranean Ecologists, to identify the 100 priority questions that, 
if answered, would have a high probability of increasing the success 
of actions targeted at the conservation of biological diversity in the five 
Mediterranean-type ecosystems of the world.26

Identifying stakeholders and soliciting questions
Following ethical clearance from Stellenbosch University for working with 
human subjects (SU-HDS-000323), the questionnaire (Data set 1)10, in 
the form of an online Google Form, was distributed by email to people 
associated with conservation in the CFR through implementation or 
research. Each recipient was asked to provide up to 10 questions which, 
if answered, would, in their opinion, have a high probability of increasing 
the success of actions targeted at the conservation of biological diversity 
in the CFR. We did not explicitly request, nor prohibit, the sharing of the 
email, so some respondents may have been additional to our distribution 
list (see below). Respondents submitted their questions anonymously 
online, and responded to additional questions aimed to solicit a 
profile of educational, work and sector characteristics of respondents 
(Data set 210). Respondents received at least one reminder by email.

The broader CFR conservation community is small and well networked.11 We 
selected potential respondents on the basis of key sectors in conservation 
and key people within these sectors or organisations (decision-makers, 
public and private conservation practitioners, and researchers working at 
government policy, conservation or research agencies, non-governmental 
organisations, consultancies and universities). Generally, these were people 
that we knew personally, had met at meetings, who held relevant positions 
in key organisations, or who had attended the annual Fynbos Forum 
(a conservation research, practice and policy conference) in the last five 
years. Our biases were towards people who had worked in conservation-
related fields (i.e. not students). We had difficulty identifying people in 
the business world associated with conservation (e.g. those involved in 
environmental responsibility programmes) and recognise this as a gap. 

Processing responses
While respondents were asked to assign their questions to predetermined 
categories for the global project (a deductive approach), we chose to 
derive the summary questions for the CFR following an inductive approach, 
clustering the submitted questions until generalised themes emerged.

All three authors jointly reduced the original 361 questions (362 after 
splitting compound questions and eliminating submissions that could not 
be turned into questions)(Data set 3)10 to 34 summarised questions and 
clustered these into seven themes. We then revisited the original questions 
and extracted more specific questions (126) which added further context 
to the summarised questions.

We chose this approach over that taken by Sutherland et al.3,6 because we 
felt that it captured the array of questions and topics posed by respondents 
more fully than an elimination of questions to select 100 original questions 
favoured by a committee.

We concede that there are opportunities for bias in whichever approach 
is taken, but in our approach with fewer original questions to manage, it 
was possible to better preserve the intentions of the original questions. 
Our approach also allowed us to include the essence of poorly articulated 
questions on an equal footing to grammatically well-constructed and 
scientifically nuanced questions, as we wanted to provide a platform 
for a broad cross-section of active participants in different spheres of 
conservation irrespective of their written English fluency. We were also 
able to explore poorly constructed questions which yielded yes/no type 
answers for their underlying research requirements. 

We assessed the conservation scope of the questions to provide an 
additional verification that the clustering process correctly emphasised 
general themes and topics of the submitted questions in terms of what 
aspects of conservation they addressed. This was done by counting how 

many times words (or the core of words e.g. implement or implementation) 
or terms appeared in the submitted questions. These terms were clustered 
into topics (Data set 4).10 

Finallly, we assessed each of the final 34 questions against the IPBES 
Framework9 to see which elements and linkages of the IPBES Framework 
it addressed. For example, for the question ‘How effective are restoration 
interventions in restoring biodiversity and ecosystem function?’, restoration 
is seen as falling into the element ‘Direct drivers’ that, if successful, will 
influence ‘Nature’ which in turn affects processes that influence ‘Nature’s 
benefits to people’. We scored how many times the elements and linkages 
were addressed by the 34 summary questions. 

Results
Respondent profile 
We sent the questionnaire to 176 people (114 men, 62 women) and 53 
(30%) responded (26 men, 23 women and 4 undisclosed)(Data set 2).10 
Respondents provided, on average, 6.8 questions each for a total of 
361 individual questions. Of those who responded, 17 were employed 
in research, 16 in government conservation entities, 10 in environmental 
non-governmental organisations, 7 were consultants, and the balance of 
3 were in other employment. From the original pool of solicited people, 
researchers were less likely to respond (24% responded) than people 
in government conservation entities, environmental non-governmental 
organisations or consultants (average response rate 35%). The average 
age of respondents was 45 years (range 29–63 years), average years 
of experience in broad conservation was 16.8 years (range 1–39 years) 
and average length of employment in their current capacity was 9.4 years 
(range 2 months to 35 years). In terms of qualifications, 22 held doctoral 
degrees, 19 master’s, 5 honours, 1 bachelor’s, and 2 post-school 
diplomas (4 were undisclosed). The majority of respondents had studied 
the biological (n=24) or conservation (n=13) or environmental (n=5) 
sciences. Among this group, eight were from other disciplines: two 
each from the humanities and education, while horticulture, agriculture, 
business management and energy studies had single representatives and 
three did not disclose their studies.

Conservation perspectives were evenly distributed across plants, 
animals and society; the scale most focused on was landscape or 
ecosystem (Figure 1).

Figure 1: 	 Respondents were asked at what ecological scale (black 
bars) they focused their efforts and whether this focus was 
predominantly on plants, animals or society (grey bars). 
Respondents (n=53) could choose more than one focus area in 
each category. 

The synthesised questions
We developed a hierarchical classification of the 34 summary questions 
under seven themes (Table 1). Further elaboration of the themes and 
derived questions was provided by 126 sub-questions. This structure 
provides a means of directing people to the area of their interest and a 
more accessible way of presenting research questions, thus allowing 
readers to more readily identify their areas of interest and proceed from 
the more general to the specific depending on their objectives.
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Table 1: 	 Research questions were arrived at through an inductive analysis of 361 questions submitted by members of the broader Cape Floristic Region 
(CFR) conservation community (Data set 310). Main questions are organised under themes and further clarification is provided in the right-hand 
column where relevant. The number of original questions from respondents contributing to a theme or research question is indicated in brackets.

Theme A: Effective conservation management (143 original questions)

A1. What fundamental knowledge of CFR evolution 
(speciation, phylogeny, diversification, endemism) and 
ecology (life-history traits, biotic and abiotic interactions 
and processes driving community assemblages) do we still 
need for effective conservation planning and management?

(21 original questions)

Can vegetation types serve as surrogates of other biota for conservation planning? 
What knowledge of breeding systems, dispersal, recruitment and other critical life-history traits, influence 
of soils and interactions along ecotones, do we need for effective conservation?
What additional taxonomic knowledge and understanding of phylogenetics do we need for 
effective conservation?

A2. How effective is the current conservation estate for 
protecting biodiversity into the future?

(7 original questions)

What are indicators of effective conservation inclusive of all landscape elements, freshwater systems 
and terrestrial?
Are all components adequately mapped to determine their conservation status? 
How effective is the conservation estate at conserving all components of biodiversity?

A3. To what extent are conservation management objectives 
such as ecosystem service or biodiversity conservation 
being achieved outside formal protected areas?

(6 original questions)

What levels of conservation are being achieved on formal and informal private protected areas, under 
stewardship agreements, and on land not under conservation management?

A4. How do we prioritise ecosystems for conservation 
management or restoration?

(7 original questions) 

A5. What approaches to landscape planning and 
management can be developed that will enable us to 
optimise and sustain ecosystem services and biodiversity in 
transformed and production landscapes in a changing world?

(35 original questions)

What are the impacts of various (established and emerging) land uses on biodiversity and 
ecosystem services? 
How do we avoid harmful impacts of infrastructure development? 
How can we optimise infrastructure developments for biodiversity e.g. power lines, rail and road reserves 
as biodiversity corridors?
What green (engineered) infrastructure approaches can be incorporated? 
How do we manage agricultural systems for more ecologically sustainable outcomes?
How can we integrate mixed use landscapes for better conservation? 
How effective are land sparing versus land sharing approaches? 
How can urban planning contribute to ecological sustainability?

A6. How effective are restoration interventions in restoring 
biodiversity and ecosystem function?

(7 original questions)

What restoration methods work for farm lands? 
How do we restore abiotic components?
How do we restore following invasive species?
Are there innovative technologies for restoration?
What degradation processes are irreversible? 
When is partial restoration acceptable?

A7. What spatial configurations are most effective 
for conservation? 

(6 original questions)

How effective are corridors (including agriculture, restored lands, riparian zones) and buffers around 
sensitive systems, among other spatial configurations? 
What spatial surrogates for evolutionary processes actually maintain and sustain these processes?

A8. What are the thresholds beyond which fragmented or 
otherwise impacted ecosystems become dysfunctional in 
maintaining biodiversity and ecosystem services?

(12 original questions)

What is the carrying capacity of wildlife on land units? 
How effective at conservation are fragments with respect to altered fire regime (exclusion or escalation)? 
Are there minimum areas below which extinction debt is accrued? 
What is the genetic integrity on fragments? 
Are tops of mountains facing similar issues to fragments?

A9. How can the design and management of current 
protected areas be optimised to anticipate and adapt 
to likely range shifts in plant and animal species due to 
climate change?

(3 original questions)

How do we mitigate or avoid future losses with current planning and management?

A10. How do we develop a nuanced and responsive 
approach to integrated invasive species management in a 
changing world?

(22 original questions)

What biocontrol options exist for all invasive species, and for which different stages of the life cycle? 
How do we detect emerging weeds and prevent their establishment? 
How do we integrate all levels of policy and management in approaches?
How do we ensure effective and sustainable approaches?

A11. How do we manage fire in a responsive manner in a 
changing world? 

(10 original questions)

What are different optimal fire return intervals for different vegetation units?
What are the thresholds of potential concern for vegetation fires in terms of return interval and spatial cover? 
What role can fire play in restoration, especially integrated into alien plant clearing?
How does one manage wildfire at the urban interface?

A12. Are there effective ex-situ approaches to species 
conservation outside their natural habitat?

(7 original questions)

Is assisted migration a feasible option? 
What are the implications for gene pools? 
Is seed banking an option? 
How effective is search and rescue?
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Theme B: Detecting and understanding change: Monitoring, indicators and thresholds (87 original questions)

B1. How do global change drivers impact biodiversity, 
from species to ecosystem function, including across 
boundaries?

(33 original questions)

What is the impact of a range of drivers (colonialism, loss of herbivores and predators, urbanisation, 
agriculture, fragmentation, mining, commercial bees, wild harvesting, tourism, recreational activities, 
invasive species, N2-fixing invasive species, water abstraction from rivers and aquifers, CO2 and climate 
change) on biodiversity?
What emerging impacts arise from interactions between CO2 and climate change and other drivers of change?
What components of biodiversity are resilient to global change?	
Which ones are susceptible to climate change? 
Does groundwater buffer surface water temperatures?
What can we learn from the impacts of global change on biodiversity across Mediterranean-
type ecosystems?

B2. How is global change affecting ecosystem processes?

(17 original questions)

How are ecosystem processes such as fire regime (intensity and frequency), fog precipitation, species 
interactions and aquatic processes being affected by global change?

B3. What impacts does global change have on ecosystem 
services and livelihoods dependent on biodiversity and 
what adaptation or mitigation will be required?

(4 original questions)

How can humans adapt to reduced natural resources and ecosystem services impacted by climate change?
What have we learnt from past extreme events (e.g. floods and droughts) that will aid us to understand 
and manage future impacts? 

B4. What are the critical interactions and thresholds for 
(irreversible) biodiversity change? 

(13 original questions)

What indicators are robust for detecting thresholds of potential concern or vulnerability timeously for 
remedial action to be implemented?
Which species show common responses to climate change? 
What are the climate thresholds for recruitment, growth, survival, reproduction, and pollinator and 
predation interactions? 
What elements are resilient to change?

B5. How do we best monitor for biodiversity conservation 
in a variable and changing world? 

(17 original questions)

How do we determine baselines in highly specious systems which are spatially and temporally variable 
and subject to stochastic disturbance events? 
Are current vegetation maps and vegetation units good enough for monitoring?
How do we determine which elements are essential for ecological assessment (wetlands, rivers, 
animals etc.)? 
How do we deal with special communities (e.g. seeps with locally endemic species) nested in 
vegetation units? 
What interactions between units (e.g. feedbacks between marine and terrestrial systems) may be critical 
to these systems and need assessment?

B6. How do we determine sustainable guidelines for 
harvesting or consumptive use of indigenous species? 

(3 original questions) 

What levels of harvesting of wild resources are sustainable? 
Are there life-history traits that can indicate suitability for harvesting? 
What are knock-on effects of harvesting? 
What alternatives to wild harvesting would work?

Theme C: Improving governance and action for effective conservation (48 original questions)

C1. What institutional and governance structures are most 
effective at conserving biodiversity?

(3 original questions)

What institutional arrangements promote sustainable development across all sectors?

C2. How can legislation and policy become more effective 
in conserving biodiversity? 

(12 original questions)

Is existing environmental legislation effective? 
How can prosecution under environmental acts become more effective?
Can regulatory processes be simplified while improving effectiveness? 
How does environmental legislation affect behaviour? 
How can environmental impact assessments become more effective in guiding sustainable development 
and reducing biodiversity loss (beyond species of special concern)? 
How can environmental legislation be devolved to the most relevant and effective level?

C3. In a developing world context and in an environment 
of limited resources, how are ecosystem-based concerns 
best integrated into environmental decision-making? 

(8 original questions)

What strategies are effective in bringing environmental concerns into planning and development?
What developments impact negatively on environmental sustainability? 
What compromises and trade-offs are acceptable in conservation in the face of poverty and inequity?
What developments negatively affect nature-based livelihoods?

C4. What biodiversity research outputs do we need to 
influence conservation management and decision-making 
at different scales and across different sectors?

(22 original questions)

How best can biodiversity concerns be mainstreamed in municipal Spatial Development Frameworks and 
other planning tools? 
What tools best support conservation objectives in planning? 
What mechanisms would support the effective translation of scientific knowledge for management and 
decision-making? 
How do we communicate climate change science for effective and efficient conservation management 
and decision-making at different scales and across different sectors?
How can climate change research be made scale effective?

C5. How do we translate international conservation 
strategies for implementation at the local level?

(2 original questions)
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Theme D: Making the case that biodiversity supports critical ecosystem services (19 original questions)

D1. What is the evidence base for links between healthy 
biodiversity and ecosystem services?

(7 original questions)

What impact do invasive species (both plants and animals) have on ecosystem services? 
What biodiversity-friendly practices would improve ecosystem service delivery? 
Do restored ecosystems deliver ecosystem services effectively? 
What is the value of biodiversity-based ecosystem services?

D2. How does biodiversity contribute to human well-being? 

(2 original questions)
What role does nature play in the mental, physical, emotional, social and spiritual well-being of citizens?

D3. What aspects of biodiversity support ecosystem 
function and resilience? 

(5 original questions)

Do CFR species offer redundancy that supports resilience? 
Can we increase the resilience of systems? 
What role do mammals play in supporting resilience?

D4. How do we communicate the evidence base for links 
between healthy biodiversity and ecosystem services 
effectively to society, managers and decision-makers?

(5 original questions)

How is biodiversity information incorporated into non-biological curricula/disciplines? 
What are government officials’ levels of understanding of ecosystem services? 
How can we convince communities and governments to invest in ecosystem services? 
Who should take up messaging around biodiversity and ecosystem services? 
How can scientists communicate better? 
How can knowledge be effectively communicated to conservation managers?

Theme E: Making biodiversity a shared concern (44 original questions)

E1. How can we accommodate different world views to 
provide motivation for conservation?

(14 original questions)

How do people’s world view, value systems and generational differences influence their acceptance of 
conservation messages? 
Which values, perceptions or world views act as barriers to conservation behaviour? 
What is the potential for heritage protection (e.g. archaeological sites, cultural heritage) to complement 
biodiversity conservation?	

E2. How do we obtain people’s support and action for 
biodiversity conservation?

(20 original questions)

How can people be supported to become more environmentally aware? 
How do we develop local ecological literacy at schools and in society?
What has worked in breaking down barriers to biodiversity-friendly behaviour? 
How can conservationists change their messaging to be more effective with other groups e.g. business? 
What aspects or actions by the biodiversity sector alienate the general public and decision-makers?
How can science best be translated to make biodiversity messages accepted? 
Does the use of flagship species work in promoting biodiversity behaviour? 
Can we take advantage of natural disasters for public engagement on environmental issues? 
How can individual citizens best be motivated to take responsibility for environmental concerns in their 
realm of interest?
What knowledge tools that promote conservation can support decision-making by society around 
everyday aspects of their lives? 
What roles can ordinary citizens play to enhance biodiversity conservation?
How can we expand the areas in which people can get involved in conservation action? 
How can citizen science be expanded?

E3. What incentives and enablers can be used to promote 
conservation behaviour among different sectors of society?

(10 original questions)

What influences people’s conservation behaviour? 
What regulatory regimes are effective in influencing conservation behaviour? 
What enablers or incentives ensure that people, including land managers, take ownership of conservation 
action on land? 
What disincentivises conservation behaviour?

Theme F: Securing sustainable funding for biodiversity conservation (21 original questions)

F1. How do we promote investment in ecosystem services 
in a sustainable way?

(9 original questions)

How do we build public support for funding restoration and protection of ecosystem service? 
How much will mismanagement of ecosystem services cost? 
How do we assess the contribution of biodiversity to ecosystem services? 
How do we make the case for future savings through current investment in ecosystem services?

F2. What effective mechanisms can be used to fund 
conservation organisations?

(8 original questions)

How can we counter approaches that require self-funding of conservation: e.g. ecotourism as the sole 
funder of conservation? 
What are the best public–private partnership models to attract investment in conservation? 
What additional value-adding skills can private sector stakeholders provide? 
What skills and resources would improve financial management of conservation?
What impact will global change have on current revenue gaining activities e.g. ecotourism?

F3. How can we improve the benefits to livelihoods 
of investments in protected areas and biodiversity 
conservation?

(4 original questions)

How can using a social ecological systems thinking approach in conservation bring better benefits to people? 
How can conservation be achieved with other land-use options? 
How can the conservation and livelihood outcomes of public conservation orientated poverty-relief 
programmes be improved?

Theme G: Prioritising research (1 original question)

G1. How do we effectively communicate conservation 
research needs to ensure they are taken up by 
researchers?

(1 original question)
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The scope covered 
An assessment of the words used by respondents in their questions 
shows a strong focus on the environment, its characterisation, properties 
and the processes that regulate them (Table 2, Data set 4).10 

Words associated with conservation action were also frequently 
mentioned. Primarily, the interest was focused on vegetation, with 
freshwater systems also predominant. The dominance of vegetation 
as the focus of conservation effort by the group submitting questions 
is emphasised by the fact that terms associated with various types 
of fauna were only mentioned 38 times, while terms associated with 
vegetation types were recorded 210 times. However, the focus was 
not exclusively on biodiversity as terms associated with the human 
dimension and covering social, economic or governance aspects were 
mentioned 354 times (Table 2). Terms associated with tracking change 
and monitoring impact of interventions (monitoring and assessment 
in Table 2) were mentioned 139 times. Direct drivers of change were 
mentioned predominantly in the context of land use (both urban and 
agricultural), followed by invasive species and climate change.

Table 2: 	 Clustering of terms used in respondents’ submitted questions 
(see Data set 4)10

Topics
Number of times terms associated 

with topics are mentioned

Biodiversity conservation

Ecosystem properties and processes 756

Conservation action 488

Vegetation 210

Monitoring and assessment 139

Freshwater systems 77

Animals 38

Soil systems 27

Marine 3

Human dimensions

People, their conservation values 
and behaviour

142

Economic considerations 125

Governance considerations 87

Drivers of change

Land use 135

Invasive species 48

Climate change 39

Meeting current global environmental challenges
An assessment of how reflective the 34 CFR conservation research 
questions (Table 1) are of the elements and pathways in the IPBES 
Conceptual Framework is depicted in Figure 2. There are strong 
emphases on how direct drivers affect nature; how nature provides 
benefits to people and how this affects quality of life. Many questions 
also emphasised the role of institutions and governance. 
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Figure 2: 	 A depiction of how the Cape Floristic Region conservation 
questions address the core elements and linkages of the 
Intergovernmental Science-Policy Platform on Biodiversity 
and Ecosystem Services (IPBES) Conceptual Framework. 
Red numbers indicate the number of questions addressing an 
element and the purple italic numbers indicate the number of 
questions addressing the linkages. One question may address 
more than one element or linkage. The IPBES Framework is 
redrawn from Diaz et al.9 where further explanations of the 
elements and linkages are described.

Discussion
We are fortunate to have documentation of early efforts to prioritise 
conservation research in the CFR.8,12 The first on formal record was 
concerned with diminishing streamflow in the 1930s.13 In response, the 
Jonkershoek Small Catchment Experiments were established to understand 
the effect of fynbos versus plantation pines on water delivery.13 In the 
current study, questions associated with the management of freshwater 
systems and control of invasive alien species remain high priorities.

In 1945, Wicht and other prominent biologists under the auspices 
of the Royal Society of South Africa investigated the causes of the 
‘degradation’ of Cape vegetation.12 Enduring themes from that period 
and that remain of concern today are fire management, catchment 
hydrology, invasive alien species and land-use conversion. Issues that 
have receded as conservation priorities are grazing management and 
soil erosion.14 However, an emerging concern is the impact of stocking 
natural areas with wild herbivores, many extralimital. Conservation for 
the sake of providing recreational and educational opportunities for city 
dwellers was touched on in the Wicht report,12 but the need for research 
on these topics and on urban ecology is more recent. Governance, 
institutional arrangements and interactions between wider society and 
conservation practitioners are more urgent in the current era, reflecting 
the nexus between conservation and the broader society that informs 
the SDGs and IPBES.

A further assessment of research needs and funding priorities for the 
CFR identified six themes.7 Steyn et al.’s7 first theme (Discovering and 
understanding the Cape Floristic Region’s biodiversity) is similar to A1 
in the current study (Table 1) but their subsequent topics (Ecosystem 
health and services, Fragmentation, Climate change, Alien Invasives, 
and Freshwater systems) speak more narrowly to specialist biodiversity 
researchers than to implementers of research findings. We consider 
land use as a driver of change more broadly, and issues around social, 
governance and conservation management which emerged strongly in 
our study as requiring research in their own right, are dealt with by Steyn 
et al.7 as communicating with and influencing people under each theme 
but are not elaborated on as research topics.

While questions around fundamental biodiversity knowledge (A1) and 
impacts of global change on biodiversity (B1) are dominant, most of the 
other questions in our Themes A and B focus on research to inform the 
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design, management and monitoring of conservation measures. Over a 
third of all the questions (Themes C–F) deal with developing knowledge 
around topics which do not focus directly on biodiversity, including 
governance, promoting conservation through ecosystem services, 
communicating and eliciting conservation action from broader society 
and how to fund biodiversity conservation sustainably. A 2014 synthesis 
of CFR research suggested a focus predominantly on biodiversity 
components.5 While in respect of invasive alien species, South African 
research is largely focused on ecological processes and impacts, with 
social and applied research under-represented.15 

The use of words and terms in our respondents’ questions suggests 
independently that the derived questions reflected the intentions of the 
original questions. Vocabulary focused on understanding ecosystems 
and transferring this knowledge into conservation action, while 
recognising that governance, institutions and wider society are important 
elements. One lone, but somewhat relevant question in Theme G, is 
how researchers might be encouraged to pursue conservation relevant 
research. This question is pertinent because the majority of questions 
we solicited came from people working broadly in conservation 
implementation and not from researchers. Thus the research agenda 
is driven mainly by conservation practitioners and policymakers. 
Moreover, many of the questions require research in the social sciences 
and humanities and these groups were poorly represented among our 
respondents. The challenge of integrating social sciences and humanities 
effectively in conservation research, and not merely delegating them to 
service provision roles, is well recognised.16-18

There is general congruence between Sutherland et al’s.3 global questions 
and our CFR questions, although 23 of the global questions were not 
addressed for the CFR (e.g. marine systems, polar ice or permafrost, 
and sea level rise). In contrast, while gaps in fundamental ecological 
knowledge are explicitly addressed by CFR participants, Sutherland et 
al. mention this only in their preamble3 to their Ecosystem Management 
and Restoration section. 

The shrublands of the CFR have the highest number of threatened 
ecosystems19 and the highest density of taxa of conservation concern in 
South Africa20. Soils are of very low organic content and wildfire regularly 
destroys above-ground biomass as an intrinsic process that sustains 
fynbos; so this system is unlikely to support ecosystem-based carbon 
capture projects to mitigate climate change. This highlights the need 
for locally relevant approaches to manage biodiversity in shrublands 
even when they run counter to the global focus on forestation as a 
mechanism for capturing carbon. Global conservation topics that are 
also not germane to the CFR are nanotechnology, GMOs and climate 
change associated animal vectors.

In contrast to the global questions,3 the CFR questions more frequently 
dealt with the nuances of governance and human values, perceptions 
and behaviour associated with conservation (and how these can 
be influenced). These are probably best addressed at the local level 
and reflect heightened awareness for research on these topics as 
a consequence of initiatives such as the Cape Action Plan for People 
and the Environment (C.A.P.E.).21 The IPBES Conceptual Framework9 
also strongly emphasises the interlinkages between these components, 
suggesting the local questions reflect concerns that are globally 
recognised as important for biodiversity conservation. 

Historically, concern by the public for conservation in the CFR was vested 
in resources such as game and wildflowers that wealthy or propertied 
people wanted to protect from the competing demands made by poor 
people for livelihood support.22 In the modern era, understanding the social 
context of conservation, and of using conservation to provide pathways 
out of poverty is pronounced. While acknowledging the interdependence 
between people and the environment, as reflected in the IPBES Conceptual 
Framework,9 some questions also addressed how development 
prerogatives for poverty alleviation could be met while ensuring a 
sustainable future. Similar questions have been raised around the SDGs.23

The capacity of the current questions to populate most of the elements 
and major linkages of the IPBES Conceptual Framework9 suggests that 
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our respondents are well aware that ensuring conservation of the CFR 
requires knowledge that includes people and their institutions as well as 
biodiversity. The alignment of the questions with the IPBES Conceptual 
Framework suggests that a large sector of the general conservation 
community in the CFR regard conservation in the context of global 
sustainability and connectedness to society, mirroring the role that 
conservation can play in attaining the SDGs. Despite this, the original 
questions overwhelmingly reflect a positivist approach of delivering 
evidence based on natural science methods of research, not surprising 
given the background of the majority of respondents in this study. 

The CFR questions reflect that an interdisciplinary and intersectoral 
approach is called for that addresses dynamic social-ecological systems 
changing through time as a consequence of global and local pressures. 
The concept that biodiversity conservation is about pristine areas is also 
eroding with matters being raised around urban and production landscapes. 

Our results are unlikely to be affected by low survey response rates or 
non-response bias. Sheehan24 showed a decline in response rates to 
email solicited surveys from rates over 50% in the early days of email 
to an average response of 33% for the period 1996–2000. In this 
context, and given that there is a negative relationship between response 
rates and long surveys such as ours,25 we consider our response rate 
of 30% (53 respondents) to be high. Variation in response rates by 
occupation was low, and researchers, who showed a slightly lower 
response rate, still made up the largest respondent group. We feel that 
our online approach made our survey accessible to a broader range of 
respondents from different sectors and the anonymity of respondents 
facilitated submissions on a broader range of topics than alternatives 
like workshopping.

We conclude that the questions provided by the conservation sector in the 
CFR show a willingness on the part of this community to work towards 
conservation in a societal context that will support, for example, the 
SDGs. However, we recognise that inclusion of multiple disciplinary and 
societal perspectives is missing from this analysis. Such a broadening 
of perspectives is likely to change the nature of the questions presented 
here as plurality of knowledge is brought to bear on this broadly natural 
science approach to conservation knowledge generation.16-19
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Klipdrift Cave in the southern Cape, South Africa, provides new insights into shellfish harvesting during 
the Later Stone Age (14–9 ka) period associated with the Oakhurst techno-complex. Two shellfish species 
dominate: Turbo sarmaticus and Dinoplax gigas. An abrupt shift in the relative frequencies of these species 
occurs in the middle of the sequence with T. sarmaticus almost completely replacing D. gigas. The shift in 
dominant species is likely due to environmental change caused by fluctuating sea levels rather than change 
in sea surface temperatures. The shellfish assemblage shows that local coastal habitats at Klipdrift Cave 
were somewhat different from those of contemporaneous sites in the southern Cape. Although the shellfish 
specimens are smaller at Klipdrift Cave than those from Middle Stone Age localities such as Blombos Cave, 
there is no robust indication that larger human populations at Klipdrift Cave during the Oakhurst period might 
have caused this change in size. Environmental or ecological factors could have restricted shellfish growth 
rates as some experimental works have suggested, but this possibility also remains to be further explored.

Significance:
•	 The dominance of D. gigas and T. sarmaticus at Klipdrift Cave is surprising, as it indicates a local habitat 

slightly different from other similar sites during the Oakhurst period.

•	 The shift in dominance from D. gigas to T. sarmaticus indicates changing climatic and environmental 
conditions during the Oakhurst period, 14–7 ka.

Introduction
Early evidence for the exploitation of shellfish for subsistence traces back to at least 164 ka during the Middle Stone 
Age (MSA) in South Africa1, and by 100–60 ka shellfish were systematically and intensively exploited at a handful of 
sites2-5. Evidence for the use of shellfish for purposes other than food, such as making containers and ornaments, 
appears from 100 ka to 75 ka in the southern Cape.6-8 It is, however, possible that many older sites containing shellfish 
remains were destroyed by the Marine Isotope Stage 5e sea level transgression.1 Further, there is little evidence for 
shellfish exploitation between 50 ka and 14 ka, mainly because of the paucity of coastal sites from this time period. 

Evidence for shell-fishing re-appears at around 14 ka in the southern Cape,9 at the end of the period associated 
with the Robberg techno-complex. Shellfish become more abundant in sites during the subsequent period linked 
to the Oakhurst techno-complex, around 14–7 ka, although sites from this period with shellfish are still relatively 
uncommon.10,11 The most abundant evidence for intensive shellfish exploitation comes from the ‘megamidden’ 
period, between 3 ka and 2 ka, from the West coast, which is dotted with extensive open shell middens.12

Here we present new data on shellfish exploitation during the Oakhurst period from a recently excavated Later 
Stone Age (LSA) site – Klipdrift Cave (KDC) – situated in the southern Cape. We compare our data to those from 
contemporary sites in the region by examining the role that shellfish played in the subsistence of these coastal 
dwellers. Climatic and predation pressure hypotheses are examined against these data. We investigate three main 
issues: the nature of marine shellfish exploitation; the intensity of shellfish collection; and the extent to which 
climate and environmental conditions can be deduced from shellfish remains.

The Oakhurst period in context
The term Oakhurst techno-complex is used here for sites that typically date to ~14–7 ka10,13 and that follow the 
Robberg techno-complex, although regional variants occur across southern Africa14. Furthermore, the transition 
between entities such as the Robberg and Oakhurst in the Cape region was not synchronous.11 The Oakhurst is 
characterised by non-microlithic and bladelet poor lithic assemblages dominated by unstandardised flakes, and 
frequent use of coarser grained lithic raw materials.15-17 Formal tools are rare and consist mainly of medium to 
large scrapers. Non-lithic artefacts associated with the Oakhurst include worked bone, ostrich eggshell beads 
and ornaments as well as worked marine shell and beads.10 The Robberg period is characterised by relatively 
few shellfish remains, but during the Oakhurst, shellfish, fish, marine mammals and seabirds are present in the 
deposits. Initially the Oakhurst people also hunted large-to-medium-sized game such as eland and warthog, but 
these prey were later replaced by browsers, likely reflecting a change towards a woodier habitat.18

Shellfish remains during the Oakhurst Complex on the southern Cape coast
Of the eight securely dated Oakhurst sites (Figure 1a) in the southern Cape10, four – Nelson Bay Cave (NBC)9, Matjes 
River Shelter (MRS)19, Byneskranskop 1 (BNK 1)20, and Oakhurst Shelter21 – contain significant shellfish remains, 
probably because they were close to the coast. At inland sites such as Boomplaas Cave (BPA) and Kangkara Cave,15 
Wilton Large Rock Shelter22 and Melkhoutboom Cave23, shellfish are rare, and, when present, may have predominantly 
been used for non-subsistence purposes such as the manufacture of ornamental and decorative items.

The shellfish from three of the four sites have been described to varying degrees. The shellfish from Oakhurst Shelter 
were listed to species level but not quantified. The impression is that the shellfish samples were not retained during 
excavation.24 It is, however, evident that the white sand mussel (Donax serra) is the most common species in the 
Oakhurst levels.21 Therefore, NBC, MRS and BNK 1 are described in more detail below.
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Figure 1: 	 (a) Sites containing material from the Oakhurst Complex in the southwestern Cape, (b) Klipdrift Complex (Klipdrift Cave is the western section and 
Klipdrift Shelter is to the east), and (c) part of the Klipdrift Cave natural stratigraphic profile and associated accelerator mass spectrometry dates 
(dates provided by Beta Analytics). 

NBC and MRS are situated approximately 10 km apart with similar 
rocky shores and sandy beaches in close vicinity. The most common 
species in the Oakhurst levels are the bivalves Perna perna (brown 
mussel), D. serra and Choromytilus meridionalis (black mussel). At both 
sites, there is an inverse correlation in the frequency of these species 
over time.9,19 At  NBC, C. meridionalis is replaced by P. perna around 
10 ka whilst D. serra frequencies increase at the same time.9,11 At MRS, 
P. perna increases sharply relative to C. meridionalis by 9.5 ka13, but, 
unlike at NBC, D. serra is most common in the earlier layers, dated to 
10 ka, and decreases as P. perna increases19. These changes in species 
representation over time have been interpreted as indicative of changing 
environmental conditions.9,19

At BNK, shellfish are present in the Oakhurst layers in relatively low 
frequencies; the total minimum number of individuals (MNI) is 310. 
The frequencies gradually increase from the oldest 13 ka to the youngest 
7 ka Oakhurst layers, but only become significantly abundant in the 
overlying layers attributed to the Wilton period.11,20 The low numbers 
probably reflect an increased distance from the shore prior to the Wilton. 
Numbers of C. meridionalis and P. perna are negligible, although the 
former outnumbers the latter in all the Oakhurst layers. D. serra is the 
most common species in all but the youngest Oakhurst layer, dated 
to 7 ka, where Turbo sarmaticus (alikreukel) become more common. 
Although the authors listed non-modified D. serra under the general 

shellfish table, they were not convinced that they were brought in 
primarily as food, but suggest that they had been used as artefacts, as 
some perforated fragments were found.20 Modified D. serra shells have 
not been reported from NBC and MRS.

Shellfish as a proxy for human population sizes
It has been argued that the sizes of gastropods, and variation in shellfish 
species, from archaeological sites may provide an estimate of the extent 
and intensity of harvesting of these animals as food, which in turn can be 
used as a reflection of human population size.4,25,26 The reduced size of 
gastropods in LSA sites relative to those from MSA localities in southern 
Africa has been used to imply intensified collection due to higher human 
population size during the LSA.4,25,27 In addition, MSA assemblages tend 
to contain a smaller range of mostly larger species, and the few smaller 
species tend to occur in low numbers relative to LSA assemblages.26 
As  such, gastropod size and species abundance have been used to 
argue for smaller human population sizes during the MSA.4,25,27 Another 
argument is that the reduced gastropod size could be due to environmental 
factors affecting shell growth rates, particularly as non-food species are 
also reduced in size in the LSA compared to MSA.28 It is also interesting 
that data on Nerita tessellata (tessellated nerite snail) from the Caribbean 
island of Nevis indicate that shellfish size increased despite intensive 
exploitation by human populations between 890 and 1440 AD.29
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Site background
KDC (34o27.0963’S 20o43.4582’E) is located on the coast in the 
De Hoop Nature Reserve on Portion 20 of farm 516, Swellendam District 
in the southern Cape, South Africa (Figure 1a and 1b). It forms part of 
the Klipdrift Complex where Klipdrift Shelter, a Howiesons Poort locality, 
is also found.5 KDC was first excavated in 2010 and subsequently 
in 2011. The surface of the deposit in KDC is truncated possibly by 
mid-Holocene higher sea levels, but excavations over an area of 
2.75 m2 revealed horizontal in-situ depositional layers with exceptional 
preservation of bone, shell, charcoal and ostrich eggshell. The lithics are 
assigned to the Oakhurst techno-complex, and the top and bottom of the 
excavated sequence have been dated to approximately 10 ka and 13 ka, 
respectively (Figure 1c).13

Materials and methods
All the shellfish remains retained in the 3-mm sieve from layers JY through 
KAE, which form 85% of the total excavated volume (0.93 m3) at KDC, were 
analysed. Whole shellfish <2 cm are not considered to be food items30 but 
rather animals that landed up in the site incidentally, for example through 
attachment to bigger shells, and are not included in this analysis.

The methods and techniques adopted for analysing marine shellfish 
from KDC involve species identification, determining the MNI, weighing 
the shells, and measurements of the maximum ‘length’ of T. sarmaticus 
opercula and limpet shells. Both MNI and weight are used as rare species 
may be underrepresented when only MNI is used31 and further because 
post-depositional damage can affect the MNI counts32.

MNI counts for T. sarmaticus are derived from counting apices and opercula 
and the highest value is considered the MNI. The weight for T. sarmaticus 
species given here includes the opercula and shell weights. The MNI values 
for other gastropods are calculated by counting the apices. For Dinoplax 
gigas (the giant chiton), the front, middle (the number of middle valves 
divided by six), and rear valves were counted separately. The greatest total 
for the three categories was taken as the MNI. Left and right hinges of 
bivalves were counted separately, and the highest value taken as the MNI.

Results
Species composition
Eleven mollusc species with a total MNI of 5330 were identified from 
197.69 kg of shellfish remains (Table 1). Both Diloma sinensis and D. tigirina 

(periwinkles) are present, but, as the apices are usually separate from the 
identifiable body whorl, the shell weights and MNI have been combined 
for these two species and listed as Diloma spp. No shell fragments of 
D. variegata were found, and it is therefore assumed that only the former 
two species are represented by the apices of this family at KDC. All the 
species identified occur in the southern Cape today,33 and no cold-water 
indicator species (e.g. Cymbula granatina, granite limpet) are present.

All species listed in Table 1 are edible, and most were presumably collected 
primarily as food. It is possible that the white mussels (D. serrra) were first 
eaten, and some shells subsequently used for other purposes, as 14 of the 
valves have ~10 mm circular perforations near the centre. The angular 
surf clam, Scissodesma spengleri, present in small numbers throughout 
the sequence, may also have been used for purposes other than food.34 
This species occurs subtidally in the deeper surf zone, and is therefore 
difficult to collect live but specimens do wash up after storms.35 The KDC 
specimens do not appear waterworn, but, according to G. Branch (2013, 
written communication, May 15), these washed up shells are seldom 
damaged or waterworn. Thus, it is not clear whether these specimens 
were collected dead or alive. Some of the valves have what appears to 
be retouch on the ventral side, and might have functioned as a sort of 
scraper, but this possibility needs further investigation. Incidental, non-
food species consist mostly of barnacle fragments and juvenile limpets.

Shellfish exploitation through time
T. sarmaticus and D. gigas are the most frequently occurring species 
throughout the assemblage (Tables 1 and 2), contributing over 93% in 
terms of MNI and 95% in terms of weight. All other species combined 
contribute <4% in terms of weight, and 7% in terms of MNI to the 
total assemblage (Table 2). P. perna, Haliotis midae (abalone), Haliotis 
spadicea (Venus ear, a small abalone), Scutellastra longicosta (long-
spined limpet) and S. spengleri (surf clam) occur in negligible numbers. 
Cymbula oculus (goat’s eye limpet), Diloma spp. and Burnupena cincta 
(whelk) occur in slightly higher numbers than the aforementioned, but 
still at very low frequencies relative to D. gigas and T. sarmaticus.

D. gigas is the most abundant species in the site, both in terms of weight 
and MNI (Table 1). There is an inverse relationship in frequency between 
D. gigas and T. sarmaticus through time, with the former being most 
abundant in the lower part of the sequence (layers KAE–JZB), and the 
latter in the upper four layers (JZA–JY). On a much smaller scale, the 
frequencies of B. cincta, C. oculus and Diloma spp. follow a similar 
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Table 1: 	 Klipdrift Cave: Minimum number of individuals (MNI) and weight (g) of shellfish from the Oakhurst layers

Species

Layer

JY JYA JZ JZA JZB KAB KAC KAD KAE TOTAL

MNI g MNI g MNI g MNI g MNI g MNI g MNI g MNI g MNI g MNI g

Turbo 
sarmaticus

279 16 477 167 4959 280 19 605 196 15 889 14 534 22 735 17 520 44 2 168 32 2280 1 051 63 167

Dinoplax 
gigas

53 906 83 1598 137 2843 85 1896 25 397 107 1999 132 3261 1771 75 142 1527 39 509 3920 127 551

Diloma spp. 3 145 10 405 63 1330 13 453 1 7 1 8 1 37 3 29 1 8 96 2422

Cymbula 
oculus

33 449 31 691 46 901 2 69 1 2 1 7 1 4 1 4 1 4 117 2131

Scutellastra 
longicosta

    2 11 1 7 1 20                     4 38

Perna perna 4 10 1 1 1 1     1 1 1 3 1 4         9 20

Haliotis 
midae

1 3 1 2     1 5     1 6             4 16

Haliotis 
spadicea

            1 2                     1 2

Burnupena 
cincta

1 1     1 1 1 7 1 16 6 72 14 171 24 328 17 428 65 1024

Donax serra 7 163 4 30 9 128 8 76 1 27 10 158 3 103 5 130 2 117 49 932

Scissodesma 
spengleri

1 5 1 1 1 5 1 6 1 4 1 31 1 55 6 208 1 73 14 388

Total 382 18 159 300 7698 539 24 821 309 18 423 45 988 150 3019 170 4155 1854 78 009 1581 42 419 5330 197 691
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pattern: B. cincta is most common in the lower layers associated with 
D. gigas and all but disappears in the upper layers, whereas the relative 
frequencies of C. oculus and Diloma spp. increase in the upper layers 
(Figure 2). D. serra is present in all layers in low numbers, but its relative 
frequency is highest in the same layers where B. cincta is most common.
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Figure 2: 	 Relative abundance (%) per layer of the five most common 
shellfish species, based on weight, from Klipdrift Cave.

P. perna are absent from the lowermost two layers and layer JZA, and 
constitute only between 0.2% and 2.2% of MNI in the layers in which 
they do occur (Table 2). H. midae and H. spadicea occur in negligible 
quantities, but it is notable that they are only present in layers above JZB, 
except for a few fragments in KAB (Table 2).

KDC contains a limited number of species (n=11) relative to the other sites, 
particularly MRS (n=20). Some shellfish species, such as the Aulacomya 
atra (ribbed mussel), C. compressa (kelp limpet) and C. granatina, are 
restricted to one site (MRS). Limpets are rare at KDC and BNK 1 and more 
common at NBC and MRS. S. spengleri is present only at KDC and BNK 1 
(Supplementary table 1).

Shellfish density through time
Shellfish densities at KDC are very high in the three uppermost and 
two lowermost layers of the sequence (Figure 3). Densities are the 
lowest between layers KAC and JZA. Layer KAD has the highest shell 
density (~374 kg/m3) and JZB the lowest, at ~28 kg/m3. Jerardino36 
cautions against using density measures particularly when making inter-
site subsistence comparisons. However, as KDC is a ‘closed’ cave (as 
opposed to open air sites), intra-site density comparisons are less likely 
to be significantly problematic, although deposition rates may have differed 
between layers.

Figure 3: 	 Density of shellfish per layer (kg/m3) in Klipdrift Cave.

Shellfish size

Turbo sarmaticus opercula
The southern Cape species most frequently used for size measurements 
are various limpets and the opercula of T. sarmaticus. The latter are used 
as a proxy for shell size as shells tend to be fragmented in archaeological 
assemblages.37 Descriptive statistics for T. sarmaticus opercula from 
KDC are given in Table 3 and summarised using box plots (Figure 4).

Table 3: 	 Klipdrift Cave: Turbo sarmaticus opercula descriptive statistics 
per layer (mm)

Layer n Minimum Maximum Mean Median s.d.

JY 94 18 46 32.4 33 6.23

JYA 50 10 46 31.7 32 6.69

JZ 114 20 44 33.8 34 5.61

JZA 52 17 48 35.4 36.5 6.43

JZB 7 26 41 34.7 36 5.19

KAB 7 13 36 28.3 30 7.23

KAC 5 14 38 29.8 33 9.83

KAD 13 24 47 37.1 39 6.55

KAE 6 16 45 32.3 35 11.13

Opercula lengths range between 10 mm and 48 mm through the sequence. 
The median value is highest in layer KAD, at 39 mm, and lowest in KAB 
(30 mm) (Table 3). The data for opercula are also presented using box 
plots (Figure 4). This figure shows some variations within the sequence. 

	 Oakhurst at Klipdrift Cave and shellfish exploitation
	 Page 4 of 9

Table 2: 	 Klipdrift Cave: Relative abundance (%) of each species per layer based on minimum number of individuals (MNI) and weight (g)

Species

Layer
Total

JY JYA JZ JZA JZB KAB KAC KAD KAE

MNI g MNI g MNI g MNI g MNI g MNI g MNI g MNI g MNI g MNI g

Turbo sarmaticus 73.0 90.7 55.7 64.4 51.9 79.0 63.4 86.2 31.1 54.0 14.7 24.3 10.0 12.5 2.4 2.8 2.0 5.4 19.7 32.0

Dinoplax gigas 13.9 5.0 27.7 20.8 25.4 11.5 27.5 10.3 55.6 40.2 71.3 66.2 77.6 78.5 95.5 96.3 96.6 93.1 73.5 64.5

Diloma spp. 0.8 0.8 3.3 5.3 11.7 5.4 4.2 2.5 2.2 0.7 0.7 0.3 0.6 0.9 0.2 0.0 0.1 0.0 1.8 1.2

Cymbula oculus 8.6 2.5 10.3 9.0 8.5 3.6 0.6 0.4 2.2 0.2 0.7 0.2 0.6 0.1 0.1 0.0 0.1 0.0 2.2 1.1

Scutellastra longicosta 0.0 0.0 0.7 0.1 0.2 0.0 0.3 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0

Perna perna 1.0 0.1 0.3 0.0 0.2 0.0 0.0 0.0 2.2 0.1 0.7 0.1 0.6 0.1 0.0 0.0 0.0 0.0 0.2 0.0

Haliotis midae 0.3 0.0 0.3 0.0 0.0 0.0 0.3 0.0 0.0 0.0 0.7 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0

Haliotis spadicea 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Burnupena cincta 0.3 0.0 0.0 0.0 0.2 0.0 0.3 0.0 2.2 1.6 4.0 2.4 8.2 4.1 1.3 0.4 1.1 1.0 1.2 0.5

Donax serra 1.8 0.9 1.3 0.4 1.7 0.5 2.6 0.4 2.2 2.7 6.7 5.2 1.8 2.5 0.3 0.2 0.1 0.3 0.9 0.5

Scissodesma 
spengleri

0.3 0.0 0.3 0.0 0.2 0.0 0.3 0.0 2.2 0.4 0.7 1.0 0.6 1.3 0.3 0.3 0.1 0.2 0.3 0.2

Total 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
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For example, larger individuals are apparent in layers KAD and JZA while 
KAB and JYA have proportionally smaller individuals.

Figure 4:	 Box plots summarising the lengths of opercula of Turbo 
sarmaticus from Klipdrift Cave through time. Centre lines show 
the medians; box limits indicate the 25th and 75th percentiles 
as determined by R software; whiskers extend 1.5 times the 
interquartile range from the 25th and 75th percentiles; outliers 
are represented by dots. Number of sample points per layer is 
given on the left. (Constructed using BoxPlotR at http://shiny.
chemgrid.org/boxplotr/).

KDC measurements were compared with those from other LSA localities 
(Blombosfontein [BBF], Blombos Cave [BBC], and NBC) and MSA sites 
(Klasies River [KR], Klipdrift Shelter [KDS], and BBC) from the southern 
Cape (Supplementary table 2; Supplementary figure 1). BBF 2 specimens 
are slightly larger than those from both KDC and NBC sites while there is 
a progressive decrease in size of Turbo opercula for younger LSA sites. 
The difference in size of specimens between Oakhurst and post-Oakhurst 
assemblages such as BBF 3 is significant (Supplementary figure 1). 
The general trend is that specimens from MSA sites are larger than those 
from LSA ones; for example, there is a significant difference between BBC 
M2 and KDC (Supplementary figure 1).

Cymbula oculus shells
The most common limpet species present at KDC is C. oculus. As whole 
(measurable) C. oculus shells were rare (n=17), the measurements 
were combined for all layers (Supplementary table 3). While the sample 
size is small, we include the data here as a contribution to the available 
information on shellfish size patterns during the Oakhurst period in the 
southern Cape. As with the T. sarmaticus measurements, C. oculus 
measurements from KDC were plotted against those from other MSA 
and LSA sites in the southern Cape (Supplementary figure 2). C. oculus 
specimens from KDC are smaller in size than those from NBC Oakhurst 
layers (Supplementary table 3) using the median index (66.5 mm against 
62 mm). C. oculus specimens from MSA sites such as KR and BBC are 
larger than those from KDC by at least 7 mm (Supplementary figure 2).

Discussion
We address two main issues here: first, whether the change in shellfish 
species over time at KDC could be attributed to climate, environment and/
or human choices; and second, whether human agents were responsible 
for the differences in the shellfish sizes observed at KDC.

Change of shellfish species composition at Klipdrift Cave
The KDC data present two clear patterns of exploitation: (1) the 
dominance of D. gigas in the lower layers, with AMS dates centring on 
14 ka and 13 ka and (2) the high frequency of T. sarmaticus in the upper 
layers, from layer JZA (Figures 2 and 3). The question we explore here 
is whether this shift in the presence of species is related to changes in 
sea surface temperatures, habitat change or deliberate human choice.

Shellfish species composition has often been used as an indicator of 
sea surface temperatures.2,9,19 However, only a few species are effective 
temperature indicators. These species include C. granatina and A. atra35,38 
that occur on the west coast and are indicative of cool temperatures. 

The (non-food) species such as Cellana radiata capensis and Alaba 
pinnae indicate warmer waters38 but these species do not occur at 
KDC. The  species conventionally used as temperature indicators – 
C. meridionalis for ‘mostly cool’ temperatures and P. perna and C. oculus 
for ‘mostly warm’ sea surface temperatures – cannot be regarded as 
reliable proxies for sea surface temperatures.38 An experimental study 
has suggested that C. meridionalis do not thrive in temperatures above 
18 °C39, but C. meridionalis can co-exist with P. perna in the south coast 
surviving in sea surface temperatures above 20  °C40. This supports 
the Langejans et al.38 suggestion that C. meridionalis and P. perna may 
not be reliable temperature indicators. Furthermore, there are minor 
differences in habitat preferences between C. meridionalis and P. perna 
that may cause them to co-exist spatially separated in the same locality. 
C. meridionalis, for example, occurs on rocks on the low shore that are 
associated with sand while P. perna occurs on the high shore on rocks 
which are not usually covered by sand.40

As most of the species that occur at KDC thrive in both warm and cool 
sea temperatures (Table 4), it is difficult to infer sea surface temperatures 
at the times of occupation. However, the absence of C. granatina, a more 
reliable cold-water indicator species35,38 at KDC, NBC and MRS suggests 
that sea surface temperatures in the southern Cape coast were mildly 
warm during the Oakhurst period.

Table 4: 	 Shellfish species present at Klipdrift Cave and sea surface 
temperature38

Species Sea surface temperature

Dinoplax gigas Warm and cool

Turbo sarmaticus Warm and cool

Diloma sinensis Warm and cool

Diloma tigrina Warm and cool

Cymbula oculus Mostly warm

Perna perna Mostly warm

Haliotis midae Warm and cool

Haliotis spadicea Warm and cool

Burnupena cincta Warm and cool

Donax serra Warm and cool

Scissodesma spengleri Mostly warm

Species representation can also reflect past habitats. In this regard it 
is surprising that C. meridionalis is not present, even in the lower KDC 
sequence, as the dominant presence of D. gigas suggests sand inundated 
rocky shores – a habitat that is attractive to C. meridionalis. This species 
is also present at the other Oakhurst sites mentioned. The low incidence of 
sessile mussels such as P. perna at KDC (Tables 1 and 2) is also unusual 
as they are typically common in LSA sites of the southern Cape coast 
such as NBC9, MRS19 and the BBF sites (dating from ca 6 ka to 0.5 ka)32.

The fluctuating presence of D. gigas and T. sarmaticus at KDC may be due 
to changes in the habitat best suited to each species over time. The shift 
from the dominance of the more sand-tolerant species, D. gigas, in the 
lower layers (12 ka) to the dominance of T. sarmaticus in the upper layers 
may suggest scouring out of sand in the later period. T. sarmaticus would 
have thrived in a habitat with more exposed rocks and less sand. The near 
absence of sessile mussels at KDC may suggest a sheltered sandy bay 
in front of the cave at times – an environment not favoured by these 
species.41 The slight increase in sessile mussels towards the top of the 
sequence could indicate a change to rockier shores and rock pools that 
would also have attracted T. sarmaticus and limpets such as C. oculus.41

The subtle changes in coastal morphology suggested by the shifting 
dominance of the species may have been a result of rising sea levels 
and is less likely due to changing sea surface temperatures. The rising 
sea levels signalled the transition from the Last Glaciation towards 
the Holocene epoch. The complete absence of H. midae and the low 
incidence of P. perna and C. oculus (species that do not tolerate overly 
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sandy environments) in the ca 10 ka layers42 support a scenario of a sandy 
dominated marine environment around this time.

A final scenario to consider for the change of species composition at 
KDC is whether this change relates to human choice, acknowledging that 
it is complicated to discriminate between changes resulting from human 
choice and those from the environment.28,43 Although the dominant 
species at KDC prefer slightly different habitats, it is common for them 
to, at times, occur in close vicinity, suggesting that both could have been 
available for collection during gathering events.

One possible indication that human choice was responsible for the 
difference in representation through time is the size of T. sarmaticus in the 
lower layers. If the coastal zones were newly colonised by this species 
in the lower layers, then one would expect the population to consist of 
smaller animals, migrating from crowded subtidal populations, not the 
larger ones that tend to stay in the lower subtidal areas.33,44 While Turbo 
opercula measurements in the lower layers at KDC (Table 3) indicate a 
relatively small average size, there are some large individuals present, 
particularly in layers KAE and KAD (Figure 4). The presence of such 
large individuals suggests that a mature Turbo population was present 
and available and could be tentative evidence that people actively chose 
to collect D. gigas in the older levels, despite the availability of good-
sized T. sarmaticus. However, it seems more convincing at present 
to suggest that the shifting dominance of D. gigas and T. sarmaticus 
at KDC was caused by habitat change rather than human preference. 
A similar scenario is suggested for the MSA site of KDS at the same 
locality, where D. gigas replaces T. sarmaticus and H. midae in the upper 
layers.5 This argument may be tested by future research when refined 
palaeoenvironmental reconstructions of KDC become available. In the 
instance of C. meridionalis and P. perna, it is unlikely that people would 
discriminate between the former and the latter when collecting, as they 
are presumably the same in terms of size and taste.9 Thus, the absence 
of C. meridionalis and the rarity of P. perna may be most likely explained 
by environmental factors rather than human decision to not collect them.

Cause(s) of size reduction
Shellfish sizes in archaeological sites have been linked to human 
population sizes and the intensity of harvesting. Here, the comparison 
of shellfish size between MSA and LSA sites in the southern Cape 
is discussed only for T. sarmaticus opercula and C. oculus shell 
measurements. Given the relative rarity of C. oculus at KDC, their overall 
small size (Supplementary table 3) is unlikely caused by human predation 
pressure. There is no criterion established for comparing D. gigas sizes 
although they are numerous at KDC45, KDS and BBC MSA38,46 and are 
also present at MRS, between 9.6 ka and 7 ka19. Comparing their size 
through time may be a subject for later research.

As detailed above, KDC T. sarmaticus opercula are smaller in size than 
those from the MSA of KDS, BBC and KR sites, but larger than most post-
Oakhurst assemblages from BBC, KR and BBF (Supplementary figure 1). 
The few measurable C. oculus at KDC are also smaller than those from 
MSA sites and more like those from the Oakhurst layers at NBC.

Although most analysts of the southern Cape coast molluscs3,4,25,27 argue 
that intensive harvesting of shellfish due to larger human population is a 
leading cause of reduction in average size of marine molluscs through 
time, others28,43,47,48 question this proposition. Jerardino et al.43 and Sealy 
and Galimberti28, for example, point out that C. meridionalis in MSA and 
LSA occurrences are similar in size while limpets (e.g. C. oculus and 
S. argenvillei) and turban shells (e.g. T. sarmaticus) are smaller in the LSA. 
Klein and colleagues4,25,27 believe that the lack of significant difference in 
C. meridionalis sizes between MSA and LSA sites on the west coast is 
due to this species’ rapid colonisation relative to that of slower growing 
gastropods or turban shells such as T. sarmaticus.

It may be significant that non-food shellfish such as Nassarius 
kraussianus (tick shell) from the MSA at BBC are significantly larger 
than those from the LSA levels at the same site and at Die Kelders.28 
It is unlikely that the reduced sizes of N. kraussianus in LSA contexts 
can be attributed to intensive collection as they were not that intensively 
collected.28 Hence, the differences in sizes of shellfish, especially limpets 

and the turban shells in the MSA and LSA sites, may have been caused 
by a combination of both natural and human factors.28

Non-human factors that affect the shellfish growth rates include sea 
surface temperature and turbidity, salinity, topography, wave action, 
desiccation, shellfish population densities and food supply.28,44,47-49 
Oceanic productivity or the production of organic matter by phytoplankton, 
generates food for marine life such as shellfish.50 Productivity changed 
over time and it is known that the primary productivity of the Subantarctic 
Ocean changed over the last 70 ka with marked algal production at 
ca 58.8, 53, 46 and 38.5 ka.51 Oceanic productivity data for the southern 
Cape coast are not available, but productivity may have been influenced 
by the Subantarctic Ocean.28 Variations in oceanic primary productivity 
affect the food chain and, in turn, may affect size and distributions of 
shellfish species.28 The growth of T. sarmaticus is affected not only by 
lack of food but also by its quality.44 Changes in oceanic productivity 
may have resulted in changes in the availability and the quality of food 
on the southern Cape coast, although this supposition remains to be 
firmly established.

In the case of the KDC data, to test whether increased predation led to a 
decrease in size, we predicted size reduction in T. sarmaticus from the 
older to the younger layers, when exploitation of this species intensified. 
This prediction is based on the premise that a present but unexploited 
Turbo community will contain many large specimens.52,53 It has also 
been hypothesised that humans tend to target the largest specimens 
first when gathering shellfish and the smaller ones may be collected later 
and thus the overall size distribution would become skewed.3,4,25,27,54-56 
If shellfish collectors were intentionally seeking out a species at KDC, one 
would expect the initial assemblage to contain the largest specimens, 
and a gradual reduction in size through time as increased predation leads 
to fewer large specimens being available.3,4,27,56

Opercula measurements show that sizes decrease from layer JZA 
upwards, and the difference in size between JZA and the uppermost two 
layers, JYA and JY, is statistically significant.13 Thus, the decrease in size 
through time of T. sarmaticus opercula at KDC, especially after JZA, may 
support a scenario of intensive exploitation leading to reduction in size. 
This decrease coincides with an increase in shellfish densities, which 
could be because of more intensive harvesting or occupation intensity 
at this time. However, this does not explain why the KDC opercula are 
smaller than those in MSA contexts. It is possible that T. sarmaticus at KDC 
had slower growth rates than during the MSA due to not yet established 
environmental factors. Although T. sarmaticus were rare in the lower part 
of the sequence at KDC, when presumably little exploitation occurred, 
they are still smaller than MSA ones, which suggests that environmental 
conditions affected their growth rates.

Although there were probably larger human populations during the 
LSA25, non-human factors could also have impacted shellfish size43. 
Reduced size of shellfish may also be a function of more frequent 
harvesting by smaller groups.43 Until all the causal factors are carefully 
weaved together, larger human population as the only driver of shellfish 
size reduction is untimely.43 

The environment and the Oakhurst subsistence economy
Shellfish remains are rare during the Robberg, a period that precedes the 
Oakhurst (e.g. at NBC57), as sea levels were lower during the Last Glacial 
Maximum. Shellfish become abundant again from the Oakhurst period and 
thereafter. The increase in shellfish subsistence during the Oakhurst period 
coincides with the rise of sea levels. The sea level transgression after 
14.5 ka58 brought the coastline very close to the present-day Oakhurst 
sites on the southern Cape coast. The shellfish species exploited at KDC 
differ somewhat from those at MRS and NBC, and changes through time 
are evident at all three sites. At KDC, for example (Figure 2), there is a 
change from the dominance of D. gigas to T. sarmaticus in the sequence 
after/around 12 ka (from layer JZA), the period that coincides with the 
driest environment in the sequence as suggested by ostrich eggshell 
isotopes.45 At MRS and NBC, P. perna replaces C. meridionalis at about 
10 ka. These changes are likely a result of changes in local habitat 
conditions through time and site-specific shores. The isotopic data from 
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ostrich eggshells also indicate maximum aridity in the sequence in layer 
JZA.45 Furthermore, shellfish density is lowest in layer JZB (Figure 3), 
which also shows a decrease in lithic production. When these trends are 
compared to the temperature data for the terrestrial sequence of pollen 
at Wonderkrater59 (Thackeray and Scott’s59 Figure 2 reproduced here as 
Figure 5), it is clear that layer JZB, where the lowest density of shellfish is 
recorded, coincides with the time when temperatures were probably the 
lowest during the Younger Dryas. The Younger Dryas event might indeed 
have had a cooling effect over environments in southern Africa, but the 
influence of this effect may have varied regionally as highlighted by Fitchett 
and colleagues60. On the other hand, the lowest densities of both shellfish 
and lithic artefacts at layer JZB may also suggest a low-occupation period 
at the cave, but this argument needs to be supported by other faunal data.

Figure 5: 	 Temperature index for Wonderkrater within the past 16  000 
years (calibrated dates) showing layers KAE, JZB and JY at 
KDC. Layer JZB, for which the shellfish density is the lowest, 
coincides with the time when temperatures might have been 
relatively low within the Younger Dryas. Figure modified after 
Thackeray and Scott’s59 Figure 2, with permission.

The change in shellfish composition probably reflects habitat change 
that involved removal of sand from the rocks after or around 11 ka due 
to increasing sea levels. The decrease of the sand mussels at MRS and 
NBC in the upper layers also supports the shrinking of sandy shores at 
this time. It is noteworthy that the shellfish subsistence practices track 
the change in environment much more closely than the lithic technology 
does at KDC.13 The lithic technology remains stable.

Conclusions
As there are only a few sites in the southern Cape with exceptionally 
preserved shellfish remains, this paper broadens our understanding and 
provides new data on shell-fishing during the Oakhurst period. There are 
inter- and intra-site variations in the shellfish species exploited – perhaps 
because of subtle habitat changes.

Of the 11 mollusc species that occur at KDC, 2 are dominant: D. gigas 
is abundant in the lower layers while T. sarmaticus is more numerous 
upwards. The density of shellfish at KDC is lower in the middle of 
the sequence, which may be due to sea level regression and/or 
less intensive occupation of the site at that time. The shift from the 
dominance of D. gigas to T. sarmaticus may have been caused by rising 
sea levels, resulting in environmental changes from sand-covered rocky 
shores prior to 11 ka and more exposed rocks thereafter. The absence of 
C. meridionalis at KDC, which is present at both NBC9 and MRS19 during 
the Oakhurst, and the rarity of P. perna, may be due to unsuitable habitats 
for these species at KDC, and not related to sea surface temperatures. 
Effective sea surface temperature indicator shellfish species are not 
present at KDC but the absence of cold temperature species suggests 
that sea surface temperatures were relatively warm. The terrestrial 
climate during the Oakhurst at KDC was most likely warm and arid.

The sizes of T. sarmaticus opercula and C. oculus from the Oakhurst levels 
at KDC and NBC are smaller than those from MSA sites. The opercula are 
larger than in the post-Oakhurst LSA sites. A combination of factors may 
explain this scenario better than a single cause. 
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Agriculture plays a vital role in the South African economy, as well as in the production of maize for 
food. Genetically modified maize is transformed to encode for crystalline (Cry) proteins found in Bacillus 
thuringiensis (Bt) and is referred to as Bt maize. Ingestion of specific Cry proteins causes the death of 
target insects that cause harm to maize plants. Bt crops, along with herbicides such as glyphosate and 
2,4-dichlorophenoxyacetic acid (2,4-D), are widely adopted as part of the South African farming regime that 
aims to increase crop yield and reduce costs of production. As chemical compounds used in agriculture often 
end up in water sources, their presence should be monitored. There are many such monitoring programmes 
worldwide, but not in South Africa. We screened surface water sources in a maize-dominated agricultural 
area in the North West Province in South Africa for the presence of Cry1Ab, glyphosate and 2,4-D using 
enzyme-linked immunosorbent assays (ELISAs). Cry1Ab was not detected at any site; glyphosate was below 
the limit of detection at most of the sites but one sample had quantifiable traces of glyphosate; and 2,4-D was 
detected at all the sites. The concentrations of 2,4-D exceeded those for drinking water according to European 
guidelines, thus highlighting the need for regular monitoring of these compounds. Many people depend on 
untreated water resources, which may be contaminated by toxic agricultural chemicals. This report is the first 
on levels of these target compounds in South African water systems.

Significance:
•	 This report is the first on the presence of glyphosate, 2,4-D and Cry1Ab in the South African aquatic 

environment.

•	 Concentrations of 2,4-D in South African surface waters exceed the European guideline for drinking 
water, indicating a risk to people using these water sources.

•	 These preliminary results highlight the need to regularly monitor for the presence of glyphosate, 2,4-D 
and Cry1Ab in water resources in South Africa.

Introduction
In a water-scarce country such as South Africa, water contaminated with chemicals is of even greater concern for 
residents dependent on untreated surface and groundwater resources because less water causes these compounds 
to concentrate. One sector of the economy that inadvertently contributes to water pollution is agriculture. A large 
portion of the South African economy is driven by the agricultural sector; maize is grown on 2.8 million hectares, 
with the Free State, Mpumalanga and North West Provinces accounting for approximately 84% of total maize 
production in the country.1 Moreover, maize serves as the staple food for the majority of South Africans. Therefore, 
meeting the basic needs of the population relies on successful agriculture.2 

Globally, there have been major advances in the agricultural sector over the past 40 years which have increased 
crop yield and reduced pesticide use.3 The genes that encode for crystal (Cry) proteins, which are produced by 
Bacillus thuringiensis (Bt), have been incorporated into maize, thereby creating genetically modified (GM) crops. 
Ingestion of these proteins can be lethal for specific insect groups; for example, ingestion of Cry1Ab toxin is lethal 
for lepidopterans. In South Africa, Cry1Ab maize has been used with success against the stem borer Busseola 
fusca.4 However, resistance evolution by target pests threatens the sustainability of Bt maize in Africa5, in part 
because of unique challenges, such as a lack of refugia where healthy and susceptible insects can be produced6.

Cry proteins are considered to be environmentally benign with little or no effects on non-target organisms.7 However, 
studies on Cry in aquatic ecosystems have been scarce and recent reports indicate negative effects in mussels, some 
insects and other invertebrates like Daphnia magna.8 Cry1Ab proteins are not commonly found in water sources but 
the Cry1Ab transgene was detected in river water as far as 82 km away from an area intensively cultivated with Bt 
maize in Canada.9 When Cry1Ab occurs in the aquatic system, it readily partitions to clay and organic materials.10 

Another genetic modification of maize makes plants tolerant to the herbicide glyphosate (the active ingredient 
in Roundup®). These herbicide-tolerant crops are referred to as Roundup-ready maize and can be sprayed with 
glyphosate-based herbicides in larger quantities and during the entire period of the growing season without causing 
damage to the crops.11

Glyphosate [N-(phosphonomethyl)glycine] is the most used herbicide in the world.12 It is a broad-spectrum, non-
selective, post-emergent herbicide used for weed and vegetation control. Glyphosate is known to rapidly degrade 
and strongly adsorb to the soil.13 Glyphosate’s mechanism of action is to inhibit the enzyme 5-enolpyruvyl-shikimate-
3-phosphate synthase of the shikimate pathway. The shikimate (shikimic acid) pathway is responsible for the 
biosynthesis of folates and aromatic amino acids (phenylalanine, tyrosine and tryptophan) in plants, bacteria, fungi, 
algae and some protozoan parasites.14 Glyphosate is known to be non-toxic to animals and has a low ecotoxicological 
potential.15 However, recent evidence of more profound toxicological effects has made the use of glyphosate (Roundup 
products) more controversial.16 Moreover, glyphosate has been classified as a probable human carcinogen by the 
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International Agency for Research on Cancer17, but not by the European 
Food Safety Authority18.

Insufficient crop management has led to glyphosate-resistant weeds.19 
To address the tolerance of weeds towards glyphosate, farmers use 
herbicides with different mechanisms of action.20 One of the herbicides 
used in South Africa, against which fewer weeds have developed 
resistance, is 2,4-dichloro-phenoxyacetic acid (2,4-D).21,22 2,4-D is a 
post-emergent auxin herbicide and has been used for selective control of 
broadleaf weeds.

South Africa is the biggest user of pesticides in sub-Saharan Africa and 
has more than 500 registered active ingredients.23 The use of herbicides 
on GM maize – of which 80% is the Roundup-ready version – has 
increased drastically over past years, and further increases are expected 
to occur in the next few years.22 Glyphosate-based herbicides are the 
most used herbicides in South Africa, with an estimated 23 million litres 
sold in 2012. The amount of herbicides used in South Africa (with a 
maize production of 2 million ha) is far less than that by the top producers 
such as the USA (40 million ha maize production), Brazil (13 million ha 
maize production) and China (7  million ha maize production).24 
Generally, pesticides are developed to target specific pests and to be 
immobile. However, run-off, leaching and spray drift occur and spread 
the compounds into unintended sections of the environment, and to 
water sources. These compounds generally occur at low concentrations 
and it is assumed that they would not have detrimental effects on non-
target organisms. However, exposure to low levels of pesticides poses 
a chronic risk to human health, including endocrine disruption, immune 
impacts, neurotoxicity, genotoxicity, carcinogenesis and mutagenicity.25

This report is the first on the presence of the herbicides glyphosate 
and 2,4-D as well as Cry proteins in water sources in South Africa. In 
this study, the aforementioned herbicides were applied to GM maize 
expressing Cry1Ab proteins on two farms in South Africa. Because this 
was a screening survey, further studies are needed to determine how 
these contaminants reach the water; how long after application they 
remain in the aquatic environment; and how their concentrations change 
within and between seasons. These compounds are not regularly 

monitored in South Africa. However, South Africa has a target water 
quality guideline level for 2,4-D of 20 µg/L of water used for livestock.26 
The persistence of glyphosate, 2,4-D and Cry proteins in the environment 
and their toxicity are still under scientific discussion worldwide. To the 
best of our knowledge there are no data published on environmental 
concentrations of these compounds for South Africa. 

Materials and methods
Study area
The sampling sites were located on two farms in close proximity to the 
Renoster and Vaal Rivers in South Africa. Farm A is in the Free State 
Province and Farm B is on the border between the North West and Free State 
Provinces (Figure 1). Fields on Farm A were planted with Bt and Roundup-
ready maize and those on Farm B were planted with Roundup-ready maize 
only. Farm A employed rainfed farming practices whereas Farm B used an 
irrigation system. On both farms, the pesticide spraying regime consisted 
of pre-emergent Roundup® and post-emergent Roundup® as well as 2,4-
D. It was assumed that the farmers applied the herbicides according to 
the manufacturer’s guidelines. Climatic conditions, such as rainfall, are 
one of the mechanisms that move these compounds from the point of 
application to water sources. Rainfall during the month of the sampling 
periods was 10–25 mm for the pre-herbicide application (October 2014), 
100–200 mm for the post-herbicide application (November 2014) and 
50–100 mm after the harvest (March 2015).27

Sampling
Water was sampled at different intervals during the planting season of 
2014/2015 (October–May): (1) pre- and (2) post-herbicide application, 
as well as (3) after the harvest (Table 1). Water was sampled on Farm A 
from the Renoster River (A1) and from a dam on the farm (A2) and on 
Farm B from the Vaal River (B1), from an inflow dam on the farm where 
water is recycled from run-off after rainfall and irrigation (B2) and used 
again for irrigation, and from a dam on the farm used for recreational 
activities (B3). Surface water at a 30-cm depth was sampled in 250-
mL high-density polyethylene bottles (Nalgene™, Rochester, NY, USA), 
protected from UV radiation and kept at 4 °C during transportation. 
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Figure 1: 	 Map of the sampling sites situated on Farms A and B. A1: Renoster River; A2: water from a farm dam; B1: Vaal River; B2: inflow dam; B3: water 
from a farm dam.
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Concentrating Cry1Ab proteins from water samples
Each water sample was concentrated using an Amicon® ultracentrifugation 
tube (Millipore, Billerica, MA, USA) with a 30 000 molecular mass cut-
off membrane. In short, a 15 mL aliquot of the sample was centrifuged 
at 870 g for 30 min. The eluent was discarded and another 15 mL was 
added and again centrifuged at 870 g for 30 min. The Amicon® tubes 
were subjected to a third centrifugation cycle whereafter the Cry proteins 
were rinsed off the membrane with 1 mL phosphate-buffered saline and 
Tween assay buffer. This concentrate of the samples was stored at 4 °C 
and quantified within 24 h. 

Enzyme-linked immunosorbent assays
Over the past few years, enzyme-linked immunosorbent assays (ELISAs) 
have demonstrated results comparable with those of instrumental 
analytical methods for the quantification of contaminants in water 
sources. ELISA assays are therefore reliable and good substitutes for 
screening and monitoring such systems.28 

Cry1Ab
The commercially available ELISA kit used for quantification of Cry1Ab 
in the water samples was obtained from Envirologix (Portland, ME, USA) 
(QualiPlate Kit for Cry1Ab/Cry1Ac Cat # AP003CRBS). The kit does not 
include a reference standard with a known concentration; the package 
insert advises that, if the kit is to be used for quantification purposes, 
a reference standard should be obtained from elsewhere. Lyophilised 
activated Cry1Ab toxin prepared from Cry1Ab protoxin was acquired 
from Marianne Pusztai-Carey at the Department of Biochemistry, Case 
Western University (Cleveland, OH, USA).29 The lyophilised protein was 
re-suspended in 10 mM CAPS buffer at pH 10.5 at a concentration of 
100 µg/mL and frozen at -80  °C until use.30 The quantification of the 
Cry1Ab protein was determined by including two independent 12-point 
standard curves ranging from 0 to 3.5 μg/L. The samples, blanks and 
calibrators (Cry1Ab) were loaded in triplicate on the 96-well-microtitre 
plate pre-coated with antibodies specific for Cry1Ab/Ac and containing 
Cry1Ab/Ac enzyme conjugate. The plates were left to incubate for 2 h 
and washed four times with 300 μL wash buffer. A substrate was then 

added, resulting in a blue colour produced by the hydrolysis of hydrogen 
peroxide by peroxidase. After 20  min, the stop solution containing 
1 N HCl was added and the optical density was measured at 450 nm 
and 650 nm (reference) using a multimode microplate reader (TriStar LB 
941, Berthold, Bad Wildbad, Germany).31 

Glyphosate
Glyphosate was quantified through the use of the Abraxis ELISA kit (PN 
500086; Warminster, PA, USA). The method was performed according 
to the manufacturer’s instructions. A six-point calibration curve that 
ranged from 0 to 4 µg/L was used to quantify the levels of glyphosate in 
the sample. In short, the samples, blanks and standards were derivatised 
and loaded into a 96-well plate coated with antibodies. A glyphosate 
antibody solution was added and the plates were incubated for 30 min. 
After incubation, the enzyme conjugate solution was added and the 
second incubation time was 60 min. Thereafter, the plate was washed 
three times with 250 µL wash buffer. A colour solution was added and 
after 30 min incubation, the stop solution was added. Absorbance was 
measured at 450 nm.28,32 

2,4-D
To determine the levels of 2,4-D in the surface water, an ELISA 
specifically for 2,4-D (PN 54003A, Abraxis, Warminster, PA, USA) was 
employed. The 7-point calibration curve ranged from 0 to 80 µg/L. The 
water samples, standards and blanks were added to the wells on the 
test plate. The enzyme conjugate and antibody solution followed shortly 
after and the plate was incubated for 60 min. After the incubation period, 
the plates were washed three times using 250  µL wash buffer. After 
the washing step, a colour substrate was added and incubated for 
30  min, after which a stop solution was added and absorbance was 
read at 450 nm. 

Quality control 
All samples were quantified in triplicate using ELISAs specific for each 
target compound. The mean absorbance values were calculated and 
the coefficient of variation was determined for each sample, requiring a 

Table 1: 	 Concentrations of the target compounds from various water sources after three different sampling events 

Site Sampling event Sampling date
Cry1Ab
(µg/L)

Glyphosate
(µg/L)

2,4-D
(µg/L)

Farm A

River (A1)

Before planting 6 October 2014 <LOD <LOD <LOQ

After spraying 26 November 2014 <LOD <LOD 0.93±0.08

End of season 9 March 2015 <LOD <LOD <LOQ

Dam (A2)

Before planting 6 October 2014 <LOD <LOD <LOQ

After spraying 26 November 2014 <LOD <LOD 0.72±0.02

End of season 9 March 2015 <LOD <LOD 0.72±0.07

Farm B

River (B1)

Before planting 6 October 2014 <LOD <LOD <LOQ

After spraying 26 November 2014 <LOD <LOD 1.02±0.03

End of season 9 March 2015 <LOD <LOD 0.96±0.16

Inflow (B2)

Before planting 6 October 2014 <LOD <LOD 0.83±0.10

After spraying 26 November 2014 <LOD 0.42±0.04 1.08±0.04

End of season 9 March 2015 <LOD <LOD 0.99±0.03

Dam (B3)

Before planting 6 October 2014 <LOD <LOD 0.74±0.02

After spraying 26 November 2014 <LOD <LOQ 0.90±0.08

End of season 9 March 2015 <LOD <LOD 0.92±0.08

LOD, limit of detection; LOQ, limit of quantification
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coefficient of variation of <20%. The limit of detection (LOD) and limit of 
quantification (LOQ) were determined using a regression analysis of the 
calibration curves where LOD=3Sb/b and LOQ=10Sb/b with Sb=slope 
uncertainty and b=slope (Table 2).33 The concentrations of glyphosate, 
2,4-D and Cry1Ab were determined against the linear regression line 
of the calibration curve, with a correlation coefficient (R2) as close as 
possible to 1. 

Table 2: 	 Limit of detection (LOD) and limit of quantification (LOQ) values 
for each of the target compounds

2,4-D Glyphosate Cry1Ab

LOD (µg/L) 0.2 0.2 0.1

LOQ (µg/L) 0.7 0.4 0.5

Results and discussion
Concentration of the compounds in water sources

Cry1Ab
Although the water samples were concentrated 30 times, there were no 
detectable levels of Cry1Ab proteins in any of the water samples. It is well 
known that Cry1Ab proteins degrade quickly in water sources, and this 
was corroborated by the results of the current study (Table 1). Cry1Ab 
proteins break down when exposed to high temperatures (24–33 °C), 
thus resulting in microbial degradation. Soil type influences adsorption, 
making these proteins more persistent, but also decreasing their 
extractability. Cry1Ab has high conformational stability and retains its 
activity when absorbed to polar, charged surfaces in soils, which is 
important when assessing its potential adverse effects in agricultural 
systems.34 There is a lack of evidence on the bioactivity and potential 
health risks of Cry1Ab fragments that may be present in the environment. 

In contrast to our results, Tank et al.35 detected Cry1Ab proteins in 23% of 
215 water samples taken from streams near agricultural fields 6 months 
after harvest. They reported a mean concentration of 14  ng/L and a 
maximum of 32 ng/L. Whiting et al.36 detected no Cry1Ab in groundwater 
samples, but found concentrations of 129 ng/L in run-off water between 
maize fields. The same research group also analysed soil and run-off 
sediment, but in contrast to the high levels in water, a maximum mean 
concentration of only 9 ng/g was detected in soil during the pollination 
stage of the maize plants. Cry1Ab was detected in run-off water from a 
non-Bt maize field with levels from below LOD to 42 ng/L, whilst higher 
levels (maximum concentration of 130  ng/L) were detected from a 
Bt maize field.37 It should be noted that the concentrations of Cry1Ab 
detected in other studies were below the LOD of the current study. The 
ELISA method used could therefore have missed the presence of Cry1Ab 
at lower levels. The presence of Cry1Ab proteins in water, although at 
low levels, highlights the importance of investigating the potential long-
term effects of these proteins on non-target organisms. 

Glyphosate
The levels of glyphosate were below the LOD at most of the sites 
(Table 1). The water sampled from the dam (B3) on Farm B had traces 
of glyphosate with levels between LOD and LOQ after the spraying event. 
Glyphosate levels of 0.42  µg/L were detected at the in-flow dam on 
Farm B (B2) after the spraying event. These levels decreased to <LOD 
at the end of the season (Table 1). Glyphosate is very water soluble and 
has been found in various water sources around the world, but it also 
degrades quickly, which can be the reason for low detection. Some studies 
ascribe the lower than detection limit levels of glyphosate and its quick 
metabolising capability to its main metabolite aminomethylphosphonic 
acid (AMPA).38,39 AMPA was, however, not quantified within the scope 
of this study. Glyphosate concentrations are also highly influenced by 
precipitation and can change from year to year.40

In contrast to the current study, in other studies from all over the world, 
glyphosate has been detected in water sources. Sanchís et al.41 analysed 
140 groundwater samples from Spain and found quantifiable levels for 
41% of the samples. The mean concentration of glyphosate in Sanchís et 
al.’s study was 200 ng/L and the maximum concentration was 2.5 μg/L. 
Glyphosate concentrations of 663 ng/L were found in the Nottawasaga 
River watershed in Canada.42 According to Smith et al.43, 45 μ g/L of 
glyphosate was detected in well water at the Massey Drive substation 
in the USA 7 weeks after spraying. This station is built on a limestone 
bed that has high permeability, thus emphasising that glyphosate is very 
mobile in water sources. In the USA, glyphosate was detected in a stream 
and wastewater treatment plant effluent samples in a study by Kolpin et 
al.44 The maximum concentration they reported was 2.2 μg/L. Also in the 
USA, an extensive study by Battaglin et al.39 reported glyphosate levels 
for different environmental matrices: 73 μg/L in streams; 2.03 μg/L in 
groundwater; 427 μg/L in ditches and drains; 3.08 μg/L in large rivers; 
1 μg/L in soil water; 301 μg/L in wetlands, lakes, and ponds; 2.5 μg/L in 
precipitation; 476 μg/L in soil and sediment; and 0.3 μg/L in wastewater 
treatment outfall. It is evident that glyphosate ends up in water sources.

2,4-D
Most of the samples in the current study contained quantifiable levels of 
2,4-D with a minimum of 0.72 µg/L and a maximum of 1.08 µg/L. Before 
planting, the concentrations of 2,4-D were below the LOD in both river 
samples and the dam on Farm A. It was also detected at low quantifiable 
levels before planting in both dams on Farm B. The highest concentration 
was detected after the spraying event and decreased towards the end of 
the season (Table 1).

According to Wilson et al.45, 2,4-D amine salts and 2,4-D esters are very 
mobile but they are not persistent under most environmental conditions. 
2,4-D does not adsorb to the soil but readily moves into water resources 
– a finding confirmed by Mountassif et al.46 who reported that 91.7% of 
the applied 2,4-D eventually ends up in water, thus explaining the high 
levels detected in various countries. 

Hernandez et al.47 detected 0.05 μg/L 2,4-D in Lake Chapala, Mexico, 
which is an order of magnitude lower than the levels found in the current 
study. The concentrations of 2,4-D found in our study are in the same 
range as those in two European studies: Rodil et al.48 detected levels 
of 0.062–0.2 μ g/L 2,4-D in drinking and surface water in Spain and 
Tsaboula et al.49 reported 1.16 μ g/L 2,4-D in the Pinios River Basin, 
Greece. A few US studies by Serrano and DeLorenzo50, Ensminger et al.51 
and Wijnja et al.52, reported 2,4-D levels in surface water, urban run-
off, a freshwater pond and Kushiwah Creek, Charleston, of 0.1 μg/L to 
11.5 μg/L. Rodil et al.48 reported 2,4-D detected in drinking and surface 
water in Spain at concentrations ranging between 62 ng/L and 207 ng/L. 
The estimated recent environmental concentrations of 2,4-D in US water 
sources ranged from 4 μ g/L to 24 μ g/L.53 These concentrations are 
much higher than the levels obtained in the current study. 

The Canadian guideline for the maximum residue limit (MRL) for any 
pesticide in drinking water is 280  µg/L, and for freshwater aquatic 
life is 65 µg/L.54 In the USA, the MRL for pesticides in drinking water 
is 700  µg/L54 and the maximum contaminant level – specifically for 
2,4-D – is 70 µg/L55. In the European Union (EU), the MRL for pesticides 
in drinking water is less than 0.1 µg/L54 – a level exceeded by the 2,4-D 
concentrations found in the current study (Figure 2). Some of the levels of 
2,4-D were an order of magnitude higher than the EU guideline (Figure 2), 
which could mean possible effects on human health. A Canadian study 
found a significantly increased risk of cancer (non-Hodgkins’ disease) in 
men exposed to 2,4-D.56 Some studies reported that 2,4-D could reduce 
growth rates, induce reproductive problems, and produce changes in 
appearance or behaviour, or could cause death of non-target species, 
including plants, animals and microorganisms.57 In contrast, other 
studies examined the systemic toxicity, developmental neurotoxicity, 
developmental immunotoxicity, reproductive toxicity, endocrine 
modulation and thyroid effects in humans, and found that 2,4-D is unlikely 
to pose a significant health risk.58,59 The debate on the safety of herbicides 
continues as there may be unknown long-term effects on human health 
and the environment.60
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Conclusion
South Africa relies on agriculture to supply food to the majority of its 
people and is the 10th largest maize producer in the world. Both small-
scale subsistence farming and modern agriculture are important in the 
country and both sectors use transgenic insect toxins and may experience 
development of tolerance to herbicides. Modern agriculture increases 
food production but may involve excessive use of herbicides and toxins 
for pest control. Ideally, herbicidal compounds are developed to have a 
specific mechanism or mode of action to avoid toxic effects in non-target 
organisms. However, non-target effects need to be investigated and the risk 
assessed for each chemical substance in use. The first step is to monitor 
and determine whether herbicides and agricultural toxins used by farmers 
can be found in the environment. To our knowledge, this has not been 
done previously for Cry1Ab toxin, glyphosate and 2,4-D in South Africa, 
although these are dominant agrochemicals in modern South African 
agriculture. Thus, this report is the first investigation of the presence and 
concentrations of these substances in water sources in South Africa.

As Cry1Ab, glyphosate and 2,4-D are highly mobile once released into 
the environment, increased use will elevate the levels in the environment. 
We did not find Cry1Ab proteins at quantifiable levels and only one 
sample contained glyphosate. 2,4-D was present at quantifiable levels in 
more than 70% of the samples and all of these concentrations exceeded 
the EU guideline for drinking water. Recently, research has revealed 
adverse health effects of Cry1Ab, glyphosate and 2,4-D exposure to 
non-target organisms. These effects could also influence biodiversity; 
therefore, water sources should be monitored to ensure both healthy 
aquatic ecosystems as well as safe drinking water.

Recommendations
From the results of this first survey conducted over a single maize 
growing season it is recommended that follow-up studies be done which 
include more sampling locations across larger geographical regions in 
South Africa. Also, monitoring should be performed over longer periods 
to cover variability over seasons and between years. We recommend the 
use of ELISAs as a screening tool followed by confirmation of positive 
results using other analytical methods. 
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Campylobacter is a foodborne pathogen found in the gut of poultry and other animals, which thereby act as 
reservoirs for human infection. Campylobacter produces various virulence factors which contribute to the 
establishment of disease. The aim of this study was to detect virulence genes in Campylobacter isolated 
from chicken faeces. A total of 408 poultry cloacal samples were analysed through culture, PCR and DNA 
sequencing. Campylobacter were detected in 24 (5.9 %) of the samples, of which 21 were C. jejuni while 
3 were C. coli. The cdtB gene was detected in all Campylobacter isolates while cdtA and cdtC genes were 
detected in 20 (83.3%) and 18 (75.0%) of the isolates, respectively. The cadF gene was detected in 18 
(85.7%) C. jejuni but not in C. coli. Eight genotypes designated G1 to G8 were detected among the isolates. 
Genotypes G1 and G7 possessed all three cdt genes, a potential for producing functionally active toxins. 
A large proportion (70.8%) of the isolates possessed both genes for toxin production and adhesion. The high 
prevalence of cdt and cadF genes in Campylobacter species in this study indicates the pathogenic potential 
of the isolates. There is a need to implement control measures to curb the spread of these virulent strains.

Significance:
• Virulent thermophilic campylobacters cause severe health complications in humans.

• Although chicken meat is the main source of human infections, there is limited data on the occurrence
of Campylobacter in chicken faeces in southern Africa. 

• This study adds to literature on the occurrence of virulent strains of Campylobacter species, notably
through the deposition of the DNA sequences of our local strains into GenBank®.

• Communal chickens may serve as a source of virulent thermophilic campylobacters to humans,
resulting in serious public health implications.

Introduction
Campylobacter species are Gram-negative curved bacteria which normally occur in the gastrointestinal tract of 
many domestic animals including poultry.1 These animals serve as potential reservoirs for human infection. If proper 
farm management techniques are not enforced, Campylobacter species can contaminate foods of animal origin and 
eventually gain access into the food chain.2-4 Undercooked meat, especially poultry, has been reported to serve as the 
main vehicle for the transmission of these organisms.5,6 Despite the fact that many species have been detected, it is 
the thermophilic species, most notably C. jejuni and C. coli, that are responsible for human infection.1 These species 
cause diseases in humans ranging from mild self-limiting diarrhoea to severe dysentery and, in some cases, the 
disease presents with severe complications such as Guillain-Barre Syndrome.7-9 

Campylobacter virulence mechanisms include motility, mucus colonisation, toxin production, attachment, 
internalisation and translocation.10 These virulence factors and toxins are known to contribute to the survival and 
establishment of diseases in susceptible hosts.10 The flagella are used for motility of the bacterium and are known 
to enhance attachment of the bacterium to epithelial cells.7,11 The involvement of the bacterial flagella contributes 
to their pathogenicity in the host’s gut.11 Invasiveness is also an important mechanism that enhances virulence in 
Campylobacter species.10 These bacteria become internalised into the sub-mucosal cells by means of the flagella and 
certain proteins.10 Invasion causes tissue damage and inflammation leading to gastroenteritis.10,12 

Campylobacter adhesion to fibronectin (CadF) is an outer membrane protein which aids in the binding of C. jejuni and 
C. coli to intestinal epithelial cells,13 thus enhancing the colonisation of the gut. Bacterial toxins also play a key role
in disease pathogenesis. Campylobacter species produce several cytotoxins, notably the cytolethal distending toxin 
(CDT) which causes direct damage to the DNA of the host cell and eventually leads to cell death.14 The CDT gene 
cluster consists of three protein subunits: cdtA, cdtB and cdtC. Although very little is known about the functions of the 
cdtA and cdtC gene fragments, cdtB has recently been identified to have nuclease activities.14 However, considering 
the fact that there are only a few Campylobacter genes that have been reported to be directly involved in virulence,15 
the importance of the current study cannot be overemphasised. 

Campylobacter is considered to be the most common cause of bacterial gastroenteritis worldwide.16 The rate of 
Campylobacter infections worldwide has been increasing and it is estimated that incidence of campylobacteriosis 
exceeds those of salmonellosis and shigellosis.17,18 This increase, as well as the expanding spectrum of diseases 
caused by Campylobacter species, necessitates a clearer understanding of the epidemiology and control of 
campylobacteriosis, especially in developing countries. Campylobacteriosis is common in Africa, especially among 
children under 5 years, with a prevalence of 7.7–21%.19-21 

It is worth noting that the agropastoral industry is fast developing in South Africa in particular and in sub-
Saharan Africa in general. Unfortunately, animals intended for human consumption are often natural reservoirs 
for pathogenic bacteria in humans. Infections with thermophilic Campylobacter present with severe complications 
in humans. Despite these health impacts, there are limited data on the prevalence of Campylobacter in clinical, 
environmental and food products in southern Africa.22-25 There is a need to exploit other sources, particularly 
animal species that are natural hosts of Campylobacter species, for the presence of potentially virulent strains. 
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The present study was designed in order to isolate campylobacters from 
chicken cloacal samples and to determine the virulence profile of the 
isolates. Although other genes are responsible for the expression of 
pathogenicity in Campylobacter, the cdt gene subtypes (A, B and C) 
responsible for the expression of the cytolethal distending toxin and the 
cadF gene expressing products of adhesion were selected as targets for 
the present study.

Materials and methods
Study location
Samples were collected at two poultry farms in Mafikeng, North West 
Province of South Africa. Laboratory analyses were conducted in the 
Molecular Microbiology Laboratory of the Department of Microbiology, 
North-West University, Mafikeng Campus. Ethical clearance for the study 
was obtained from the Mafikeng Animal Research Ethics Committee 
(MAREC) of the North-West University, South Africa.

Sample collection 
A total of 408 chicken cloacal swabs were collected using the culture 
swab transport system (COPAN, Italy) and transported on ice to the 
laboratory for analysis. The samples were analysed for the presence of 
Campylobacter species within 24 h. 

Isolation of Campylobacter species
Each swab was rinsed in 5 mL of 2% (w/v) sterile peptone water (Biolab, 
Modderfontein, South Africa) and 100-µL aliquots spread-plated on 
Campylobacter selective agar supplemented with 5% (w/v) sheep 
blood and Campylobacter selective supplement (Merck, Darmstadt, 
Germany). The plates were incubated under microaerophilic (10% CO2) 
conditions at 42 °C for 24–72 h. Presumptive isolates were sub-cultured 
and stored in brain heart infusion broth with 20% (v/v) glycerol at -80 °C 
for further analysis. 

Biochemical identification of Campylobacter species 
All isolates were identified using standard biochemical tests.26 
Isolates were Gram stained and observed for Gram-negative spiral 
rods. The  oxidase test was performed using the oxidase test reagent 
obtained from Pro-Lab Diagnostics (Merseyside, UK) as indicated in the 
manufacturer’s protocol. The catalase test was performed as previously 
reported.26 The Campylobacter test kit (Oxoid, Basingstoke, Hampshire, 
UK) was used to identify thermophilic campylobacters based on the 
manufacturer’s description. 

Molecular characterisation of Campylobacter species

Extraction of DNA
Pure isolates were inoculated into 10 mL of nutrient broth (Merck, Darmstadt, 
Germany) and incubated aerobically at 37 °C for 24 h in a shaking incubator 
to enhance bacterial growth. Genomic DNA was extracted using the Zymo 
Research Genomic DNATM Tissue MiniPrep Kit (Zymo Research Corp, 
Irvine, CA, USA) based on the manufacturer’s instructions and the samples 
were stored at -20 °C. 

Detection of C. jejuni and C. coli 
All isolates were screened for the presence of bacterial 16S rRNA gene 
fragments and identification of C. jejuni and C. coli was achieved using 
the hipO and asp gene primers, respectively (Table 1). Polymerase chain 
reaction (PCR) amplifications were performed using the model Bio-Rad 
C1000 TouchTM Thermal Cycler (Bio-Rad, Johannesburg, South Africa). 
The reactions were prepared in 25-μL volumes made up of 12.5 μL of 
One TaqR Quickload 2X Master Mix with standard buffer (Inqaba Biotec Ltd, 
Pretoria, South Africa), 1 μL of template DNA, 11 μL nuclease free sterile 
water and a final primer concentration of 0.2 μM. All PCR reagents were 
obtained from Inqaba Biotec Ltd (Pretoria, South Africa). PCR conditions 
comprised an initial denaturation at 95 °C for 6 min, followed by 35 cycles 
of denaturation at 94 °C for 50 s, annealing at 55 °C for 40 s and extension 
at 72 °C for 50 s. A final extension step was performed at 72 °C for 3 min. 
PCR products were stored at 4 °C until electrophoresis. 

Detection of virulence genes 
Virulence gene determinants associated with pathogenesis in Campy
lobacter species were determined by specific PCR analysis using the 
primers listed in Table 1. Cycling was performed using a DNA thermal 
cycler. The conditions for amplification were the same as those for 
the identification genes, except for cdtC and cadF genes, which were 
annealed at 50 °C.

Table 1: 	 List of primers used for PCR amplification

Primer 
Target 
gene

Sequence 5’–3’
Size 
(bp)

Reference

Identification genes 

hipO-F hipO GACTTCGTGCAGATATGGATGCTT 
344 27

hipO-R GCTATAACTATCCGAAGAAGCCATCA

CC18F asp GGTATGATTTCTACAAAGCGAG
500 28

CC519R ATAAAAGACTATCGTCGCGTG

27F 16S rRNA AGAGTTTGATCCTGGCTCAG
1400 29

1492R TACCTTG TTACGACTT

Virulence genes

CDTAF cdtA CCTTGTGATGCAAGCAATC 
370 30

CDTAR ACACTCCATTTGCTTTCTG

CDTBF cdtB CAGAAAGCAAATGGAGTGTT
620 30

CDTBR AGCTAAAAGCGGTGGAGTAT

CDTCF cdtC CGATGAGTTAAAACAAAAAGATA 
182 30

CDTCR TTGGCATTATAGAAAATACAGTT

CADF-F cadF TTGAAGGTAATTTAGATATG
400 31

CADF-R CTAATACCTAAAGTTGAAAC

Agarose gel electrophoresis 
PCR products were resolved by electrophoresis on a 1% (w/v) agarose 
gel at 80 V for 3 h, using 1X TAE buffer (40 mM Tris, 1 mM EDTA and 
20 mM glacial acetic acid, pH 8.0). A 100-bp DNA molecular weight 
marker (Fermentas, Glen Burnie, MD, USA) was included in each gel. 
The gels were stained in 0.001 µg/mL of ethidium bromide for 15 min 
and the amplicons visualised using a ChemiDoc Imaging System (Bio-
RAD, Hercules, CA, USA). 

DNA Sequencing
16S rRNA PCR amplicons were cleaned using a GeneJet PCR Purification 
kit (Thermo Fisher Scientific, Vilnius, Lithuania) and sequenced at Inqaba 
Biotec (Pretoria, South Africa). The identities of the isolates were confirmed 
through a BLAST search of the US National Center for Biotechnology 
Information (NCBI) database (http://blast.ncbi.nlm.nih.gov/Blast.cgi).

Results and discussion
Bacterial virulence is an important issue that needs scientific investigation. 
Several virulent determinants are associated with the survival and 
pathogenesis of Campylobacter species. This study was designed to 
determine the prevalence of Campylobacter species in chicken faeces and 
to identify virulence genes in the isolates. The cdt gene subtypes (A, B and 
C) responsible for the expression of the cytolethal distending toxin and the 
cadF gene expressing products of adhesion were selected for the study.

The occurrence of Campylobacter in both clinical and environmental 
samples from southern Africa has been reported.22-25 Diergaardt and 
colleagues reported the presence of Campylobacter spp. in both drinking 
and environmental water sources in Pretoria.22 In a study conducted in 
the Limpopo Province, Campylobacter species were found to be common 
causes of gastroenteritis in primary school children.23 Meanwhile, Uaboi-
Egbenni and colleagues detected the presence of Campylobacter in 

	 Virulent campylobacters in communal chickens
	 Page 2 of 5

https://doi.org/10.17159/sajs.2019/4771
www.sajs.co.za
http://blast.ncbi.nlm.nih.gov/Blast.cgi


83 Volume 115| Number 9/10 
September/October 2019

Research Article
https://doi.org/10.17159/sajs.2019/4771

goat faeces.32 In the Mafikeng area, Campylobacter has been detected 
in commercial milk as well as chicken meat.24,25 Despite these reports, 
information on the occurrence of virulent Campylobacter in chicken 
faeces in sub-Saharan Africa is scarce. In the present study, samples 
were collected from two commercial farms in Mafikeng. These farms sell 
live chickens to the local population and the chickens are slaughtered at 
the customers’ homes. The handling of live chickens might enhance the 
spread of enteric pathogens including Campylobacter from chickens to 
humans, especially as standard hygiene practices might not be observed. 
In such scenarios, the presence of virulent campylobacters in chicken 
might present a serious public health hazard, more especially as these 
thermophilic bacteria can survive higher temperatures. 

Isolation and molecular identification of 
Campylobacter species 
In this study, Campylobacter was isolated from 24 of the 408 (5.9%) 
chicken cloacal samples. However, of the samples inoculated, growth 
was observed in only 198 (48.5%), and out of this number, 126 (63.6%) 
were presumptively identified as Campylobacter based on growth on 
selective media and colony morphology. Isolates that presented with the 
characteristic mucoid cream to pink colonies (Figure 1) were tested using 
species-specific primers. The isolated DNA was tested for the presence 
of bacterial 16S rRNA gene fragments and all 126 (100%) presumptive 
isolates were positive – an indication that the genetic material was all 
from bacterial sources. Results of the PCR using specific primers showed 
that only 24 of 126 (19.0%) presumptive isolates were Campylobacter 
species; with 21 (16.7%) and 3 (2.4%) possessing the hipO and asp 
genes, respectively, specific for Campylobacter jejuni and Campylobacter 
coli, respectively (Figure 2).

Figure 1: 	 Colonies of Campylobacter on blood agar.

asp
hipO (500bp)

(500bp)

(344bp)

(1000bp)

Lane M, DNA marker (100 base pairs); Lanes 1–7, hipO gene of C. jejuni; Lanes 8–10, 
asp gene of C. coli

Figure 2: 	 Agarose gel of the hipO and asp genes. 

DNA Sequencing
Four isolates that were positive for the hipO gene were randomly selected 
and sent for DNA sequencing to confirm their identities. The  identities 
of the isolates were confirmed through a BLAST search of the NCBI 
database and all the isolates were confirmed to be Campylobacter jejuni. 
In addition, one of the isolates that grew on the selective media but 
did not amplify with the campylobacter-specific primers was also sent 

for DNA sequencing using the universal 16S rRNA primer. This isolate 
was found to be Lactobacillus reuteri. Similar observations have been 
recorded in which isolates supposedly identified as Campylobacter, 
were later confirmed by PCR and or DNA sequencing to belong to other 
genera. In a related study, Diergaardt et al.22 confirmed by sequencing 
that only 3 out of 22 presumptive isolates were actually Campylobacter. 
In another study, out of 75 samples examined, only 1 sample (1.33%) 
was positive by cultural method while 5 samples (6.66%) showed 
the presence of Campylobacter species by PCR.33 Consequently, 
these reports confirm the superior efficacy of PCR over culture-based 
techniques for the rapid screening of both clinical and environmental 
samples. The sequences of the isolates were deposited in GenBank®, the 
sequence database of the NCBI, with the following accession numbers: 
MF872608 (Campylobacter jejuni, strain MOLcc14, 99% identity), 
MF872609 (Campylobacter jejuni, strain MOLcc20, 99% identity), 
MF872610 (Campylobacter jejuni, strain MOLcc29, 99% identity), 
MF872611 (Campylobacter jejuni, strain MOLcc30, 99% identity) and 
MF872612 (Lactobacillus reuteri, strain MOLcl43, 99% identity). 

PCR detection of virulence gene determinants of 
Campylobacter species 
To identify the virulence determinants of Campylobacter species isolated 
from chicken cloacal samples, four genes (cdtA, cdtB, cdtC and cadF) 
were targeted. The cdt gene is responsible for the expression of the 
cytolethal distension toxin which induces cell cycle arrest and promotes 
DNA damage.34,35 Consequently, its presence is associated with the severity 
of Campylobacter disease in humans. Figure 3 shows the amplification of 
the virulence genes of C. jejuni. In this study, the cdtB gene was detected 
in all (24, 100%) Campylobacter isolates while cdtA and cdtC genes were 
detected in 83.3% and 75% of the isolates, respectively. These results 
concur with the findings of studies by Gonzalez-Hein et al.36, Carvalho et 
al.37 and Casabonne et al.38 who detected cdtB genes in all Campylobacter 
species isolated from various sources. In contrast, Montwedi and Ateba25 
reported relatively lower detection rates of cdtA (18/50, 36%) and cdtC 
(9/50, 18%) genes from chicken meat samples. The cadF gene encodes 
a protein that interacts with the host’s fibronectin, consequently playing 
an important role in the adhesion and colonisation of the bacterium in the 
host’s gut. In this study, the cadF gene was detected in the majority (18, 
85.7%) of C. jejuni isolates, in line with previous studies which revealed 
close to 100% detection of the cadF gene.36,38,39 However, none of the 
C. coli isolates from the present study showed the presence of the cadF 
gene, possibly because only three C. coli isolates were tested. Despite the 
importance of the cadF gene, other genes such as the flaA and ciaB genes 
(not investigated in this study) are equally important in the adhesion, 
colonisation and, consequently, survival of bacteria in the gut.38 

cdtC (182bp)
cadF (397bp)

cdtB (620bp)(500bp)

(370bp)

(1000bp)

cdtA

Lane M, DNA marker (100 base pairs); Lanes 1–4, cdtA gene; Lanes 5–8, cdtB gene; 
Lanes 9–12, cdtC gene; Lanes 13–15, cadF gene

Figure 3: 	 Agarose gel of the cdtA, cdtB, cdtC and cadF gene fragments. 

Genotyping of Campylobacter species
Genotyping was based on the combination of various identification and 
virulence genes. A total of eight genotypes designated G1 to G8 were 
detected among Campylobacter isolates (Table 2). G1 was the most 
prevalent (17, 71.4%) genotype among all Campylobacter species. 
Two genotypes (G1 and G7) possessed all three genes (cdtA, cdtB and 
cdtC) for toxin expression. These genotypes make up the majority of the 
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Campylobacter isolated in this study. The CDT is a tripartite toxin with 
CDTB being the enzymatically active subunit; however, all three gene 
products are required for the toxin to be functionally active.34 Consequently, 
the majority of Campylobacter isolated in this study have the potential for 
producing functionally active toxins. As a result, we envisage a study to 
investigate the actual expression of toxins by Campylobacter isolates 
from environmental samples. In addition, most of the Campylobacter 
isolates as represented by G1, G3 and G5 possessed both genes for 
toxin production and adhesion. Interestingly, all the four C. jejuni strains 
that were sequenced belong to G1. The high prevalence of the cdt and 
cadF genes in Campylobacter species in this study is an indication of the 
pathogenic potential of the isolates.

Conclusion
Thermophilic campylobacters were successfully isolated from chicken 
cloacal swabs and the gene sequences of isolates deposited in GenBank. 
Highly virulent Campylobacter species were detected in chicken faeces in 
the study area, which may present a serious health hazard. Consequently, 
there is a need to implement control measures to curb the spread of these 
virulent strains. 
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Mycotoxigenic fungi are common pathogens of maize and groundnuts; they produce mycotoxins which 
reduce the yield and quality of these grain crops. Numerous agricultural practices including crop rotation and 
storage methods have been shown to impact mycotoxin accumulation. Therefore, the farming and storage 
practices in maize and groundnut subsistence farming systems in Pongola, Vryheid, Jozini, Manguzi and 
Mbazwana Districts of northern KwaZulu-Natal (South Africa) were surveyed to determine their potential role 
in promoting or mitigating mycotoxin contamination. A questionnaire about agricultural farming practices 
and storage facilities was presented to 65 subsistence maize and/or groundnut farmers. At least 90% of 
the farmers surveyed were not aware of mycotoxins and their consequences to animal and human health. 
The majority of the farmers did not practise crop rotation. However, they practised intercropping and sorted 
damaged and mouldy grain (maize and groundnuts) before storage. The damaged or mouldy grain was 
largely used as animal feed, thereby exposing animals to an increased risk of mycotoxicoses. Metal tanks 
and inqolobane (a type of wooden structure) were identified as the most common storage structures. 
Harvested homegrown maize was mostly used for the farmers’ own consumption but also sometimes sold 
to the local community. The implementation of mycotoxin awareness campaigns is necessary, particularly in 
these districts. The storage facilities used by the subsistence farmers allowed increased moisture and insect 
invasion. The need for the surveillance of mycotoxins in subsistence-farmed food crops is vital. 

Significance: 
•	 The main finding of this study is the extent of post-harvest losses and mycotoxin contamination of 

maize produced by smallholder farmers in South Africa.

•	 We further identify methods to manage the risk of mycotoxin exposure to smallholder farmers and their 
communities as well as reduce post-harvest losses.

Introduction
Maize (Zea mays L.) and groundnuts (Arachis hypogaea L.) are produced by subsistence farmers, particularly in 
the northern KwaZulu-Natal Province of South Africa.1,2 Maize is an important staple food and groundnuts serve 
as a protein and fat supplement for subsistence farmers.3,4 Both maize and groundnut may be contaminated with 
mycotoxins, produced by fungi, prior to and after harvesting.5-7 Mycotoxin contamination follows infection by 
mycotoxigenic fungi, of which the most common are Fusarium and Aspergillus species1,2,8 that can contaminate 
maize and groundnut with fumonisins and aflatoxins, respectively. Ingestion of mycotoxin-contaminated food and 
feed can cause mycotoxicoses in humans and animals.9,10 Fumonisins have been associated with a high incidence 
of oesophageal cancer in rural areas in South Africa due to the preference for mouldy kernels to produce traditional 
umqombothi beer.11 Mycotoxicoses may also develop in cattle that consume contaminated feed.12,13 During 2011, an 
estimated 100 dogs died in South Africa’s Gauteng Province due to the ingestion of aflatoxin-contaminated feed.14

Agricultural practices such as crop rotation, irrigation, early planting and use of transgenic hybrids are employed 
by commercial farmers to reduce mycotoxin contamination of crops.15 Moreover, some subsistence farmers in 
Tanzania and Zimbabwe recently applied these agricultural practices and a reduction in mycotoxin contamination 
was reported.16,17 Hand sorting of maize before storage was also reported as a good measure to reduce fungal 
infection and subsequent mycotoxin contamination at storage.18,19 Unlike in a commercial setting, many subsistence 
farmers do not apply these agronomic practices, concentrating only on sorting their grain after harvest into visually 
healthy and mouldy grain.20,21 In areas in the Eastern Cape and Limpopo Provinces, mouldy grain is not discarded 
but used for traditional beer, thereby posing a risk of mycotoxin contamination.3,22 

Limited information exists on storage of these crops by subsistence farmers and the associated mycotoxin risks. 
Storage of improperly dried grain, accompanied by high temperatures, causes rapid proliferation of mycotoxigenic 
fungi which results in reduced quality, nutrition and dry matter and higher mycotoxin levels.23-25 Contamination at 
storage by fungi can occur when the moisture content is above 13% and temperatures are between 10 °C and 40 °C.26 
Therefore, the use of ventilated storage systems to reduce mycotoxin contamination is recommended, together with 
appropriate post-harvest control technologies to minimise mycotoxin contamination in the food chain.27-29 For example, 
storage in moisture-free, dry wooden pallets, ventilated drying on polythene sheets and hand sorting led to a decrease 
in aflatoxin contamination of kernels at storage.30 Storage facilities are some of the control points that have to be re-
evaluated in the value chain; good storage facilities will lead to good marketable agricultural products. 

Subsistence farmers incur economic losses due to pre-harvest and post-harvest contamination of grain crops caused 
by fungal species and insect pests. The present work continues earlier studies1,2 that identified hotspots for fumonisin 
and aflatoxin contamination. Good farming practices and proper pre-harvest handling of maize and groundnuts, 
together with good storage practices, have been demonstrated to minimise the risk of fungal contamination. Hence, 
we aimed to identify pre- and post-harvest practices that could potentially contribute to mycotoxin contamination of 
maize and groundnuts produced in KwaZulu-Natal.
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Materials and methods
Geographical areas surveyed
Agricultural extension officers from the South African Department of 
Agriculture and Rural Development assisted with the selection of five 
districts in northern KwaZulu-Natal and identification of households within 
districts where maize and groundnuts were planted. Global Positioning 
System (GPS) was used to detect and mark different localities within 
the districts. Subsistence farmers growing maize or groundnuts were 
interviewed in all five districts: Jozini (n=7), Manguzi (n=17), Mbazwana 
(n=13), Pongola (n=17) and Vryheid (n=11). All farmers in all five 
districts planted maize and all farmers in Jozini, Manguzi and Mbazwana 
planted groundnuts as well. No farmer in Vryheid planted groundnuts and 
there was only one identified groundnut farmer in Pongola. 

Questionnaires
The agricultural farming practices, storage facilities and grain consumption 
for each farmer were determined through a survey. Questionnaires were 
drafted in English and translated into isiZulu, the predominant local 
language. These questionnaires were approved by the South African 
Medical Research Council. Both closed- and open-ended questions were 
asked randomly to ensure adequacy of the questionnaire. The questions 
were on the awareness of mycotoxins, crop rotation, intercropping, residue 
removal, sorting of damaged and mouldy grain, end result of the sorted 
grain, types of storage facilities, consumption and trading of homegrown 
maize and groundnut. An awareness of mycotoxins, nematodes and fungal 
pathogens was determined as well as whether participants were aware 
of negative health implications caused by fungal pathogens. Additional 
explanations of questions were provided when needed and included non-
scientific descriptions such as mould growth for fungal infection and 
mycotoxin contamination. All the farmers were also informed that fungal 
infection may be associated with mycotoxin contamination.

Interviews
Before the interviews, the farmers were informed about the significance 
of the survey. The first author interviewed each farmer according to the 
questions stated on the questionnaire. Gathering of information was done 
in collaboration with local extension officers. An opportunity was granted 
for questions after the interviews and appropriate management strategies 
were discussed with the farmers and local extension officers. 

Statistical analyses
The data obtained from the questionnaires were analysed using a chi-
square test for independence. One-way analysis of variance (ANOVA) 
was used to test only the numerical entries. The significance level for 
both tests was set at a 95% confidence level with p<0.05 indicating a 
significant difference. The tested null hypothesis (Ho) for the chi-square
test was that the factor evaluated is independent of the different districts 
surveyed. Conversely, the alternative hypothesis (Ha) was that the factor 
is dependent on the different districts surveyed. The null hypothesis was 
accepted if p>0.05 and rejected if p<0.05.31

Results
Mycotoxin awareness 
None of the farmers in Jozini, Manguzi and Mbazwana were aware of 
mycotoxins (Figure 1). 

Figure 1: 	 Mycotoxin awareness of subsistence farmers in five districts of 
northern KwaZulu-Natal (chi-square: d.f.=4; p=0.17766).

Only 6% and 9% of farmers in Pongola and Vryheid, respectively, had 
an idea of what mycotoxins could be, but did not know the cause of 
these mycotoxins and their implications on animal and human health 
(Figure 1). Mycotoxin awareness and maize districts were therefore 
independent (p=0.1766).

Residue removal 
Of the farmers in Jozini, 43% removed residues from the soil before 
planting their groundnuts, 54% of the farmers in Manguzi did so, while all 
of the farmers in Pongola but none of the farmers in Mbazwana removed 
crop residues before planting groundnuts (Figure 2). Residue removal and 
groundnut districts were therefore independent (p=1.769)

Figure 2: 	 Residue removal before planting groundnuts by subsistence 
farmers in four districts of northern KwaZulu-Natal (chi-square: 
d.f.=3; p=1.769).

Crop rotation and intercropping
The majority of groundnut farmers did not practise crop rotation: 71%, 
92% and 100% in Jozini, Manguzi and Mbazwana, respectively, did not 
rotate their groundnuts with any other crop (Figure 3). Only farmers in 
Pongola (100%) practised crop rotation (Figure 3) and therefore crop 
rotation and groundnut-farming districts were dependent on each other 
(p=0.0122). Farmers in all districts did not rotate maize with other crops 
(data not shown), but a variety of crops including beans, groundnuts and 
pumpkins were intercropped with maize. Maize was widely intercropped 
with groundnut in the Manguzi and Mbazwana Districts by 53% and 92% 
of farmers, respectively. Some farmers in all surveyed maize districts only 
planted maize (data not shown). Intercropping and the districts in which 
maize farmers were surveyed were, therefore, dependent on each other 
(p<0.001) (data not shown). Only farmers in the Pongola District did 
not intercrop groundnuts with other crops, whereas farmers in the other 
districts intercropped with crops such as spinach (Spinacia oleracea L.) and 
cowpeas (Vigna unguiculata L.) (data not shown). Therefore, intercropping 
was dependent on the groundnut-farming districts surveyed (p=0.0071) 
(data not shown). 
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Figure 3: 	 Rotation of groundnuts with other crops by subsistence farmers 
in four districts of northern KwaZulu-Natal (chi-square: d.f.=4; 
p=0.0122).

Grain sorting before storage
All the maize farmers in all districts surveyed sorted their maize into 
apparently healthy, mouldy and damaged maize before storage (results 
not shown). All the groundnut farmers in Jozini and Manguzi and 10% in 
Mbazwana also sorted their groundnuts into apparently healthy, mouldy 
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and damaged groundnuts before storage (Figure 4). Sorting and groundnut 
districts surveyed are therefore independent variables (p=0.610).
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Figure 4: 	 Sorting of damaged and mouldy groundnuts by subsistence 
farmers in four districts of northern KwaZulu-Natal (chi-square: 
d.f.=3; p=0.610).

End result of mouldy and damaged grain
All the farmers in Jozini fed the mouldy and damaged maize kernels to 
chickens (Gallus gallus domesticus) only. Some farmers in the other 
four districts used the mouldy and damaged maize as chicken feed, but 
also discarded the grain. Additionally, 59% of farmers in Pongola and 
55% of farmers in Vryheid fed the mouldy and damaged grain to other 
domestic animals such as pigs (Sus domesticus), cattle (Bos taurus) 
and goats (Capra aegagrus hircus). Furthermore, 18%, 8% and 9% of 
the farmers in Manguzi, Mbazwana and Vryheid, respectively, consumed 
the mouldy and damaged maize (Figure 5). The end-users of mouldy and 
damaged maize kernels and the maize districts surveyed were, therefore, 
dependent (p=0.0009). For groundnuts, all the farmers in Pongola and 
some farmers in other districts fed the mouldy and damaged groundnuts 
to chickens only. Less than 30% of farmers in Manguzi and Mbazwana 
discarded the mouldy and damaged groundnuts. In contrast with maize 
farmers, more groundnut farmers in Manguzi (50%) consumed the 
mouldy and damaged groundnuts. Also, 60% of groundnut farmers in 
Jozini consumed mouldy and damaged groundnuts (data not shown). 
The end-users of mouldy and damaged groundnuts and groundnut 
districts surveyed were also dependent variables (p=0.0396) (data 
not shown). 

Figure 5: 	 End result of damaged and mouldy maize produced by 
subsistence farmers in five districts of northern KwaZulu-Natal 
(chi-square: d.f.=12; p=0.0009).

Storage facilities
A type of storage facility widely used in all the northern KwaZulu-Natal 
districts surveyed was an inqolobane, which is the isiZulu name for 
a widely ventilated wooden storage facility (Figure 6a). Metal drums 
were used by maize farmers only; some metal drums were ventilated 
and others unventilated (Figure 6b). Groundnuts were planted in small 
quantities in comparison to maize, hence groundnuts were easily and 
most commonly placed in bags which were stored in the farmers’ homes 
(Figure 6c). In fact, in all the groundnut-farming districts (Jozini, Manguzi 
and Mbazwana), farmers stored groundnuts in their homes only (data 
not shown). Metal tanks were used to store maize by some subsistence 

farmers in Jozini, Pongola and Vryheid (Figure 7). The storage facilities 
and maize districts surveyed were dependent variables (p=0.0014).

a b c

Figure 6: 	 Common storage facilities for maize utilised by subsistence 
farmers in districts of northern KwaZulu-Natal: (a) inqolobane, 
(b) metal drum and (c) groundnut bags.
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Figure 7: 	 Storage facilities utilised by subsistence farmers in five districts 
of northern KwaZulu-Natal (chi-square: d.f.=8; p=0.0014).

Consumption and trading of grain
Farmers from all districts either only consumed or both consumed 
and sold their homegrown maize (Figure 8). Consumption with trading 
of homegrown maize and maize-farming districts were independent 
(p=0.1766). Half the farmers in Mbazwana only consumed their 
homegrown groundnuts and the other half both sold and consumed their 
homegrown groundnuts. Over 60% of farmers in Jozini and Manguzi only 
consumed their homegrown groundnuts (data not shown). Consumption 
with trading of homegrown groundnuts and groundnut-farming districts 
were also independent (p=0.635) (data not shown). All the farmers 
in Jozini and Manguzi only sold their homegrown maize to the local 
community; farmers in Mbazwana, Pongola and Vryheid also sold their 
homegrown maize to the nearest markets (data not shown). Maize trading 
areas and maize districts were dependent on each other (p=0.0046) (data 
not shown). 

Figure 8: 	 Consumption and trading of harvested homegrown maize by 
subsistence farmers in five districts of northern KwaZulu-Natal 
(chi-square: d.f.=4; p=0.1766). 

Discussion
Numerous crop production and post-harvest practices have been found 
to influence mycotoxin accumulation in grain crops. In this study, the 
majority of groundnut farmers and all the maize farmers surveyed did not 
practise crop rotation. Furthermore, nearly half of the groundnut farmers 
did not remove plant residues before planting. Crop rotation can help 
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reduce available inoculum for subsequent infection when non-host crops 
are employed.32 In a recent study, conservation agriculture – commonly 
described as practices that maintain permanent soil cover (no removal of 
plant residues) and minimum soil disturbance – did not increase the risk 
of maize ear rots and mycotoxin production.33 The storage facilities used 
by both maize and groundnut farmers favour fungal entry which increases 
the risk for mycotoxin contamination. Improving maize and groundnut 
subsistence farming and grain storage is crucial in mitigating the risk of 
mycotoxin contamination within the particular communities surveyed. 
Good-quality maize-based and groundnut-based products are not only 
necessary for consumption but also for trade. Hence, it was important to 
conduct a survey on the current farming practices in order to determine 
which potentially contribute to increased risk of mycotoxin contamination. 
This information will help to determine possible intervention strategies that 
could cause a reduction in the risk of mycotoxin contamination. 

The lack of mycotoxin awareness in these districts indicates that humans 
and livestock may be consuming mycotoxin-contaminated maize and 
groundnuts daily which places them at a high health risk. Incidentally, 
some agricultural practices used by subsistence farmers, such as sorting 
of damaged and mouldy grain from storage, may have assisted in limiting 
mycotoxin exposure. Crop residues also harbour mycotoxigenic fungi,34 
hence it is vital to remove crop residues before planting so that they do 
not serve as an inoculum source. Destruction or removal of infected crop 
residues from the field has been found to reduce fungal inoculum.35 

The practice of rotating maize and groundnuts with other crops may be 
associated with the variation in soil types of the districts surveyed as 
this directly determines the crops that can be successfully cultivated. 
For example, the Manguzi and Mbazwana Districts had sandy soil types 
which mostly favour the cultivation of groundnuts over maize. Light-
textured soils which include deep, well-drained sandy and loamy sand 
soils at a pH between 5.3 and 7.3 favour significant groundnut yields.36 
The majority of farmers do not employ crop rotation, possibly because of 
a lack of knowledge of the advantages. Pest and disease cycles are broken 
by crop rotation, thereby reducing fungal infestation and subsequent 
mycotoxin contamination in the field.37 Farmers prefer to grow the same 
crop throughout, especially when it can be sustainably produced under 
prevailing conditions. However, rotating crops potentially increases crop 
yield and the root system health is maintained by the reduced inoculum 
potential of soil-borne pathogens.38 Intercropping has also been shown to 
reduce contamination of maize with mycotoxins.39 

The manner in which farmers sorted groundnuts was determined by 
the quantity of groundnuts harvested and/or whether this would be kept 
for household consumption or sold for additional income. Mycotoxin 
contamination was reduced in the former Transkei region by sorting 
damaged/mouldy grain from apparently healthy grain.40 This study 
reported that fumonisin concentration decreased by 71% after removing 
highly infected maize kernels. Also, washing and sorting of maize kernels 
was found to reduce fumonisin contamination by 84%.8 In the Rombo 
District of Tanzania the sorting of maize also led to a reduction in fumonisin 
contamination.18 Therefore, it is good practice that the majority of the 
farmers in the northern KwaZulu-Natal sort their maize and groundnut to 
decrease contamination at storage. Mouldy and damaged maize was used 
to feed domestic livestock while most farmers across all districts fed the 
mouldy and damaged maize to chickens. Mycotoxin-contaminated feed 
generally affects the growth of chickens.41

Farmer preference dictated the use of specific storage facilities in the 
different districts. The choice of a storage facility may be due to problems 
experienced at storage relating to the different districts; for example, the use 
of tanks and drums to prevent mice damage specifically. Storage facilities 
used by farmers in the surveyed districts in northern KwaZulu-Natal are the 
same as those used by other farmers in sub-Saharan African countries30 
and some of these storage facilities do not promote proper drying of 
maize and thus enhance interaction with insects, thereby promoting fungal 
infection and mycotoxin production30. The application of a pesticide to 
control stored-maize insect pests was proved to be an ineffective method 
compared to other post-harvest methods.42 

Most farmers use wooden granaries for storage; these structures are 
widely used, possibly because of the ease of construction and for drying 
maize ears. However, this structure allows invasion by insect pests and 
rodents as it is not covered on top. Insects damage maize ears during 
feeding, thereby facilitating fungal invasion and infection.43 Therefore, 
maize cannot be stored for prolonged periods under such conditions. 
Farmers could be advised to use metal silos44,45 and hermetic storage 
containers46; these storage structures are airtight and, therefore, prevent 
any pathogen or pest from invading the stored maize42. Subsistence 
farmers prefer the traditional storage systems as they are cheaper to 
construct and maintain, although their use can cause high post-harvest 
losses.45 The specific storage practices employed were dictated by the 
quantity of maize produced. For instance, in high maize production areas 
such as Vryheid and Pongola, maize was predominantly stored in tanks. 

Subsistence farmers consume high quantities of homegrown maize, 
as much as 300 g per person per day,47 and also sell the homegrown 
maize and groundnuts to the local community. Hence their exposure 
to mycotoxins is potentially higher than that of consumers in cities 
and towns. Furthermore, subsistence farmers have to contend with 
supermarkets present in local communities and small towns, which sell 
their good-quality products, especially maize meal and bread, at reduced 
costs.48 Also, pressure is placed on subsistence farmers to produce safe 
and healthy food due to new regulations for deoxynivalenol and fumonisin 
B1 and B2 limits in maize. The South African government implemented new 
regulations, setting maximum levels of 2000 µg/kg for deoxynivalenol 
and 4000 µg/kg for fumonisin B1 and B2.

49 Subsistence farmers were 
not aware of these regulations. The monitoring of these regulations in an 
informal environment is unclear and possibly impractical; however, the 
supply chain will need to be regulated for quality and safety10 considering 
the potential for trade between subsistence farmers. Therefore, there is a 
need to determine the extent of mycotoxin contamination of these crops. 
Additionally, limited information is available on control methods to reduce 
the risk of mycotoxin contamination of food crops. 

Conclusion
Mycotoxin contamination of maize and groundnuts produced through 
subsistence farming systems can be reduced by following good agricultural 
farming and storage practices such as crop rotation and sorting before 
storage, respectively, thus, improving the health and economic status of 
subsistence farmers and the communities involved. The implementation 
of good farming practices can be effortless; however, access to adequate 
storage facilities may not be feasible. Therefore, support in this regard is 
of utmost importance in subsistence farming. Furthermore, it is vital, to 
minimise mycotoxin contamination, that knowledge of good agricultural 
practices be transferred to subsistence farmers as well as agricultural 
extension officers. This knowledge transfer can form part of mycotoxin 
awareness campaigns to inform farmers of the threats and effects of 
mycotoxins on humans and animals. Additional surveillance is required 
to continuously monitor and advise on mycotoxin contamination and 
potential exposure in subsistence farming.
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Although rugby union as a sport is well established, the strength and conditioning practices of high school 
level players are not well known. Therefore, the main purpose of this study was to examine the current strength 
and conditioning practices that coaches implement at South African high school level rugby. A secondary 
purpose was to compare practices between high schools of different socio-economic status in South Africa. 
An online survey or in person interview (depending on the school) was conducted and 43 responses were 
received: from 28 coaches at schools among the top 100 rugby schools in South Africa for 2016 and from 
15 coaches at no-fee public schools in the Eastern Cape Province of South Africa. Most coaches (72%) 
performed some form of physical testing, with the most common parameter tested being ‘speed’. The most 
common strength and conditioning practices utilised included flexibility (stretching), speed (free sprinting), 
agility (cone drills), plyometric (box drills) and resistance (weight lifting) training. Unlike the no-fee schools, 
the top 100 rugby schools implemented conditioning practices similar to best-known international practices. 
Furthermore, no-fee school coaches did not have the qualifications necessary to administer the correct 
training techniques. Education and upskilling on the best strength and conditioning practices for school level 
coaches need to be improved, particularly in less privileged schools. Such improvement is crucial to the 
transformation goals set out by the South African Rugby Union, which would benefit from player development 
in lower socio-economic schools.

Significance:
•	 The top 100 rugby playing schools in the country implement similar strength and conditioning practices 

to the best known international practices.

•	 Education of coaches is key to the implementation of correct strength and conditioning practices, 
specifically at underprivileged schools. 

Introduction
Rugby union (hereafter referred to as rugby) is a popular sport with over 8.5 million players around the globe. Because 
of the increasing popularity and high profile of elite rugby, research on the sport has increased with two key objectives: 
optimising performance1-5 and reducing the risk of injury6-8. As a consequence, there is increasing importance on 
developing the physical characteristics of modern players through the principles of strength and conditioning.9,10 
Physical characteristics such as improved strength, power, speed, cardiovascular fitness and body composition can 
contribute towards the success of a player and a team.11 Improving these attributes has thus become a crucial 
part of training and development; understanding the techniques for an effective physical conditioning programme 
can give players and teams a competitive edge.12 Furthermore, rugby has a high incidence of injury due to the 
physical nature of the game8 and in South Africa it presents an above-average overall injury risk (69 injuries in 
1000 hours exposure) compared to other popular sports such as cricket (2 injuries in 1000 hours exposure)13. 
The physiological and morphological adaptations of strength and conditioning do not only benefit rugby performance, 
but also reduce the risk of injury and are thus important to consider within the training paradigm.6,8 South African 
high school rugby is fiercely competitive and reflects the modern professionalism of the sport at an elite level.7 
Sponsorships, televised matches and bursaries have all increased rugby competition in high schools and schools 
have made major investments to improve their results.14 Such investments include hiring professional coaches, with 
strength and conditioning specialists becoming more frequent in top rugby-playing schools. The expertise provided 
by such specialists is paramount in developing young players into competitive athletes. 

Despite the increasing popularity of rugby in South Africa, the sport is plagued with political interference and racial 
division.15 Interventions such as racial quotas have been introduced to reverse the apartheid policies of racial division 
and systemic disadvantage.16 However, despite such interventions, the previously disadvantaged people of colour, 
who represent 90% of the South African population, remain the minority in the elite level rugby teams.15 There is a 
distinct lack of black players who fulfil their potential and reach an elite level of rugby. Development of these players 
needs to start from grassroots level.17 However, the South African schooling system is steeped in inequalities that 
favour the minority, and these inequalities are reflected in rugby structures.10,18 The majority of school learners, pre-
dominantly black learners, face unfavourable socio-economic circumstances at home and have to strive to overcome 
similar circumstances in school as well.10,18 Schools that cater for poverty-struck communities also struggle for 
educators, resources and facilities.19 As a result, these schools lack the structures and knowledge to develop their 
learners into competitive athletes who could pursue a sport as a career. Combining the principles of strength and 
conditioning with those of nutrition could assist these players to achieve the physical development required to reach 
an elite level of rugby performance.20 However, the extent to which strength and conditioning exercises have been 
adopted in a South African high school context is yet to be investigated. If effective transformation is to be achieved, 
the nation cannot rely on the few top rugby playing schools in the country to provide the players, especially as these 
teams are represented pre-dominantly by white players.10 There is much to be learned from the success of the top 
rugby playing schools. Their expertise can lead adolescent development across the country and the practices of these 
schools can form a fundamental starting point from which research can expand.
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The purpose of this study was therefore twofold: the primary aim was 
to describe the current strength and conditioning practices utilised by 
coaches at a high school level and a secondary aim was to compare these 
practices to those of a smaller sub-sample of rural school coaches.

Methods
The study was a cross-sectional descriptive study which required 
participation in an online questionnaire. The online questionnaire was 
created using www.kwiksurvey.com and is available as Appendix 1 in 
the Supplementary material. The questionnaire was designed following a 
narrative literature review of previous strength and conditioning surveys 
specific to intermittent and contact sports similar to rugby. Questionnaires 
examining similar issues were given specific attention, particularly those 
regarding high school strength and conditioning practices and rugby-
related research.18,21-24 However, due to the limited literature available, 
particularly that in regard to rugby-specific questions, newly constructed 
questions were verified for construct validity through pilot testing with local 
strength and conditioning specialists as well as sports scientists. 

The survey itself consisted of four sections:

1.	 General: This section surveyed the background information of the 
coaches, their degrees and qualifications obtained and their general 
knowledge of strength and conditioning principles. 

2.	 Sports conditioning: This section focused on the coaches’ use 
of physical testing, flexibility development, speed development, 
agility development, plyometric training, and strength and re
sistance training.

3.	 Rugby specific: This section dealt with rugby-specific strength 
and conditioning related questions that gave insight into position-
specific practices. 

4.	 General comments: This section allowed coaches an opportunity 
to include any information they might deem useful to the study.

The survey consisted of both quantitative and qualitative questions. 
Quantitative questions provided specific data that were transformed into 
useable statistics. These questions included a combination of nominal and 
interval levels of measurements that reflected the response frequencies. 
The qualitative questions revealed specific trends or opinions and ensured 
the participants were not limited in their answers. 

Participants were the head strength and conditioning specialists or, 
in the case of no strength and conditioning specialist, coaches who 
were responsible for the strength and conditioning of their high school 
boy rugby teams. Participants were recruited from 12 private schools, 
16 public schools and 15 no-fee schools. The private and public high 
school teams chosen were from the top 100 rugby teams in the country in 
2016. Because the no-fee schools are of major interest in the growth and 
transformation of South African rugby, it was decided that these schools 
would be approached in the Eastern Cape region surrounding Makhanda 
(previously Grahamstown) where the researchers were situated and thus 
comprised a sub-sample of convenience. Most rural schools have no 
access to computers or the Internet so schools in close proximity were 
approached for pragmatic reasons. Ethical clearance was granted by 
the Department of Human Kinetics and Ergonomics Ethical Standards 
Committee for research involving human participants (Rhodes University). 
All participants were informed of the benefits and risks of the study before 
consenting to participate.

The survey was emailed to the strength and conditioning specialist or coach 
in charge of conditioning for the Under-19 First team of the selected school. 
Email addresses were obtained via the schools’ websites. The email sent 
contained information on participation and a link to the online survey. It was 
explained in the email that recipients were under no obligation to complete 
the questionnaire and could decline or withdraw at any point. If a coach 
was unavailable via email, a face-to-face interview was arranged where 
possible. Because of the multilingual nature of the South African education 
system, it was expected that there would be some language barriers. Thus, 
face-to-face interviews were also deemed necessary in assisting with the 
understanding of certain concepts and questions. Participants were not 

influenced in any way during the interviews, but explanations were provided 
for terms where necessary.

The survey consisted of both fixed response (quantitative) questions and 
open-ended (qualitative) questions. The responses were exported by the 
survey host (KwikSurveys) to a Microsoft Excel spreadsheet. Quantitative 
data were analysed using the data analysis tool provided by KwikSurveys. 
Thematic analysis was used for qualitative data to identify patterns 
of meaning across the data sets that provide insight into the relevant 
question being addressed. This analysis was performed using the process 
of data familiarisation, data coding, theme development and revision. 
Patterns or themes were identified in accordance with the methods 
used in previous studies on strength and conditioning principles.24 
Braun and Clarke25 identified a six-phase process for thematic analysis 
that was closely followed in the current study. Answers to the qualitative 
questions were collated and content analysed for specific major and minor 
themes. Categorical and ordinal data were reported as percentages of the 
responses. Univariate analysis was used to describe the basic features of 
the data and was stratified by the types of schools in the study. 

Results
From the list of top 100 South African rugby schools, contact details 
were gathered for 66 of the schools (15 private and 51 public). Contact 
details were not available online for 44 of the schools. Of the 66 schools 
approached, 28 coaches (from 12 private schools and 16 public schools) 
responded to the survey. This response rate of 42% was deemed 
acceptable as it was higher than the rate obtained in a previous survey 
on conditioning practices.21,26 Additionally, 15 no-fee schools were 
included in the study; these surveys were completed via face-to-face and 
telephonic interviews. The total number of responses was therefore 43 
(private = 12, public = 16, no-fee = 15). The basic demographic data of 
the respondents are shown in Table 1.

Table 1: 	 Basic demographic data of the participants

 

 

Private Public No-fee Total

n=12 n=16 n=15 n=43 (%)

Gender

Men 12 16 15 43 (100)

Women 0 0 0 0 (0)

Age (years)

<30 6 8 2 16 (37)

30–39 6 7 6 19 (44)

>40 0 1 7 8 (19)

Experience (years)

<5 4 3 2 9 (20)

5–10 5 8 4 17 (40)

>10 3 5 9 17 (40)

Highest level of education

Matric 0 0 7 7 (16)

Undergraduate 2 0 1 3 (7)

Postgraduate 9 14 6 29 (68)

Other† 1 2 1 4 (9)

S&C Certifications

NSCA 2 1 0 3 (7)

Other† 1 2 0 3 (7)

S&C, strength and conditioning; NSCA, National Strength and Conditioning Association
†Other refers to additional qualifications, such as certificates or diplomas in health 
and wellness.
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According to the coaches’ responses, the most commonly tested 
measure was speed (58%), which remained the most popular for private 
schools (75%) and no-fee schools (27%) alike (Figure 1). The public 
schools indicated a preference for testing muscular strength (88%), with 
the only other parameter tested by no-fee schools being aerobic capacity 
(Figure 1). Overall, the most common tests were for speed (40-m and 
100-m sprint tests), aerobic capacity (multi-stage fitness test), anaerobic 
capacity (repeat sprint ability test), muscular strength (one-to-five 
repetition maximum test), muscle endurance (maximum push-up, pull-up 
and sit-up tests), agility (Illinois agility test), muscle power (standing broad 
and vertical jump tests) and flexibility (sit and reach test).

Flexibility, speed, agility, plyometrics and resistance training were the 
most common practices. The most common types of equipment used 
for these training exercises are shown in Table 2.

Table 2: 	 Most common (%) equipment used for each type of training

Type of training
Private (%) Public (%) No-fee (%)

Flexibility
Resistance bands 

(100%)

Resistance bands 
and foam roller 

(69%)
None

Speed
Resistance bands

(75%)
Sled 

(63%)
Cones 
(40%)

Agility
Agility poles 

(88%)
Agility poles 

(88%)
Cones 
(33%)

Plyometrics
Boxes 
(75%)

Boxes 
(88%)

Cones 
(33%)

Resistance training
Free weights 

(100%)
Free weights 

(100%)
Body weight

(53%)

Flexibility training
All 43 coaches reported that their teams did some type of flexibility training. 
Dynamic exercises were most common overall (n=38; private = 100%, 
public = 100%, no-fee = 67%). Static exercises were the most common 
form of flexibility training for no-fee schools (80%) and the second most 
common overall (n=36; private = 83%, public = 88%). 

Speed training
All 43 coaches reported that their teams did some type of speed 
development training. Most (33) coaches reported holding speed 
development sessions on a weekly basis (private = 58%, public = 94%, 
no-fee = 73%) and almost all (39) reported free sprinting as the most 
common method for speed development (private = 83%, public = 88%, 
no-fee = 100%).

Agility training
Of the 43 respondents, 37 reported prescribing agility exercises (private 
= 92%, public = 100%, no-fee = 67%) and 24 prescribed agility 
exercises on a weekly basis (private = 58%, public = 56%, no-fee = 
53%). Only 10 coaches reported using agility training more frequently 
than once per week (private = 25%, public = 38%, no-fee = 7%), 
and 3 coaches prescribed agility exercises on a monthly basis (private 
= 8%, public = 6%, no-fee = 7%). The most common type of agility 
training exercises were those involving sudden changes in direction (for 
example, Illinois agility drill, X-agility drill, L-agility drill).

Plyometric training
A total of 34 coaches prescribed plyometric exercises (private = 83%, 
public = 100%, no-fee = 53%). Various forms of jumping exercises 
were the most common method of plyometric training for private (58%) 
and no-fee schools (33%) while box drills were most popular with public 
school coaches (63%). Overall box drills were most common with 50% 
of private school coaches and 27% of no-fee school coaches using 
them. Of the 34 coaches prescribing plyometric training, 26 did so on a 
weekly basis (private = 67%, public = 75%, no-fee = 40%). 

Resistance training
Resistance training was prescribed by 36 coaches (private = 100%, 
public = 100%, no-fee = 53%). The most common frequency of 
resistance training sessions was three times per week (n=16; private = 
42%, public = 63%, no-fee = 7%). Of the 36 coaches, 35 required their 
players to take part in resistance training during the pre-season (private = 
100%, public = 100%, no-fee = 47%); 32 continued resistance training 
in-season (private = 92%, public = 94%, no-fee= 40%); and 23 during 
the off-season (private = 92%, public = 69% and no-fee = 7%).

About half the coaches (n=20; private=58%, public=69%, no-
fee=13%) reported using different conditioning practices for different 
positions (Table 3). 
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Figure 1: 	 Different physical parameters tested (%) across the schools (n=31).
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Table 3: 	 Position-specific conditioning results

Private 
n=7

Public
n=11

No-fee
n=2

Total (%) 
n=20

Front row

Strength 4 8 2 14 (70)

Core 1 5 0 6 (30)

Scrummaging exercises 2 2 0 4 (20)

Aerobic training 0 1 0 1 (5)

Collision conditioning 1 0 0 1 (5)

Second row

Strength 3 4 2 9 (45)

Explosive power 3 4 0 7 (35)

Core 0 2 0 2 (10)

Aerobic training 0 1 0 1 (5)

Collision conditioning 1 0 0 1 (5)

Flexibility 0 1 0 1 (5)

Back row

Explosive power 2 6 0 8 (40)

Strength 2 2 2 6 (30)

Ruck specific exercises 2 3 0 5 (25)

Aerobic training 1 3 0 4 (20)

Anaerobic training 2 1 0 3 (15)

Speed 0 2 0 2 (10)

Half backs

Passing drills 
(weighted)

2 2 1 5 (25)

Speed 1 3 0 4 (20)

Aerobic training 1 2 0 3 (15)

Explosive power 0 1 2 3 (15)

Decision-making / 
reactive agility

1 2 0 3 (15)

Strength 0 2 1 3 (15)

Wrestling 2 0 0 2 (10)

Agility 0 1 0 1 (5)

Flexibility 0 1 0 1 (5)

Centres

Explosive power 3 6 2 11 (55)

Speed 1 6 1 8 (40)

Strength 1 5 0 6 (30)

Agility 0 1 0 1 (5)

Collision conditioning 1 0 0 1 (5)

Wrestling 1 0 0 1 (5)

Outside backs

Speed 4 7 1 12 (60)

Power 1 5 2 8 (40)

Agility / reactive agility 1 3 0 4 (20)

Strength 0 1 0 1 (5)

Discussion
We sought to determine the strength and conditioning practices of 
South African school boy rugby coaches, specifically of those schools 
ranked highly in rugby performance and those from less privileged, 
no-fee schools. Overall, the no-fee school coaches were less likely to 
implement agility, plyometrics and resistance training, which could be 
explained by a lack of knowledge and limited or no access to equipment 
and/or facilities. As these exercises are key for injury prevention6,8 and 
performance5,21 in rugby, this limitation can have a negative impact on 
these players. The fact that no-fee schools lack the resources, facilities 
and skilled coaches to implement specific conditioning practices 
is somewhat surprising as there has been a big push over the past 
decade, by the then Department of Sport and Recreation South Africa, 
to eradicate these problems.17 However, this scenario needs to be 
investigated further as these reasons were not explored in this study.

The difference in principles and techniques prescribed by coaches is 
related to the coaches’ education, the schools’ level of rugby play, and 
the socioeconomic standpoint of the school and the community which 
it serves. The no-fee school coaches, who have no formal education 
in strength and conditioning, arguably have less understanding of the 
advantages of physical development. Additionally, they may not have 
adequate knowledge or the appropriate facilities to implement effective 
strength and conditioning programmes for their players. Furthermore, 
the players from these schools are often plagued with socioeconomic 
disparities which can hinder general health and well-being.27 A  coach 
cannot prescribe the same physical training for those who are 
malnourished as for healthy adolescents who are well nourished.28 
Furthermore, children from no-fee schools are already expending more 
energy by virtue of the fact that they walk to school and do physically 
demanding chores at home such as collecting water and firewood.29 
These factors need to be taken into consideration when determining 
training programmes. 

The coaches surveyed in the top 100 rugby schools for 2016 were also 
from the nation’s best rugby playing schools historically. These schools 
employ specialised strength and conditioning coaches who tend to 
align their practices with the best-known international trends in rugby.18 
The no-fee schools cannot be expected to achieve the same level of 
strength and conditioning expertise with fewer resources and coaches 
who have no background in strength and conditioning. This highlights 
the complexities of sport and athletic development in a country such as 
South Africa where inequality and poverty prevails.

The majority (18 or 64%) of the top 100 rugby school coaches implemented 
different conditioning practices for different positions, compared with 
only two (13%) of the no-fee school coaches. The purpose of position-
specific conditioning practices is to train the player according to the 
physical demands of their position, which is crucial in rugby, which 
has varying positional requirements.30 The principles of ‘specificity’ and 
‘individualisation’ are key aspects of developing an effective strength and 
conditioning programme to suit the needs of each player.18 In no-fee 
schools, the lack of importance in developing each individual could be 
due to time constraints and/or an absence of knowledge. To achieve 
a high level of success in rugby, every individual in the team needs 
to reach their peak physical capabilities to meet the demands of their 
position and benefit the team as a whole.

In the top rugby schools, strength training was indicated as the largest 
focus for the front row (67%) and second row (39%) which makes sense 
as these positions require large amounts of force production at low 
velocities during scrums – a crucial aspect of their gameplay.31 Explosive 
power was reported as the most important aspect of training for the 
back row (39%) and centres (50%) as these positions require a great 
capacity for power in tackling, scrumming, rucking, mauling and breaking 
through tackles.32 The main focus for half backs was weighted passing 
drills (22%), despite the fact that a previous study in youth rugby players 
indicated no significant differences in passing performance variables 
between weighted ball and non-weighted ball training interventions.33 
Despite this lack of evidence, coaches seem to believe in an added benefit 
of performing weighted passes for half back positions. There might be a 
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case for progressive implementation of weighted ball passes to reduce 
shoulder injuries in half backs, for whom frequent forceful passing actions 
are required. This possibility is addressed in the survey in the subsequent 
questions on injury prevention; however, weighted ball exercises are not 
specifically mentioned. The biggest focus for outside backs by coaches 
was on speed development (61%), which is crucial as they often are 
required to beat the opposition by means of speed.34

Conclusions
This study provides a rich source of ideas to improve current training 
practices and expand on current knowledge on high school boys’ rugby. 
It is clear from the lack of adequate conditioning in no-fee schools that 
methods need to be created to provide opportunities for learning for the 
coaches less resourced than those at wealthier schools. The South African 
Rugby Union should employ qualified individuals to promote player 
development among the no-fee schools and educate the coaches. 
Failing that, structures should be implemented to allow qualified strength 
and conditioning specialists in the top rugby playing schools to assist 
coaches at underprivileged schools. But first it should be determined 
whether no-fee schools are not administering adequate strength and 
conditioning practices due to a lack of knowledge or a lack of access to 
facilities, equipment and resources.
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The aim of this study was to compute the theoretical (software-based) spectroscopic properties of valeraldehyde 
as a member of the aldehyde family. The structural, thermochemical, electrical and spectroscopic properties 
of valeraldehyde were investigated using a quantum calculation approach. The  infrared, ultraviolet-visible, 
Raman, and vibrational self-consistent field calculations and thermochemistry were calculated using the 
computational software GAMESS (General Atomic and Molecular Electronic Structure System) and the nuclear 
magnetic resonance predictions were calculated. The calculated energy gap between the lowest unoccupied 
molecular orbital (LUMO) and the highest occupied molecular orbital (HOMO) was 164.892.eV, which means 
valeraldehyde is a poor electrical conductor. The band gap is a non-neglected parameter for optical material. 
Results of the current computational analysis are useful to predict even a complex aldehyde precursor.

Significance: 
•	 The computational strategy used successfully here could also be useful for investigation of other 

aldehyde polymers.

Introduction
Valeraldehyde is a colourless member of the aldehyde family. Applications involving aldehydes are vast. Valeraldehyde 
holds prime importance in the food industry as a flavour enhancer and in the polymer industry.1 Vegetable glycerin 
produces aldehydes after heat contact in electronic cigarettes.2 Darker beers produce disproportionately high levels 
of Strecker aldehydes.3 However, the European Food Agency has prohibited the addition of flavouring agents4, 
including valeraldehyde. Although aldehydes occur naturally in cells and are generated during intermediary 
metabolism of natural compounds, metabolism of drugs and xenobiotics may result in toxic interactions, which is 
why the pharmaceutical industry has a keen interest in aldehyde studies.5 

The aldehyde under consideration here is valeraldehyde. Valeraldehyde is neither a simple nor a complex member 
of the aldehyde family. With the introduction of each ethyl (C2H5), the molecule can alter its intrinsic properties 
to some extent, so more data are needed to provide guidance to scientists working with this molecule. Kinetic 
modelling studies have been devoted to understanding the oxidation chemistry of aldehydes, because of their 
importance as intermediate and product species in alkane and biofuel oxidation.6

Through the use of computer-aided material design, the end product and the choice of material from which the product 
is made are interdependent activities. In this way, complex products can be created easily and directly from simulating 
the base result, with minimal requirements for the design or manufacturing tool.7,8 Computational spectroscopic study 
is an analytical tool for identifying organic compounds. It is hoped that experimental methods in combination with 
computational methods will be a powerful tool for determining the absolute configuration of molecules. Through the 
use of computational software, vibrational spectroscopic simulations have long assisted in solving chemical problems 
and the industrial use of vibrational spectroscopy is highlighted by many.9 Vibrational spectroscopy is based on the 
methods of theoretical chemistry consolidated into effective computer programs to determine the structural properties 
of a compound. Advancements in computational analytical chemistry base software has paved the way to predicting 
results before undertaking experimental analysis, which creates greater confidence in the results of the analysis.10 
Different types of computational methods and models are available. Selecting the appropriate approach for a particular 
molecule is the task of the computational chemist. Density functional theory is used to determine electronic properties 
with reference to β-functionalisation of aldehydes, as reported by Liu et al.11 To our knowledge, this is the first 
report of infrared (IR), ultraviolet-visible (UV-Vis), Raman and vibrational self-consistent field (VSCF) spectrograms of 
valeraldehyde using density functional theory. The International Academy of Quantum Molecular Science accepts the 
results of theoretical calculations, which are very near to those of real or experimental calculations. 

Spatial arrangement of valeraldehyde
The molecule contains 5 carbon atoms, 1 simple oxygen atom which shows the presence of a formyl group, 10 
hydrogen atoms and 1 double bond – 16 atoms in total (Figure 1). The molecular formula is C5H10O and SMILES 
(simplified molecular input line entry system) notation is CCCCC=O. The structure has no stereoisomers. Its 
molecular weight is 86 g/mol and estimated dipole moment is 2.4 D.

Figure 1: 	 The arrangement of valeraldehyde.
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Computational method
The molecular structure of valeraldehyde was drawn with the help of 
Avogadro 1.2.12 Then geometry of the molecule was optimised by applying 
the universal force field. Verification of theoretical results was done 
through KnowItAll Informatics Systems, an online system that compares 
results with previous deposits. We selected GAMESS (General Atomic 
and Molecular Electronic Structure System) for computational calculation. 
The simulation program MestreNova was used for prediction of carbon 
and hydrogen nuclear magnetic resonance (NMR) and Gabedit 2.50 was 
used to visualise the results. All the software programs used are free for 
academic use.

Parameter use
For determination of electronic spectra, calculation frequency in basic 
set STO-3G with Becke three-parameter Lee Yang-Parr (B3LYP) hybrid 
function code was used. This method increases the time for computation 
but produces better results. Parameters for theoretical Raman and UV-VIS 
calculations were the same.

Computational results
Most of the quantum chemical results for molecular vibrations of molecules 
with more than a few atoms were described by the Born–Oppenheimer 
approximation. According to the Born–Oppenheimer assumption, the 
electronic and nuclear motion of molecules can be treated separately.13 
Computational scientists apply different computational capabilities to 
modelling and simulation, data analysis, and visualisation of results in 
their exploration of molecules. The successful outcome of the theoretical 
calculation is used as a reference for future work.

IR theoretical value
Figure 2 shows the IR spectrogram of valeraldehyde. The IR spectrogram is 
widely used for measurement, quality control, dynamic measurement and 
identification of the functional group. In the group frequency region of the 
spectrogram, peaks can be seen which correspond to functional groups.

From the IR spectrogram of valeraldehyde, for identification of the aldehyde 
group, formyl group stretching and C-H stretching, two sharp peaks of 
moderate intensity are observed near 2941 cm-1 and 2720 cm-1. But from 
the theoretical calculation, the peak is observed at 2007 cm-1.

C=O stretching vibration: 1725–715 cm-1 (strong) 

C-H deformation vibration: 900–700 cm-1 (limited diagnostic value).

UV-Vis theoretical value
As can be seen in Figure 3, the UV-Vis spectrogram of valeraldehyde 
shows a parabolic curve. There are many applications of UV-Vis spectro
photometric studies. In this study, we used the UV-Vis spectrogram to 
examine electronic energy transition and excitation, that is, any molecule 
raised to a higher electron level means that an electron has been shifted 
from an orbital of lower energy to an orbital of higher energy.

Raman theoretical value 
Figure 4 shows the Raman spectrogram of valeraldehyde. Presence of the 
aldehyde group is confirmed by medium C-H stretching in the functional 
group region at 3735 cm-1. 

Raman spectroscopy also reveals the molecular structure. Rotational and 
vibrational motions are unique attributes of every molecule, analogous 
to the fingerprints of humans. Each atom of the molecule is connected 
by a bond and each bond requires a different frequency, which creates 
different types of peaks – this region of the IR spectrum is called the 
fingerprint region. 

As mentioned previously, aldehydes play a vital role in beverage production 
and determine the aqueous solution. Raman spectrophotometry is a 
superior tool for aqueous solutions because water can absorb the IR 
rays and thus distort the results of IR spectroscopic investigations. 
The Raman spectrogram is therefore widely used to complement the 
IR results.
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Figure 2: 	 The infrared spectrogram of valeraldehyde lies between 0 and 3600 cm-1.
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Figure 3: 	 Ultraviolet-visible spectrogram of valeraldehyde.
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Figure 4: 	 Raman spectrogram of valeraldehyde.

NMR prediction 
NMR provides information on the structure, dynamics and reaction state. 
NMR also confirms the three-dimensional structure at a molecular level 
and thus limits the need for X-ray crystallography. The overriding goal of 
NMR is to produce magnets with higher field strengths in an effort to gain 
sensitivity and chemical shift dispersion for measurement. Three NMR 
analyses were needed for confirmation of the structure of the valeraldehyde 
molecule: one for the presence of carbon (Figure 5a), one for the presence 
of hydrogen (Figure 5b) and one for the presence of oxygen (Figure 5c), 
as the molecular formula is C5H10O.

NMR is a tool used in the food industry for quality control and research. 
As mentioned above, aldehydes are a main food ingredient and foodomics 
requires assessment of food. IR and Raman spectroscopy provide 
information on structure only, whereas NMR provides information on the 
chemical composition of food, allowing sources of variation to be identified.

Electronic properties
Table 1 shows the band gap of valeraldehyde. The band gap or energy 
gap indicates the difference between energy at the ground state and 
energy at the first excited state and is calculated by subtracting the 

energy in electron volts (eV) at the lowest unoccupied molecular orbital 
(LUMO) from that at the highest occupied molecular orbital (HOMO).

Table 1: 	 Band gap of valeraldehyde

Calculation Orbital Energy (eV)

1 LUMO+4 287.210

2 LUMO+3 275.511

3 LUMO+2 267.366

4 LUMO+1 237.897

5 LUMO 57.457

6 HOMO -107.435

7 HOMO-1 -199.247

8 HOMO-2 -209.243

9 HOMO-3 -211.020

10 HOMO-4 -215.611

HOMO, highest occupied molecular orbital; LUMO, lowest unoccupied molecular orbital

For valeraldehyde, the minimum calculated energy gap between LUMO 
and HOMO is 164.892 eV, which means that it is a poor electrical 
conductor and acts more like an insulator. 

Aldehyde C-H bond dissociation energy is much smaller. The direct 
influence of electronegativity due to the hydrogen CO bond stabilises 
any negative intermediate. Here the essential gap is the distinction of 
electron affinity and upright ionisation potential. A narrow energy gap 
indicates a tranquil electron transition and a wide energy gap confers high 
thermodynamic solidness of the compound. As indicated by Koopmans’ 
hypothesis, with regard to Hartree–Fock estimations, ionisation potential 
and electron affinity can be considered (short) energies of HOMO and 
LUMO, individually. At a presumption, the relation between band gap, which 
is classically associated with Fermi level to conduction band gap, and the 
HOMO-LUMO gap may be significant. An adverse feature of obtaining 
results from a molecular assessment (HOMO-LUMO) and a continuous 
model assessment of the solid state band gap is that it neglects unlike 
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Figure 5: 	 Nuclear magnetic resonance (NMR) spectra of valeraldehyde: (a) carbon, (b) hydrogen and (c) oxygen.
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results. Unfortunately, these two models meet up somewhat badly in the 
nanodomain, because neither interpretation is very good in this crossover 
domain, giving rise to a possible new frontier area for research. 

Thermochemistry
Thermochemical data provide information on the stability and reactivity 
of molecules. The enthalpy of the valeraldehyde molecule is -704086.66 
kJ/mol, at a temperature of 25  °C and pressure of 1 atm. This result 
indicates that the molecule is exothermic in nature.

Conclusion
The current computational analysis is useful to predict even a complex 
aldehyde precursor and this approach may be useful for the assessment of 
other aldehyde molecule polymers. The resultant IR and Raman spectra of 
the compound were compared with the standard compound. Extra peaks 
in the spectrogram are indicative of impurities present in the compound. 
The field of computational analysis is still not fully developed enough to 
determine the vibrational property of organic molecules. The success of 
this theoretical approach opens a pathway to applying a correct algorithm 
force field for the assignment to aldehyde family. The key benefit of 
computational vibration analysis is an edge in the ease with which the 
electron shift, donation and withdrawing effects can be observed. 
The choice of open-source software allows for easier reproducibility of the 
methods. More recently, aldehyde nanomaterials are under development.14 
Further, it is necessary to calculate the polarisation density, the magnitude 
of the displacement vector, the dipole moment, the dielectric constant, the 
electric susceptibility, and the refractive index for a complete description of 
electrical and optical properties of alkanes.
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Airborne infection control measures are used extensively in health-care settings to curtail the spread of 
airborne infectious diseases. Few such measures are applied in public congregate spaces outside health 
facilities, such as those associated with public transport. In minibus taxis – a popular form of public 
transport in South Africa – poor ventilation creates conditions that allow for transmission of airborne 
diseases, particularly tuberculosis. In this study, we focused on developing quantitative ventilation profiles 
for the 16-seater Toyota Quantum Ses’fikile model commonly used in the Cape Town metropole. We studied 
the ventilation rates achievable in an occupied taxi under varying operational conditions, such as driving 
speed and open window configurations, which were based on observations made during preliminary taxi 
journeys. Two open-window configurations were found to provide ventilation rates close to or exceeding 
WHO recommended per-person requirements for high-risk clinical areas and are therefore likely to be 
effective in reducing the risk of tuberculosis transmission. 

Significance:
• The results obtained augment the limited data available on the role that natural ventilation can play in

reducing TB transmission in minibus taxis.

• Ventilation rates were shown to depend on both the taxi speed and specific open window configuration, 
countering the notion that simply opening a random selection of windows provides adequate reduction
in the transmission risk.

Introduction
With some of the highest recorded infection and prevalence rates globally,1 tuberculosis (TB) is a leading cause 
of both mortality and morbidity in South Africa, and particularly so in the Western Cape. From an infection control 
perspective, individuals most likely to transmit TB are those who are infected but undiagnosed and not receiving 
treatment and therefore highly contagious.2 By the time many of these individuals present themselves at health-care 
facilities, they may inadvertently have transmitted TB to several people. 

In addressing the TB burden in South Africa,3 it is essential to consider the congregate settings outside health-care 
facilities as hotspots of transmission. A study conducted in a high incidence township in Cape Town estimated 
that transmission of TB outside the households of infected individuals contributed significantly to the spread of the 
disease.4 Public transport studies conducted in Cape Town, Peru and Tanzania have shown that the risk of transmission 
in modes such as minibus taxis is high.5-7 In South Africa, minibus taxis are an important component of the public 
transport system, accounting for 68% of public transport commutes to work nationally.8 In the Western Cape, minibus 
taxis were found in a 2013 survey8 to account for 39% of public transport commutes to work, followed by trains and 
buses at 34% and 18%, respectively.

In this study, ventilation refers to bringing and distributing outdoor air into or out of the interior space using natural 
forces such as wind pressures, thereby diluting the number of infectious particles within the indoor space.1 In minibus 
taxis, ventilation is typically achieved through window opening during transit and door opening when passengers 
enter and exit the vehicle. Poor ventilation increases risk to passengers as conditions within the minibus taxi allow for 
transmission of airborne diseases. Studies exploring the achievable ventilation in taxis are limited5-7,9 and the ventilation 
resulting from the combined changes in taxi speeds and window opening configurations has not been examined. 

Both experimental and mathematical methods have been used in the study of airborne disease transmission 
risk in congregate settings (health care, public transport, prisons and public buildings)10-14, and include airflow 
measurement and visualisation techniques15, tracer gas techniques9, the Wells–Riley deterministic model16 
and modifications to that model17,18, dose-response numerical models19,20, and computational fluid dynamics 
modelling21. A 2012 study by Johnstone-Robertson5 investigated the risk of TB transmission in minibus taxis 
in South Africa by monitoring the CO2 concentration as an indicator for ventilation (or lack thereof). Ventilation 
characteristics were explored in a stationary taxi for four ventilation scenarios using repeated CO2 tracer gas tests 
and the Wells–Riley numerical model to determine the transmission probabilities for these scenarios. The study by 
Johnstone-Robertson5 showed that ventilation rates from 1.31 L/s to 25.09 L/s could be achieved in a stationary 
taxi with three-open-window configurations.

In the current study, we examined the ventilation profiles associated with varying open-window configurations 
in operational transit, and aimed to determine whether ventilation rates above those recommended by the World 
Health Organization (WHO) could be achieved. This study differed from previous studies5-7,9 in that the number of 
occupants in the taxi was controlled, the taxi speed was controlled and monitored, and the distinct open window 
configurations used were based on observed configurations in operational taxis. 

Methods
Prior to establishing minibus taxi operating conditions for testing, 23 preliminary journeys were taken in taxis 
operating within the Cape Town metropole during which operating conditions that would potentially affect ventilation 
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were recorded. The average taxi speeds on highways and main roads, 
passenger occupancy (the number and location of passengers within the 
taxi) between peak morning and late afternoon rush hours, open window 
patterns (configurations, opening and closing frequency, duration of 
opening and the degree of window opening), as well as the routes taken, 
were recorded on journeys to and from the Cape Town central business 
district. From the preliminary data, the experimental taxi speeds, window 
configurations and passenger occupancy were determined. 

CO2 tracer gas decay tests were used to estimate ventilation rates. 
The experiments were carried out in a fully occupied minibus taxi (emulating 
high passenger occupancy rates observed in the preliminary journeys), 
with seating arrangement shown in Figure 1. The aim was to determine 
the range of ventilation rates achievable by changing the open window 
configurations at operating speeds of 40 km/h, 80 km/h and 100 km/h.

Figure 1: 	 Top view of taxi interior with window and seating arrangements 
shown; A–F are the windows and P1–15 are the passenger seats.

Six window configurations (three double and three multiple open window 
configurations), shown in Table 1, were tested to provide a range of ventilation 
rates; the windows were always opened fully during the experiments. Taxi 
occupants comprised the driver, a researcher and 14 volunteer participants. 
Each configuration was tested twice at each speed.

Table 1: 	 Window configuration for experiments

Window configuration Open windows

1 A, B

2 C, D

3 E, F

4 A, B, E, F

5 A, B, C, D

6 C, D, E, F

CO2 decay was measured with a data-logging CO2/humidity/temperature 
sensor (Extech®SD800) with a resolution of 1 ppm, accuracy of 
±40 ppm (<1000 ppm), ±5% reading (>1000 ppm) and range of 
0–4000 ppm. The data logger was placed centrally, where the CO2 
concentration is highest. The use of a single CO2 sensor was a limitation 
in the study, as more sensors would have yielded localised ventilation 
estimates that could reveal the higher risk seat positions with lowest 
ventilation rates per window configuration. The taxi speed and position 
were tracked using a front-mounted GPS unit linked to a separate data 
logger. The sampling frequency for the CO2 sensor was set at 0.2 Hz and 
that of the GPS unit was set at 1 Hz, the highest that each would allow. 

The CO2 concentration was allowed to rise to above 2000 ppm when the 
windows were closed, while the participants fanned the air to ensure 
uniform CO2 distribution; they then opened the windows to create each 
configuration while the taxi maintained the test speed. The gas was 
allowed to decay for 5 min or until the concentration decreased to within 
200 ppm of baseline concentrations. The process was repeated at the 
same speed until all the test window configurations were completed 
within a 1-h experimental time frame. The taxi travelled on routes that 
would allow movement at the predetermined speeds: 40 km/h off the 
highway (non-residential roads) and both 80 km/h and 100 km/h on the 
highway. Ventilation was expected to increase as either the taxi speed 
increased or the total number of open windows increased.

The straight-line slope of the natural log (ln) of the CO2 concentration decay 
curve was used to calculate ventilation rate for each window configuration.

Results
Ventilation data were recorded for the six window configurations in 
a fully occupied taxi over 7 days. A sample of the CO2 concentration 
decay data for a journey with a target speed of 100 km/h is shown in 
Figure 2 with the accompanying recorded taxi speed. Each peak on the 
CO2 concentration decay curve represents the moment before a window 
configuration was changed (shown in sequence from Configurations 1 
to 6 in Table 1).

In Figure 2, the average speed achieved when the tests were conducted 
was 89 km/h, with fluctuations reflecting the conditions encountered on the 
highway. The corresponding average speeds attained for the target speeds 
of 40, 80 and 100 km/h were within 2.5%, 5% and 11%, respectively.

Figure 3 shows the average ventilation rate at each target speed compared 
against WHO recommended rates for three settings. The ventilation rates 
varied with changes in open window configurations, with Configurations 
1, 4 and 5 achieving the highest rates at all speeds. Among the two-open-
window configurations (Configurations 1, 2 and 3), Configuration 1 alone 

TB infection control in minibus taxis
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Figure 2: 	 Taxi speed and CO2 concentration decay curves for the 100 km/h experiment.
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resulted in nearly double the ventilation rates seen in Configurations 2 and 3 at 
all test speeds. For the four-open-window configurations (Configurations 4, 
5 and 6), Configuration 4 resulted in nearly double the rates produced 
by Configuration 6 at all speeds. For each individual configuration, apart 
from Configuration 3 (in which the rear windows were open), as the speed 
increased, the average ventilation rate increased. Configuration 1, with two 
open windows, resulted in ventilation rates similar to those of Configuration 
6 (with four open windows) implying that the ventilation flow rates could 
depend as much on interior flow resulting from window configuration as on 
the number of open windows. Configurations 4 and 5 provided ventilation 
rates ranging from 132 L/s to 286 L/s.

Discussion
In Table 2, WHO recommended per-person ventilation rates for different 
kinds of health-care settings are provided12; these recommended rates 
are compared with the ventilation rates achieved in the interior of the taxi 
during the test periods. 

The six configurations showed a wide ventilation range (34.85–286.41 L/s) 
when combined with variations in taxi speed. At all three test speeds, 
Configuration 1 produced ventilation rates that matched and exceeded 
that suggested for general wards and outpatient departments (60 L/s), 
whereas Configuration 6 only produced similar results at 80 km/h and 
100 km/h. Configuration 4 produced the best ventilation rate, exceeding 
that suggested for airborne infection prevention rooms (160 L/s) at all 

three test speeds with a minimum ventilation rate of 218 L/s measured 
at 40 km/h. Configuration 5 similarly produced ventilation rates exceeding 
the highest recommended ventilation rates with 190 L/s at 80 km/h and 
255 L/s at 100 km/h, whilst also exceeding the new health-care facility 
minimum ventilation rate (80 L/s) at 40 km/h with a ventilation rate 
over 130 L/s. Thus ventilation is a viable means of airborne infection 
control22 in the confined environment studied. Configurations 4 and 5 are 
recommended for minibus taxis.

The high CO2 concentrations, exceeding 4000 ppm (Figure 2), agree 
with the findings of Andrews et al.9, confirming the high transmission 
risk environment in taxis. We have shown the impact of open window 
configurations on ventilation during operational transit, augmenting the 
ventilation profiles explored by Johnstone-Robertson5 for a stationary taxi.

Despite the ventilation capabilities achieved in the study, passengers 
might not tolerate the fully open window configurations, for example 
due to discomfort caused by temperature changes, safety concerns, 
or inclement weather. Overloading would also alter the ventilation rates 
achieved with the window configurations considered in this study; taxis are 
often congested or overloaded during peak-traffic commuting journeys.8 
The potential role of airborne infection control devices (similar to those 
employed in health-care settings) to address the suboptimal ventilation 
scenarios must be considered; these devices include ultraviolet germicidal 
irradiation devices, filtration devices or mechanical ventilation.

TB infection control in minibus taxis
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Figure 3: 	 Effect of taxi speed on average ventilation rates at different window configurations (with open windows indicated on the right). World Health 
Organization recommended ventilation rates for general wards and outpatient departments (60 L/s), new health-care facilities and major renovations 
(80 L/s), and airborne disease precaution rooms (160 L/s) are indicated with vertical lines.

Table 2: 	 Performance of window configurations at different speeds against World Health Organization (WHO) guidelines

40 km/h 80 km/h 100 km/h

Configuration Configuration Configuration

1

AB

4

ABEF

5

ABCD

6

CDEF

1

AB

4

ABEF

5

ABCD

6

CDEF

1

AB

4

ABEF

5

ABCD

6

CDEF

W
HO

 re
co

m
m

en
de

d 
ra

te

General wards and outpatient 
departments (60 L/s)

= > > < > > > > > > > >

New health-care facilities and major 
renovations (80 L/s)

< > > < > > > > > > > >

Airborne disease precaution rooms 
(160 L/s)

< > < < < > > < < > > <

<, = and > represent values below, matching and exceeding WHO recommendations, respectively
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Conclusion
Our results show that in a fully occupied taxi, ventilation rates that match 
and surpass the WHO recommended ventilation guidelines for airborne 
infection settings can be achieved at a range of speeds. Thus ventilation 
is a viable means of airborne infection control22 in such confined 
environments. However, driver and passenger education on the TB 
transmission risks in taxis and the importance of maintaining ventilation 
is necessary. Despite the ventilation rates achieved in the study, scenarios 
in which natural ventilation cannot be maintained, are still of concern, as 
passenger behaviour in operating taxis might not support the fully open 
window configurations. Taxi loads during peak-traffic commuting journeys 

are also of concern. The potential use of additional measures to address 
suboptimal ventilation scenarios must be considered. 
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The site of the Sterkfontein Caves, South Africa, is one of the richest early hominin fossil-bearing sites 
in Africa. Recent excavations in the Milner Hall locality have contributed to the discovery of new hominin 
specimens, including StW 669, a right permanent maxillary first molar (M1). StW 669 was excavated from the 
T1 deposits, which consist of a mixture of sediments from Members 2 and 5 of the Sterkfontein Formation. 
Accordingly, the deposits have the potential to contain remains of Australopithecus, Paranthropus and Homo. 
In this study, we employed micro-focus X-ray tomography in order to assess dental tissue proportions, 
enamel thickness distribution and enamel-dentine junction morphology as approaches to investigate the 
taxonomy of StW 669. We compare our results to those generated on the teeth of Australopithecus africanus, 
Paranthropus robustus, Homo erectus, Homo antecessor, Homo neanderthalensis and Homo sapiens. 
Our results suggest that StW 669 shares quantitative and qualitative affinities with M1s of Homo in terms of 
tissue proportions (i.e. two- and three-dimensional average and relative enamel thickness of 1.2–1.3 mm 
and 18.4, respectively) and enamel thickness distribution (i.e. thickest enamel on the lingual aspect of the 
protocone). However, data on the enamel-dentine junction morphology of StW 669 are inconclusive as to the 
tooth’s taxonomic affinities. Pending additional morphometric analyses, our studies of inner morphology of 
the crown of StW 669 support its attribution to Homo. 

Significance:
•	 The Sterkfontein Caves have contributed significantly to our understanding of early human evolution 

and continue to do so. This study highlights the specific value of the Milner Hall locality as a valuable 
store of hominin fossils. Moreover, we tentatively clarify the enigmatic taxonomic status of StW 669, a 
right permanent maxillary first molar, excavated from the T1 deposit of Milner Hall. Pending additional 
morphometric evidence, our preliminary data on tissue proportions, enamel thickness distribution and 
enamel-dentine junction morphology, suggest an attribution of StW 669 to early Homo. This result is 
significant given the historical contention concerning the presence of early Homo at Sterkfontein.

Introduction
The Milner Hall is a deep underground chamber within the Sterkfontein Caves (South Africa) that extends about 100 m 
in an east-west direction.1 The complex stratigraphic context of the Milner Hall fossiliferous depositional sequence 
– in which an early distal accumulation of the 3.67-Ma-old Member 2 (T3) and 2.18-Ma Oldowan artefact-bearing 
sediments from Member 5 (T2) contribute to the formation of the uppermost fossil- and artefact-bearing deposit, 
T11-3 – affords the potential for fossils of Australopithecus, Paranthropus and early Homo to be represented in the unit. 
Four hominin fossils – a manual proximal phalanx (StW 668), a right permanent maxillary first molar (M1) (StW 669) 
and two cranial vault fragments (StW 671 and StW 672) from the T1 depositional unit of the Central Underground 
Deposits excavation site of Milner Hall (STK-MH1) – have been described previously.2,4 

The description and metrical analyses of the hominin remains excavated from T1 revealed an enigmatic mix of 
unique, primitive and derived morphological traits, some of which indicated affinities with the genus Homo.2,4 
More specifically, the dimensions and shape of the crown of StW 669 were found to be more consistent with 
those of Homo than of Australopithecus and Paranthropus, and most similar to the Olduvai Homo habilis specimen 
OH 6 (Tanzania) and to the Homo naledi specimen UW 101-1688 from Rising Star (South Africa).2 The attribution 
of StW 669 to Homo sp. is of particular interest for assessing the presence of early Homo at Sterkfontein and 
improving our understanding of the early hominin taxonomic diversity in South Africa.5,6

In association with significant improvements in analytical tools, the development of advanced imaging techniques, 
more specifically micro-focus X-ray tomography, offers the opportunity to assess taxonomically relevant endostructural 
information non-invasively.7 Variation in tissue proportions, enamel thickness distribution and morphology of the 
enamel-dentine junction (EDJ) recorded in fossil hominins has been particularly useful for discriminating hominin 
taxa8-10 and for clarifying long-standing uncertainties on the assignment of isolated fossil teeth11. 

In this context, we provide here additional evidence from tooth crown endostructural analysis in order to clarify the 
taxonomic status of StW 669 and to tentatively contribute to ongoing debates about hominin morphological and 
taxonomic diversity at Sterkfontein during the late Pliocene and early Pleistocene.

Material and methods
StW 669 is a rootless right M1 described by Stratford et al.2 The occlusal surface of StW 669, which has a square 
outline (i.e. mesiodistal diameter:buccolingual diameter ratio of 1.02), is relatively unworn but the enamel formation 
has been disrupted at the tip of the paracone, at the buccal occlusal margin of the paracone, and on the mesial face 
of the tooth.2 The occlusal area is small and relatively symmetric, and the areas of the paracone, hypocone and 
metacone are smaller than the areas of the protocone, hypocone and metacone.2 The paracone is particularly small 
and the metacone area:paracone area ratio is high (i.e. 1.26).2 
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To discuss the taxonomic attribution of StW 669, qualitative and quantitative 
results derived from the endostructural three-dimensional (3D) analysis of 
StW 669 are compared to published data on tissue proportions, enamel 
distribution and enamel-dentine junction morphology of the permanent 
M1 crowns of Australopithecus africanus9,12, Paranthropus robustus9, 
Homo erectus13, Homo antecessor14, Homo neanderthalensis11,14,15, 
European Middle Pleistocene Homo16 and modern Homo sapiens11,14,17-19. 
Unfortunately, to the best of our knowledge, there is no information 
available on the endostructure of the first molar of Homo naledi. As only 
a few specimens could be directly compared to StW 669 in terms of 
3D tissue proportions (see Table 1), we also performed additional two-
dimensional (2D) measurements on 2D sections that are analogous to 
previous studies (Table 2).

StW 669 was scanned with a Nikon XTH 225/320 LC dual-source 
industrial CT scanner at the microfocus X-ray tomography facility of 
the Evolutionary Studies Institute at the University of the Witwatersrand 
(Johannesburg, South Africa) using the following parameters: 70 kV, 
100 µA, 3142 projections, an acquisition time of two frames per second 
and an isotropic voxel size of 26.7 µm (Figure 1). The dental tissues were 
obtained through a semi-automatic threshold-based segmentation and 3D 
mesh reconstructions via the software Avizo v.9.0 (Visualization Sciences 
Group Inc., Hillsboro, OR, USA) and verified by two users (B.M. and A.B.; 
Figure 1). The dental crown was digitally closed following the protocol 
detailed in Beaudet et al.20 This coronal volume embeds both the dentine 

material and pulp cavity. In addition to the 3D volume, we extracted a virtual 
section of StW 669 passing through the mesial dentine horns to assess 
the tissue proportions in 2D following previously published protocols.9,14,21 

dis
bu

Scale bar: 2 mm

Figure 1: 	 Original picture2 (left) and virtual rendering of the enamel cap 
(light blue, middle) and of the enamel-dentine junction (light 
yellow, right) of StW 669. 

Three variables were measured in 3D and 2D8,9,21: volume (Ve, mm3) 
and area (c, mm2) of the enamel cap; volume (Vcdp, mm3) and area 
(b, mm2) of the coronal dentine that includes the coronal aspect of the pulp 
chamber; and surface (SEDJ, mm2) and length (e, mm) of the enamel-
dentine junction. We then calculated two indices of enamel thickness: 3D 
(3D AET, mm) and 2D (2D AET, mm) average enamel thickness, calculated 
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Table 1: 	 3D crown tissue proportions (including average and relative enamel thickness) of StW 669 and comparative fossil and extant hominins. 
For samples with more than one assigned specimen, mean as well as range (in parentheses) are given. 

Taxa/specimen n
Ve 

(mm3)
Vcdp 
(mm3)

SEDJ 
(mm2)

3D AET 
(mm)

3D RET 

StW 669 352.3 364.3 268.1 1.3 18.4

Australopithecus africanus9 1 382.3 491.1 240.6 1.6 20.1

Paranthropus robustus9 2
617.2  

(592.0–642.4)
521.5 

(498.2–544.8)
315.0 

(248.2–381.8)
2.1 

(2.4–1.7)
25.4 

(20.6–30.1)

Homo erectus13 1 275.0 331.6 243.8 1.1 16.3

Homo antecessor14 2
301.8 

(279.2–324.3)
345.7 

(288.4–402.8)
233.5 

(204.7–262.2)
1.3 

(1.2–1.4)
18.7 

(16.8–20.6)

Homo neanderthalensis11,14 3
283.6 

(259.5–341.9)
362.9 

(272.3–460.4)
255.9 

(217.3–317.8)
1.1 

(1.1–1.2)
15.9 

(13.9–18.7)

Homo sapiens11 5
206.9 

(185.2–229.9)
294.6 

(285.8–304.2)
195.1 

(145.4–255.0)
1.1 

(0.8–1.6)
16.6 

(12.6–23.5)

Sources: Published data from Olejniczak et al.9, Zanolli et al.11,13, Martín-Francés et al.14

Ve, volume of the enamel cap; Vcdp, volume of the coronal dentine that includes the coronal aspect of the pulp chamber; SEDJ, surface of the enamel-dentine junction; 3D AET, 3D 
average enamel thickness; 3D RET, 3D relative enamel thickness

Table 2: 	 2D crown tissue proportions (including average and relative enamel thickness) of comparative fossil and extant hominins. For samples with more 
than one assigned specimen, mean as well as range (in parentheses) are given. 

Taxa/specimen n
c 

(mm2)
a 

(mm3)
e 

(mm2)
2D AET 
(mm)

2D RET 

StW 669 24.6 68.7 20.1 1.2 18.4

Australopithecus africanus9 1 33.9 80.5 22.1 1.5 22.5

Paranthropus robustus9 2
50.3 

(49.8–50.7)
106.0 

(105.5–106.6)
23.4 

(23.1–23.6)
2.2 
–

28.8 
(28.6–29.0)

Homo erectus13 1 28.9 75.5 22.2 1.3 19.1

Homo antecessor 14 4
23.0 

(20.5–23.0)
65.8 

(60.1–72.2)
20.6 

(19.2–22.1)
1.1 

(1.1–1.2)
17.1 

(16.1–18.4)

Homo neanderthalensis8 5
23.0 

(21.0–28.0)
66.9 

(58.2–77.8)
22.4 

(21.1–23.5)
1.0 

(0.9–1.2)
15.5 

(13.8–16.9)

European Middle Pleistocene Homo16 1 23.3 64.2 21.5 1.1 16.9

Homo sapiens14,19 37
42.9 

(32.5–59.4)
68.1 
–

20.6 
(17.7–24.1)

1.2 
(1.0–1.5)

18.8 
(14.0–23.9)

Sources: Published data from Olejniczak et al.8,9, Zanolli et al.13, Martín-Francés et al.14, Smith et al.16,19

C, area of the enamel; a, area of the coronal dentine that includes the coronal aspect of the pulp chamber; e, length of the enamel-dentine junction; 2D AET, 2D average enamel 
thickness; 2D RET, 2D relative enamel thickness
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as the ratio between Ve/c and SEDJ/e; 3D (3D RET) and 2D (2D RET) relative 
enamel thickness, obtained through the ratios 3D AET/(Vcdp)1/3*100 and 
2D AET/b1/2*100 and allowing direct, scale-free comparisons.8-9,21 Intra- 
and inter-observer tests for measurement accuracy run by two observers 
in previous published studies using a similar analytical protocol revealed 
differences less than 5%.22 

We assessed the 3D distribution of enamel across the crown by 
computing the distances between the occlusal and the enamel-dentine 
junction surfaces through the ‘Surface Distance’ module on Avizo v.9.0.20 
The distances recorded were visualised at the outer enamel surface using 
a colour scale ranging from dark blue (‘thinner’) to red (‘thicker’).

Results
Tissue proportions
3D and 2D tissue proportions of StW 669 and comparative specimens are 
shown in Table 1 and Table 2. The volume of enamel (Ve) in StW 669 is 
higher than in H. erectus, H. antecessor, H. neanderthalensis and modern 
humans, but lower than in P. robustus, and fits more closely the value 
for A. africanus. Conversely, coronal dentine and pulp volume (Vcdp) in 
StW 669 is higher than in modern humans but lower than in A. africanus 
and P. robustus and approximates more closely the figures of H. erectus, 
H. antecessor and H. neanderthalensis. The surface of the enamel-
dentine junction is intermediate between A. africanus, the Homo species
and P. robustus. In general, the 2D enamel area (c), coronal dentine and
pulp area (a) as well as the EDJ length (e) in StW 669 are lower than in
A. africanus, P. robustus and H. erectus, but fits the range of, or at least
are close to, the values reported for H. antecessor, H. neanderthalensis,
European Middle Pleistocene Homo and H. sapiens.

In terms of average (3D AET) and relative (3D RET) enamel thickness, 
values recorded for StW 669 are lower than in the single representative 
of A. africanus and the two specimens of P. robustus and higher than 
in H. erectus and H. neanderthalensis, but are close to the values of 
H. antecessor (Table 1). Both 3D AET and 3D RET fall within the range of
modern humans. The 2D AET fits the range of fossil and modern humans
but is lower than in A. africanus and P. robustus. The 2D RET is consistent 
with the H. antecessor and H. sapiens ranges of variation, but is higher
than in H. neanderthalensis and lower than in A. africanus, P. robustus
and H. erectus.

Enamel distribution
The cartography that maps topographic enamel thickness variations at 
the outer crown surface of StW 669 is shown in Figure 2. Isolated spots 

correspond to enamel removal following wear (even if moderate here, 
i.e. there is no exposed dentine)2 or disruptions in the enamel formation
(i.e. deep, irregularly shaped pits)2. The thickest enamel in StW 669 is found 
along the oblique ridge connecting the metacone and the protocone, on the 
lingual aspect of the protocone and on the distal aspect of the hypocone.
In these respects, the enamel distribution of StW 669 fits the fossil and
extant human condition by sharing thick enamel on the lingual aspect of
the crown13,14,17 but differs from Australopithecus and Paranthropus that
have thicker enamel at the cusp tips9.

Enamel-dentine junction shape
The StW 669 EDJ shape is shown in Figure 3. The EDJ reflects the 
uncomplicated topography described for the occlusal surface.2 The EDJ 
shows an oval-rectangular outline. An uninterrupted oblique ridge links 
the metacone to the protocone and separates central and distal fossae, 
the former being larger than the latter. The mesial marginal ridge is sharp 
and particularly high compared to the lateral and distal ones. The dentine 
horns are equally elevated. The protocone is more distally set compared 
to the paracone while the hypocone is more lingually set compared to 
the protocone. Carabelli’s trait expression corresponds to grade 1 (i.e. a 
groove is present).23 The StW 669 EDJ morphology is thus comparable to 
previous descriptions of Australopithecus12 and Homo13-15 M1s.

Discussion
With hominin remains dated to either 3.67 Ma or 2.18 Ma, the Milner 
Hall fossil assemblage has the potential to provide further evidence 
useful for assessing early hominin palaeobiodiversity and the taxonomic 
context of the Sterkfontein hominin-bearing deposits. Consistent with 
previous descriptions and measurements of the outer morphology,2 our 
micro-tomographic-assisted revision of StW 669 and characterisation 
of the endostructure reveal additional Homo affinities of the tooth. 
The identification of fossil Homo remains is critical in the context of 
Sterkfontein (and of South Africa as a whole) given the taxonomic 
ambiguity of specimens previously assigned to early Homo (e.g. StW 53)24 
and the fragmentary nature of fossil specimens identified as Homo (e.g. 
SK 847)25. Moreover, the diagnosis of the hominin remains found in the 
stone tools bearing deposits of T1 of Milner Hall may have implications for 
discussing the identity of the toolmakers at Sterkfontein.

Unfortunately, our data are not sufficient to determine with certainty 
to which species of Homo StW 669 should be assigned. The lack of 
consensus on the diversity of early humans, particularly in South Africa6, 
represents another limiting factor. However, given the success of previous 
studies in identifying human fossil remains in South Africa by examining 

Endostructure of StW 669
Page 3 of 4

Scale bar: 2 mm

Figure 2: 	 Enamel thickness cartography of StW 669 in occlusal (oc), distal (di), lingual (li), mesial (me) and buccal (bu) views. Maximum thickness in mm.

Scale bar: 2 mm

Figure 3: 	 Virtual rendering of the enamel-dentine junction of StW 669 in occlusal (oc), distal (di), lingual (li), mesial (me) and buccal (bu) views. 
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the molar crown inner structural organisation26, future quantitative analysis 
of the enamel-dentine junction shape using morphometric methods10-13 
will be useful for refining the taxonomic status of StW 669. 
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