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The Fourth Industrial Revolution and education

The inauguration of one of the world’s leading specialists in artificial 
intelligence (AI) as the Vice Chancellor of a South African university has 
brought the Fourth Industrial Revolution to the fore in the local media – 
and raised interest in what the Fourth Industrial Revolution might mean 
for education in general – and for post-school education in particular. 
A fusion of technologies that is blurring the lines between the physical, 
digital and biological domains, AI’s precise beginning is not clear, but 
it was certainly in evidence 3 years ago, if not earlier, building on the 
digital revolution. 

The implications of the AI revolution for business, industry and daily life 
remain to some extent in the realm of speculation, but have nevertheless 
been discussed widely. Just what it might mean for education has had 
less attention, although the implications are extensive – both in terms of 
what universities can (or should) contribute to the advance of AI and its 
applications and how curricula and learning will need to change.

The most obvious matters are those that relate to the ways in which the 
nature of work and the job market are changing – and will continue to 
change at an increasing pace. It no longer makes sense to ask children 
what they would like to ‘do’ when they grow up. By the time they 
enter the world of work, a large portion of current job types will have 
disappeared, and as many (if not more) jobs, presently not defined, will 
have become both every day and essential. Apart from the nature of 
work, there is considerable disagreement as to whether or not the Fourth 
Industrial Revolution will create more employment or result in the loss 
of work opportunities. 

Optimistic predictions, based on trends already measured, suggest that 
the next 3 years will see half a million more jobs created than those lost. 
As the global economy moves towards the widespread adoption of AI 
solutions, competition will grow for employees who have the scarce skills 
required to implement, manage and work alongside the new technology. 
Developing these skills is therefore vital for any young person wishing to 
remain relevant in an increasingly automated workplace.1

As this skilled workforce supports the AI industry, the demand for even 
more highly trained professionals will grow accordingly. Workplaces 
will require adaptable people whose jobs are reimagined, enriched or 
facilitated by the technology they work alongside.1

The pessimistic view is that AI will replace more jobs than it will 
create – with more than half of today’s jobs becoming automated 
within the next 35 years. This view might, however, prove to be overly 
pessimistic. For example, the Economist reported recently that while 
computers can play chess better than almost all human beings, and 
help to diagnose diseases, excelling at abstract, cognitive tasks and 
at completing repetitive manual tasks, they are not yet as competent 
as people when it comes to undertaking non-repetitive physical tasks 
such as navigating randomly cluttered rooms or assembling pre-made 
furniture.2 This will undoubtedly change in time, but it will be the pace of 
that change that determines the rate at which such tasks no longer need 
human engagement.
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The implications that arise for institutions of education are at least 
twofold. Firstly, researchers in relevant disciplines face the challenge 
of making AI increasingly more sophisticated and useful, not just in 
manufacturing or planning but also in the direct service of society. The 
work of scientists, policymakers, social workers, educationists and 
many others whose duty of care it is to aim for the achievement of the 
17 Sustainable Development Goals can all benefit from sophisticated 
AI applications. Whether the goal is quality education, decent work, 
climate action, affordable and clean energy or sustainable cities, there 
are already AI options of value and importance, yet more can and 
should be developed. But there are also other ways in which research 
(perhaps of a different nature) is important. In the realms of voice and 
facial recognition, for example, current systems are based on American 
and European norms, so that (for example) African or Chinese accents 
or facial features remain marginal. AI needs to be revolutionised and 
deracialised – and this requires research and interventions from 
scholars and scientists, a new activism, that goes beyond the creation 
of new algorithms.3

The second implication has to do with curricula, teaching and learning 
– rather than about robotic tutors. To succeed as a member of society, 
and as an employee, in the era of the Fourth Industrial Revolution, 
numeracy, literacy and an understanding of how the world operates are 
all essential. Students studying the basic and applied sciences need 
also to understand the political and social natures of the world in which 
they live. For the same reasons, students who study the humanities and 
social sciences need to understand at least the foundations on which 
AI is based and operates. This is a different kind of decolonisation of 
curricula – even requiring, perhaps, some of the elements of the kind of 
education provided (at least at first-year level) by liberal arts colleges.

The second implication has further requirements: people must have the 
skills required to implement, manage and work with the new technology, 
and with one another. And, not least, to be problem solvers, to be 
adaptable, and to be able to express themselves in both the written and 
spoken word – and to make the kinds of ethical and moral decisions that 
are not ever likely to become successful elements of AI. This challenge 
is one to which educators will have to rise.
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This book is timely and important for the higher education sector at local, national and global levels as well as for 
debates about what constitutes development and what role universities ought to have in development and social 
change. The authors propose a normative framework, based on human development ideas, that is of value for 
policymaking, scholarship and practitioners and that shows ‘why higher education matters both in educational and 
social terms’ (p. 6). Three objectives flow from this aim: (1) to deepen the link between universities and human 
development; (2) to operationalise human development in and through universities at a more local level; and 
(3) to encourage universities to question how and what knowledge is produced through research, and selected 
and mediated through teaching and learning within our universities. Key human development values such as 
participation, equity, sustainability, diversity and human security are emphasised throughout. 

The book is presented in three parts. The first part sets out the relevant literature, conceptual framing, and 
operationalises the aims and objectives of the book. In the second part, the authors turn to empirical examples at 
both policy and practice levels and use these examples to question the nexus between higher education and human 
development. In the final part, these issues are woven together to make a ‘robust but feasible case for universities, 
which could be for more rather than less human development and social justice in a world of growing inequalities’ 
(p. 11). 

Chapters 2 and 3 provide a helpful and critical overview of the role of universities when approached from an 
education and development perspective. For the reader new to the field of development studies or international 
development, the setting out of major development theories is useful. Chapter 4 provides a succinct and well-
argued overview of the key concepts, ideas and implications of the human development and capability approaches. 
This chapter would be of particular value to those new to the area, but also serves as a helpful reminder of the key 
tenets of the approach for those who may be better versed in the ideas. The application to higher education points 
to the usefulness of the approach for thinking differently about universities, but also provides a helpful context 
within which to consider what human development ideas mean in practice. 

The book then turns to policy and practice applications. These application chapters provide evidence of different 
ways of being and doing within universities and show why this is important. In the first application chapter, the 
authors analyse higher education policies from a human development point of view. Their approach to policy is 
a key strength of the chapter, with policy being understood in two senses: as texts (policy documents) produced 
by different actors and as processes of negotiation, contestation and struggle that may take place outside of the 
official policymaking machinery. Two quite different policy examples are interrogated – the Responsible Research 
and Innovation policy in the EU and Spanish context, and the 2013 White Paper for Post-School Education and 
Training in South Africa, with a particular focus on the section on quality. 

Next, the authors turn to the knowledge and research contributions to human development that are made possible 
when universities pay attention to how research is conducted and the challenging epistemic questions of whose 
knowledge, for whose benefit and for whose capability expansion. The authors make the case not only for ‘good 
research’ – which is of course important – but instead for what they call ‘good for research’ – research that makes 
a difference in the world around us. Although less explicitly stated, the book also makes a case for ‘good for higher 
education’, as opposed to simply good higher education. These distinctions have critical implications for how we 
think about the purposes and quality of higher education. An important component of the argument in this chapter 
is the need to keep alive a commitment to university-produced knowledge as a public good, especially in a global 
context in which knowledge is typically approached as intellectual property not unlike other goods and services that 
are produced, accumulated and traded, often for financial gain. 

In the following chapter, this argument becomes more concrete, with a specific focus on the potential of 
participatory action research (PAR) in the context of social sciences research. After setting out the key elements 
of PAR and reflecting on how this can support human development oriented research, Boni and Walker propose 
a new theoretical framework to analyse and inform PAR in higher education from a human development and 
capability approach point of view. In particular, they propose a ‘participatory research capability cube’ that has 
a tri-dimensional perspective, including: (1) a participatory axis that considers the expansion of the capabilities 
and agency of co-researchers, (2) a knowledge axis that takes account of the characteristics of the knowledge 
produced, and (3) a public deliberation axis that draws attention to the democratic processes that PAR can enable 
during and beyond a given research process. This innovative theoretical and analytical frame is then applied 
to understand a participatory research and teaching process that took place in the poor neighbourhood of San 
Lorenza in Castelon, Spain, as part of a 14-day intensive summer school for 30 master’s degree students from 
across Europe.

The final application chapter turns to student learning opportunities and outcomes and explores how this core 
function of the university can be understood from a human development perspective. The argument covers 
curriculum and pedagogy and highlights the importance of drilling down to the micro-space of learning conditions 
which are shaped by wider circumstances and inequalities in society. Three cases – two initiatives in Spain centred 
around curriculum and citizenship, and one in South Africa focused on employability – are used to illustrate the 
argument. The chapter shows that ‘while neoliberal times may undoubtedly make life hard in universities, there 
are spaces to practice education differently…and to be agents as students and lecturers, rather than onlookers to 
policy’ (p. 172).
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In the last part of the book, Boni and Walker sum up the arguments 
and evidence presented across the chapters to make a case for what 
they call ‘the human development friendly university’. This is a university 
that would be shaped by human development values in all dimensions 
of their core activities, including research, curriculum, pedagogy and 
policy. Although the community engagement function of the university is 
not explicitly considered in the book (a gap worth addressing in future 
work), the approach to research and to teaching and learning proposed 
implies meaningful engagement with actors outside of the university. To 
become a different type of university, a new language for thinking about 
universities and social change is needed. Boni and Walker propose that 
the human development approach could provide this different language, 
together with an alternative informational basis for assessing justice and 

social change contributions both within and beyond the university. The 
language of human development and capabilities enhancement provides 
a lexicon that could be used to challenge the current mainstream 
vision of a university that is based primarily on neo-liberal values. As 
has been shown in this book, there are exciting examples of research 
and teaching and learning practices that do take us in the direction of 
a human development friendly university – practices that meaningfully 
contribute to building more just and responsive universities, both within 
the university itself and with respect to the university’s role in society. 

This book is an important and challenging one that is well worth 
engaging with for those who wish to explore different purposes for 
higher education in society, and particularly for those who want to think 
and act differently across their various roles within the university.
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The discovery in 1938 of a coelacanth off the coast of East London was an event of immense importance to 
biological science. Up until then, coelacanths were only known from fossil records, and were believed to have 
been extinct for 66 million years. The discovery was akin to, for example, finding a pterodactyl flying around the 
Karoo. Old Fourlegs is a book, published in 1956, that recounts the story of the discovery of the first coelacanth, 
and the subsequent search, over 14 years, that led to the location and acquisition of a second specimen from the 
Comoro Islands. And what a dramatic tale it is. The fact that the first fish was captured at all is remarkable. A series 
of equally unlikely events followed. It was brought to the attention of the young local museum curator (Marjorie 
Courtenay-Latimer), who recognised it as highly unusual. She managed to convey this to a local chemistry lecturer 
and part-time ichthyologist (J.L.B. Smith) who was away on an end-of-year fishing holiday, and between them 
they managed to secure the specimen, so that it could later be adequately described. That these connections were 
made over the Christmas to New Year period, with everyone on holiday, and with the rudimentary communications 
technology of the 1930s, is almost miraculous. It changed the course of ichthyology in South Africa, and allowed 
J.L.B. Smith to focus on laying a solid foundation in that branch of science. The story of the location and retrieval 
of the second coelacanth 14 years later is even more dramatic. It too was discovered in a remote place (Anjouan 
Island in the Comoros) at the end of the year, when everyone was on holiday. Smith managed to locate and contact 
the Prime Minister of South Africa (D.F. Malan), and persuade him to place an Air Force Dakota and crew at his 
disposal to retrieve the specimen. They proceeded, essentially unannounced, across Portuguese East Africa to the 
Comoros, where they snatched the specimen from under the noses of the French government, and brought it back 
to South Africa. It is one of the most exciting scientific adventures I have ever read.

Mike Bruton’s publication is a facsimile reproduction of the 1956 first edition of Old Fourlegs, with (as the title 
suggests) many anecdotes and updates. In itself, Old Fourlegs is a remarkable book. Following its publication 
in 1956, Old Fourlegs rapidly became an international best-seller and one of the most popular scientific books 
worldwide at the time. It has appeared in six further English editions, and has been translated into French, German, 
Russian, Estonian, Afrikaans, Dutch, Slovak, Latvian and Japanese. As a student of J.L.B. Smith, and having gone 
on to become Director of the (then) J.L.B. Smith Institute of Ichthyology, Mike Bruton is exceptionally well placed 
to compile the anecdotes and updates.

The annotations themselves, and there are many, provide fascinating insights as well as trivia (e.g. the nickname for 
the Dakota that was dispatched to collect the coelacanth from the Comoros was the ‘Flying Fishcart’, and it is now 
in the South African Air Force Museum at Ysterplaat). The characters involved are also fascinating. Anyone who 
reads the original book will realise that J.L.B. Smith had little time for J.C. Smuts, a prime minister who had refused 
him help at one stage, but a lot of respect for D.F. Malan, who did help him. The difference of approach between 
these two politicians also seems out of character, as Smuts was a scientist and a liberal, while Malan was a 
conservative theologian and creationist. That help came from the latter and not the former was therefore surprising. 
Mike Bruton speculates that because Smuts’ rapport with nature was rooted in botany and mountains, he probably 
‘lacked empathy for aquatic life, as if rivers and oceans were on another planet’. Unlike Malan, Smuts was also 
inclined to accord more respect to foreign scientists than to scientists (and other experts) from his own country. 
Smith placed his second coelacanth in the genus Malania out of gratitude to Malan, although it was later confirmed 
that it was in fact the same species as the first one. Another detail that I had not noticed before concerns Smith’s 
monumental work The Sea Fishes of Southern Africa, which first appeared in 1949, and has been updated and re-
published many times. The more recent titles were Smith’s Sea Fishes (1977) and Smiths’ Sea Fishes (1986), and 
our attention is brought to the subtle shifting of the apostrophe in order to correctly recognise that the second work 
embodies the substantial contributions of J.L.B. Smith’s wife Margaret both as an illustrator and a fish taxonomist. 
Today we know that there are two species of living coelacanths – the original Latimeria chalumnae (widespread in 
the western Indian Ocean) and L. menadoensis (discovered in a fish market in Indonesia in 1997). Interestingly, 
no coelacanth has ever been caught on purpose by Western scientists, despite multimillion dollar efforts to do so.

If you have not yet read the original Old Fourlegs, then obtaining a copy of Bruton’s book is worth it for that reason 
alone. But this book is a whole lot more. There are notes and photographs next to each reproduced page, each 
providing additional insights, updates, or comparisons of modern understanding to predictions put forward in 
1956. Finally, the book also contains a biography of J.L.B. Smith, a publication history of Old Fourlegs, as well as 
of other books on coelacanths, and other books written by J.L.B. Smith. In addition, there is a chapter that provides 
an overview of coelacanth discoveries, coelacanth biology, and coelacanth conservation, and a further chapter on 
the significance of the coelacanth in science, culture and art. I would recommend this book unreservedly to anyone 
with an interest in fish, history or adventure.
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Decolonisation is poorly defined and contentious, particularly when applied in the domain of ‘pure’ sciences.1 
However, engineering involves the application of science in society and the political and cultural context has 
obvious relevance. Here, the implications of the decolonisation discourse for engineering are considered, using the 
lens of water – an archetypal focus of public policy and management. 

This consideration arose from an invitation to present the Annual Lecture of the South African Academy of 
Engineering (SAAE) which seeks ‘To be a reliable and sought-after source of expert advice on matters pertaining to 
global competitiveness and quality of life for the nation’2. The lecture was given on three university campuses, and 
was tailored to local issues to promote discussion. This discussion provided useful insights into the meaning and 
relevance of decolonisation in the engineering domain.

Two propositions informed the approach. First, was that engineering and the applied sciences are about translating 
knowledge into action to achieve practical goals. There is wide consensus on the societal goals of ‘water security’3 
which avoids a debate about by whom and how goals are determined. The second proposition distinguishes 
between retrospective approaches which deconstruct colonial norms and values to understand their impact on the 
present and prospective approaches which consider what to do next. Should the priority be to break down the old 
or simply to recognise the flawed foundation and build a durable new future, perhaps through a developmental state 
tasked to achieve a new national vision? 

The cases
In Cape Town, the focus was on the self-styled ‘water crisis’ whose origin and characterisation, it is suggested, is 
linked to the continued influence of European approaches inappropriate to African challenges. 

The question in Port Elizabeth was whether a decolonised future will be characterised by new elites simply capturing 
the privileges of their predecessors? – the neo-colonialism described by writers such as Frantz Fanon5.

In Johannesburg, government has put the city at risk of a water crisis by delaying investments in water security to 
support ‘transformation’. Was it appropriate to undermine national development goals and allow a ‘recolonisation’ 
of knowledge?

The colonial history
To start, it was acknowledged that engineering was part of the colonial project. The British Institution of Civil 
Engineers was established as: 

A Society for the general advancement of Mechanical Science, and more particularly for 
promoting the acquisition of that species of knowledge which constitutes the profession 
of a Civil Engineer; being the art of directing the great sources of power in Nature for the 
use and convenience of man …. as the means of production and of traffic in states, both 
for external and internal trade, as applied in the construction of roads, bridges, aqueducts, 
canals, river navigation, and docks, for internal intercourse and exchange; and in the 
construction of ports, harbours, moles, breakwaters, and lighthouses, and in the art of 
navigation by artificial power, for the purposes of commerce; ….[and] in the drainage of 
cities and towns.6

So civil engineering was about means of production, trade and commerce. It was the engineers who built the 
harbours and the roads along which the occupying forces advanced and who laid the tracks of the railways that 
enabled the metropoles to enlarge their wealth by extracting the raw materials of colonised countries. 

The first civil engineering contract in South Africa was for a canal in Cape Town to supply fresh water to passing 
ships of the Dutch East India Company. The profession’s history is of the roads, mountain passes and railways, the 
dams, power stations and transmission lines that enabled settlement and made mining possible. Even water and 
sanitation was provided mainly for the colonisers, leaving a legacy of separate standards for white and black, rural 
and urban. Meanwhile, because black people were excluded, some stigma remains: can the profession be trusted 
to serve the interests of the majority? 

Colonised engineering: The experience of Arthur Lewis
Colonialism was not just about economic infrastructure and colonial policy but had direct impacts on people. 
Arthur Lewis, a great academic from the African diaspora, won the Nobel Prize for economics in 1979 for his work 
on growth and employment in Africa. As he explained in his Nobel acceptance biography7, he originally wanted to 
be an engineer: 

In 1932 I sat the examination and won the scholarship. At this point I did not know 
what to do with my life. The British government imposed a colour bar in its colonies, so 
young blacks went in only for law or medicine where they could make a living without 
government support. I did not want to be a lawyer or a doctor. I wanted to be an engineer, 
but this seemed pointless since neither the government nor the white firms would employ 
a black engineer.
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Lewis’s admirably concise description of his life choices illustrates 
simply how the wider discrimination in the European colonies at that 
time was reflected in engineering. 

Cape Town’s colonial approach
Cape Town’s descent into water crisis, described elsewhere8, shows 
how colonial influence persists even after formal political change. At the 
least, the City’s approach was excessively influenced by a Eurocentric 
paradigm, reflected in Europe’s Water Framework Directive9, that seeks 
to avoid new infrastructure investments. 

The City’s leadership trusted this European paradigm rather than the 
tested systems approaches that have kept urban South Africa water 
secure.10 They delayed new water supply investment because they 
believed that their conservation programmes could sufficiently curtail 
demand. This had happened before around 2000, when Cape Town’s 
environmental community opposed construction of the Berg River Dam. 
It was not needed they said – conservation and alien plant clearance 
would suffice.11 

On that occasion, a minor drought emphasised the need for action; 
without that dam, the City would have come much closer to its ‘Day 
Zero’ at the start of 2018. Yet, in 2013, city decision-makers once 
again stated that new infrastructure would not be needed before 
2022/2024, despite recommendations of national government and the 
Planning Commission. They were convinced that it was their (excellent) 
conservation programmes rather than 3 years of good rains that had 
reduced consumption. 

Two dry years and one year of drought later, supply restrictions 
were imposed. Post-hoc, this was blamed on severe drought (citing 

rainfall records12 not representative of the catchments concerned 
nor acknowledging more nuanced South African Weather Service 
accounts13,14). Areal rainfall summary maps (Figure 1), while coarse 
grained, show rainfall at at least 75% of average in 2014/2015; 
between 50% and 150% in 2015/2016; and only reducing to 50–75% in 
2016/2017.15 Streamflow records from the catchment areas of the major 
dams also present a less dramatic picture.16 

European environmentalists in countries with temperate climates, a 
substantial endowment of old infrastructure, stable populations and 
rich economies question the need for new infrastructure. But codified 
conservation is grossly inappropriate in African countries with much 
higher population, economic and urban growth all driving increased 
water use.17,18 

Nelson Mandela Bay Metro and the post-colonial predatory 
state
In analyses of post-colonial development in Africa, concepts of the 
‘predatory state’ and ‘neopatrimonialism’ figure large, suggesting 
that new power elites capture the resources of their societies for their 
own benefit. Replacing one set of exploitative elites by another does 
not constitute decolonisation but the danger is that it gives rise to a 
‘deterministically pessimistic view of development in Africa’19. 

Water shortages in Nelson Mandela Bay Metropolitan Municipality in 
2017 and 2018 did not occur because of water resource constraints. 
Apartheid’s hydraulic empire building phase in the 1960s saw the Orange 
River Scheme built, principally to benefit the farming constituency but 
also to provide water to Port Elizabeth,20 which still has an unused 
allocation. Yields from Port Elizabeth’s old dams were inadequate and 
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Figure 1:	 Areal rainfall summary maps: (a) 2013/2014, (b) 2014/2015, (c) 2015/2016 and (d) 2016/2017. 
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the Nooitgedacht works, long identified as the next supplementation for 
the city, were incomplete although the City’s 2006 water plan stated that 
they would be needed by 2015, confirmed by the Algoa Supply System 
analysis in 2011. 

The project was repeatedly delayed because a very expensive 
desalination option was preferred. Around 2004, there were appeals 
to national government to fund a project as a drought emergency. A 
new company would produce salt, chemicals and desalinated water; 
in 2010 progress appeared ‘imminent’ but in 2015, the company was 
deregistered. The Municipality is infamous for mismanagement and the 
fact that public investments only proceed if local political elites benefit.21 
The Nooitgedacht scheme was finally started, although it is not yet 
complete and further investments within the City will be needed. It has 
taken over 10 years to build a project that should have been completed 
in 3 years. 

This raises sharp questions about the role of engineers in a ‘post-colonial’ 
South Africa. Should they simply serve new leaderships and build 
whatever they are told, regardless of better options? This lived reality of 
many government technicians surely does not represent decolonisation. 

Planning the Vaal System – shallow transformation invites 
recolonisation
South Africa is correctly committed to transforming the demographics 
of its institutions – a process often treated as synonymous with 
decolonisation. This transformation faced challenges in technical 
institutions, given the limited pool of expertise initially available. The 
impact of this challenge on water security in the Gauteng economic 
heartland offers another perspective on decolonisation. 

The transformation of the national water department included efforts 
to increase participation of black-owned companies in its business. 
But is transformation or decolonisation achieved merely by changing 
demographics? Or is the objective to ensure substantive participation by 
black professionals as both clients and service providers?

Water security for South Africa’s cities is planned using complex 
systems modelling, developed in the 1970/1980s when the computing 
power needed first became available.22 Models estimate the yield 
of interconnected systems as a whole, not just the sum of individual 
sources. Reliability levels are determined by stochastic methods, 
using rainfall and run-off variability data to generate flow and storage 
sequences. This approach has successfully informed operations, users 
and decision-makers.10

Recommendations derived from the models are not always followed, 
as Cape Town and Nelson Mandela Bay Metro Municipalities have 
demonstrated. But they have underpinned three decades of water 
security in the more complex Vaal River System, despite serious 
drought challenges. 

This is specialised work, undertaken by a handful of consultants who 
have developed the necessary expertise. However, in 2014, the new 
Minister of Water explicitly sought to change this approach. She refused 
to appoint ‘the same old companies’, saying that ‘she would decide 
which projects to build and who would build them’23. She introduced 
a ‘panel system’ (often excluding qualified companies) and awarded 
tenders only to preferred panel members.

This procurement system created lucrative (and sometimes 
corrupt) consulting opportunities on large projects but also applied 
to the systems modelling firms. When the Department’s financial 
management collapsed, amidst allegations of systemic corruption and 
mismanagement,24,25 funds for planning and associated modelling were 
slashed; when work restarted, experienced firms found that they were 
now expected to work as sub-contractors to ‘panel’ members. The new 
firms had limited capabilities but the old firms now had limited funds 
to train new staff. Meanwhile, with just a handful of skilled staff left, 
the Department no longer offers new graduates supervised technical 
experience – its historical training function. 

This process has not only weakened oversight of water security in the 
big cities but has also blocked the reproduction of skills in a field in which 
South Africa had been a global leader. Local firms are being taken over 
by foreign companies that often use external resources for specialised 
technical work. Breaking down old institutions rather than building new 
ones is effectively ceding South Africa’s capacities to foreign interests. 
Rather than decolonising, South Africa is inviting recolonisation: a 
process aggravated by weak strategic management and sometimes 
motivated by corruption.

Discussion
Short-term view and other problems of politicians
In the public presentations, the divide drawn between engineers and 
politicians raised some discomfort. Yet it was acknowledged that, 
in the cases presented, politicians’ actions were not in the public 
interest. Damage was done when technical recommendations were not 
implemented or deliberately ignored in pursuit of private interests. 

There is a wider debate over the roles that politicians and technocrats 
should play in public administration. Few politicians have the skills to 
make technical judgements about the work they oversee. Yet, since 
1994, they have taken on increasingly operational roles rather than 
concentrating on oversight. This trend has led to problems when their 
priorities have deviated from formal goals. The situation has been 
aggravated by the appointment of malleable, rather than technically 
competent, officials, which weakens institutional capacity and the quality 
of advice.

Engineers and politicians work to different time scales. Engineers often 
plan decades ahead. Meanwhile, for politicians, short term means 
this week, and long term is until the next election. This short horizon 
inevitably shifts priorities. Politicians also need to mobilise political 
support and build constituencies. The obvious temptation is to use 
patronage, allocating resources in return for political and financial 
support. While public administrators have similar temptations, a well-
functioning system ensures oversight; political heads appoint competent 
people to ensure that procedures are followed and goals are achieved. 
When politicians take management decisions, this oversight is lost, 
demonstrating that, as Fanon said, ‘an engineer is a thousand times 
more indispensable to his country than an officer’25.

While some dramatic cases of the resultant water sector corruption have 
been chronicled, more important issues are often ignored. Expensive 
projects – poorly conceived, implemented and operated – are failing to 
meet their objectives; the reliability of water supplies is decreasing.26,27 
The water users who suffer most are those living furthest from the cities. 
Even when it works, over-priced infrastructure is a liability not an asset, 
which increases costs of living and doing business and contributes to 
the financial crisis of many municipalities. 

The role of the engineers is also challenged
But what are the expectations of technical professionals such as 
engineers? They must deal with the contradictions in their role evident in 
dictionary definitions of professionals as either28:

1: engaged in one of the learned professions, 
characterized by or conforming to the technical 
or ethical standards of a profession, exhibiting a 
courteous, conscientious, and generally business­
like manner in the workplace; or 

2: participating for gain or livelihood in an 
activity or field of endeavour often engaged in 
by amateurs; engaged in by persons receiving 
financial return. 

Engineers might like the first definition, but trust in experts has declined, 
with some justification. Accountants present information that is false or 
misleading; doctors manipulate research results to promote dubious 
medicines. These are just hired hands, promoting commercial interests, 
not ethical ‘professionals’. But healthy scepticism is being nurtured, a 
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syndrome of which Donald Trump is just a symptom. When, in Cape 
Town, academics and activists assert that water conservation will 
meet new water demands, they can easily reject contrary views from 
hydrologists and engineers as just another group promoting its own 
interests. With new factors like climate change, technical predictions of 
how much water is reliably available can be challenged, simply by saying 
that, surely, ‘this time it’s different!’. 

The role of professionals in a developmental state
A ‘developmental state’ approach is often promoted as the way to 
address the country’s structural challenges. In traditional models, 
technocrats enjoy a status of ‘embedded autonomy’. While part of the 
administration, they are insulated from politicians who seek political or 
personal gain rather than technical goals.29 

In what is characterised as South Africa’s apartheid ‘developmental 
state’30, the core cadre of engineers and scientists were produced by the 
state. This followed recognition of excessive investment in the Orange 
River Scheme and the need for professional water management to 
avoid water becoming a brake on national development. A Commission 
of Enquiry analysed water management policies and priorities, and 
produced a comprehensive guide to the future.31 

A key recommendation was to professionalise water management. 
Investment in water research and student bursaries created a 
community of professionals who could cooperate around common 
goals. They enjoyed a degree of trust that gave them considerable 
scope to implement and innovate – an environment in which it was 
possible to develop new approaches and undertake complex and 
challenging projects.10,32 It is this ‘production line’ that has been lost as 
the state’s capacity to absorb and train new graduates has weakened 
and most practical work is outsourced. This situation has also broken 
the mechanisms that integrated these professionals into society as 
‘trusted experts’. That breakdown has been aggravated by suggestion 
that professional organisations are closed clubs, seeking to maintain 
privileges and control entry. This global challenge is particularly acute in 
South Africa where a white old guard apparently controls the entry of the 
new cadre of young black engineers.

Society decides what tasks to delegate to their ‘technicians’ to protect 
the public. Whatever the approach, the concern for engineers is that 
their advice should be accepted and trusted. The challenge for technical 
professionals in 21st-century South Africa is to recognise that trust in 
‘experts’ derives as much from their embeddedness in their society as 
from their technical ability.

This statement reinforces a general finding on water management: 
water problems are primarily people problems or, more precisely, socio-
political rather than technical. Technical pathways to water security 
are often complex and long term. Professionals such as engineers in 
a developmental state must help politicians, administrations and the 
communities they serve to make and implement decisions when they 
are needed. To do that, they need to be trusted.

Conclusions: Decolonisation means asserting 
new roles
While the past obviously influences the future, it is useful to maintain 
separate perspectives, to avoid the trap of path dependence. Otherwise, 
if future strategies are primarily a response to the past, the past will 
continue to determine the future. 

So, yes, engineering has undoubtedly been coloured by colonial 
objectives and attitudes that determined who came into the profession 
and what they could do; and equally important, who was excluded, 
with what consequences. Its purpose was, to a greater or lesser extent, 
to advance the colonial mission. Indeed, from the vantage point of 
economics, Lewis insisted that resource colonialism, the beginning of 
the new international economic order, began as ‘…. an off-shoot of the 
transport revolutions. The railway was a major element here’33.

Because of this history, many engineering institutions are perceived as 
old fashioned and conservative. This perception is not helpful because 

engineers work in a world in which the role of technical expertise is 
increasingly challenged even as it becomes more vital. Engineers are 
vulnerable in this situation because their solutions to apparently simple 
challenges – like ensuring reliable water supplies – are often long term, 
complex and not understood or effectively communicated. This makes 
their recommendations easier to reject or just ignore. 

Cape Town’s plight reflects this situation. Its decision-makers were 
not telling lies when they claimed that they had permanently reduced 
water consumption. Their mistake was to claim an easy victory for a 
focus on demand management, ignoring more obvious drivers such as 
weather and population growth, and options such as increasing supply. 
But engineers failed too. They were not heard promoting an alternative, 
cautionary view because they were not adequately ‘embedded’ in that 
society, distrustful as it is of national politicians and solutions that might 
damage ‘nature’.

The failure to date to articulate a clear vision of a decolonised future is 
unfortunate because it leaves many negative tendencies unchallenged. 
One example is the undermining of local capacity to model water 
resource systems; such capacity is critical to support both planning 
and operations. Undermining local capacity is opening the way for a 
recolonisation of a technical domain in which South Africa until recently 
had sovereign leadership.

While South African society will not be well served if it simply ignores 
engineers and their institutions, the responsibility also lies with the 
profession itself. Continued introspection is needed, to acknowledge and 
address its problematic history and legacy. But priority must be given to 
the new forces that are shaping the future. 

The composition of the profession is changing radically, with a growing 
cadre of young black participants, including many women (Figure 2).34 
Over the next decade, the well-recognised gap of experienced ‘middle 
professionals’ will be filled. Many of today’s young engineers who have 
worked with little support will turn out to have absorbed a great deal of 
wisdom as they navigated difficult circumstances.
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Figure 2:	 Engineering staff in (local) government, by race in 2015. 

This change will not automatically transform other dimensions of the 
profession. Engineers will still be expected to exhibit those qualities of 
objectivity, ethical behaviour as well as technical competence inherent 
in the word ‘professional’. They will need fortitude – and appropriate 
mechanisms – to manage the risks encountered in a competitive and 
acquisitive economy and polity. But the task will become easier as the 
complexion of the profession changes. 

Buoyed by Fanon’s estimate of their value, engineers should be more 
assertive in promoting the vital role that technical professionals must 
play if South Africa is to move towards the vision of a developmental 
state. Rather than being heard as voices from the past, they will be seen 
as pathfinders of the future, explaining what needs to be done. That is, in 
large measure, what decolonisation should be about. 
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The new generation of engineers will still need to fight for the space to 
do its work. In the water sector, they will have to be vocal in proclaiming 
the goal of water security, providing a sustainable and reliable water 
supply and sanitation services for people and economic activity. That 
will help them when they challenge politicians on the governance of 
technically focused public institutions. They must demand a clear 
distinction between what technical planners and managers do and what 
political heads should do. Engineers can engage, analyse, prioritise, 
and make and implement recommendations efficiently and effectively. 
Politicians should ensure that this is done competently, within clear 
policy frameworks, and following procedures that protect the public from 
attempts to make personal gains. 

A further challenge will be to engineer effective institutions and systems. 
Cape Town’s tribulations have helpfully shown that a failure to use 
technical expertise effectively is not the province of just one political 
party. All politicians should beware the arrogance of ignorance and 
learn to nurture and harvest sound advice, not ignore it. The difficulties 
emerging in Vaal System planning show that transforming institutions 
and decolonising knowledge is not just about demographics.

These challenges are most obvious for engineers in the public sector, 
because they are responsible for basic structures and services that are 
the foundations of society. But similar challenges face practitioners in 
other fields of engineering – mining, chemical, electrical and mechanical. 
Their work can transform conditions in the larger society for better or 
worse. They too must do more to make the voices of professional 
engineers heard, as critical contributors to public debate who inform the 
decisions of public and private policymakers.

This process will continue, and be contested, as long as society develops 
and evolves. Meanwhile, in the wider community, people will continue to 
measure society’s progress by turning on the taps in their homes to see 
whether they can take at least this one of life’s basic needs for granted. 
For its part, water will continue to teach that the reliability of its flows is 
determined by people, not hydrology. It will flow when and where needed 
as a result of the right decisions taken at the right time, informed by the 
best possible advice. This will often come in large measure from a truly 
decolonised cadre of engineers that is respected and nurtured by the 
communities in which it works. 
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Benoit and Thackeray1 provide a cladistic analysis that aims to refute the hypotheses that Graecopithecus is 
a member of the hominin clade and that hominins could have originated in the Eastern Mediterranean. In our 
response, we point out that the authors’ thesis relies on a selective use of data and a series of misrepresentations 
of our results and conclusions that reflect what we see as an a priori hostility to the very idea of a non-African 
origin of the hominin clade.

It is useful to recall that ever since the widespread acceptance among scientists of the reality of human evolution 
there has been debate, often contentious, about the place of origin of the first humans (hominins). While Darwin 
and Huxley advocated Africa, Darwin recognised the possibility that it might be Europe – a fact often overlooked 
today. Haeckel and Dubois believed it was Asia while Dawson profited from the racist ideology of the day to 
promote a forgery (Eoanthropus, a.k.a. Piltdown) as proof that it was Europe. Osborn even proposed Nebraska! 
Following the description by Dart of Australopithecus, and especially the subsequent discoveries by Broom, the 
overwhelming consensus has been that Africa is the continent of hominin origins. This has become so widely 
accepted as to rise to the level of dogma, with the result that any claim to the contrary is automatically disputed if 
not ridiculed. The media coverage to which Benoit and Thackeray refer in their comment concerning the hypothesis 
of a European origin of hominins – when in fact we propose an Eastern Mediterranean (which also includes Africa) 
origin – is a perfect example. 

Fuss et al.2 propose that Graecopithecus may be a hominin, given the small size of the root of the lower canine but 
especially the root morphology of the lower premolar in the Greek specimen and the upper premolar in the specimen 
from Bulgaria (not lower premolar, contra Benoit and Thackeray). We note that if it is a hominin, Graecopithecus 
would be the oldest known. Given what we know about mammalian faunas in the Eastern Mediterranean and Africa 
between 10 and 7 Ma, dispersals clearly occurred between the two areas and, as is the case for elephantids, 
giraffids and bovids, hominins could certainly have dispersed from Eurasia into Africa. However, we are clear that 
the evidence is not overwhelming and that homoplasy may account for the hominin characters of Graecopithecus. 

With less than thorough consideration of the details of our argument, Benoit and Thackeray1 repeat the classic 
position points favouring an African origin of the hominins. An African origin of Hominini is well documented by 
the huge number of fossils that represent an unambiguous lineage of hominins from Australopithecus to Homo, 
probably also including Ardipithecus, Orrorin and Sahelanthropus. In addition, as argued by Huxley and Darwin, 
our nearest living relatives, Pan and Gorilla, are both exclusive to Africa, so it is most parsimonious to suggest that 
hominins arose there as well.

Neither argument is relevant to our conclusions. First, our results concern fossils that are about 3 million years 
older than the oldest Australopithecus and probably at least 600 000 years older than the oldest putative African 
hominin (Sahelanthropus). The completeness of the fossil record of hominins in Africa is not relevant to their 
origins, much as the fossil record of platyrrhines, which is exclusively American, is not relevant to their origins 
in Africa. 

Second, dismissing the hypothesis of the presence of a late Miocene hominin in Europe ignores the large body of 
data demonstrating the widespread presence of hominids of modern aspect in Europe well before any appear in 
Africa. Nearly every phylogenetic analysis of Miocene apes, whether cladistic or not, concludes that dryopithecins 
and related taxa, which are exclusive to Europe, are hominids. This includes the analysis in Benoit and Thackeray1. 
The most comprehensive analyses have further concluded that they are hominines (African apes and humans) 
(e.g. Begun et al.3,4; Young and MacLatchy5). The same logic used to refute the Eastern Mediterranean origins 
hypothesis actually serves to support it. Because the overwhelming majority of Miocene hominid fossil taxa known 
are from Eurasia, it is reasonable to suppose that one or more of the extant subfamilies evolved there as well.

Benoit and Thackeray1 state: ‘Even if Graecopithecus can be attributed to Hominini, the fact that it is older than 
Sahelanthropus does not make it the basal-most representative of this clade.’ We agree. We are well aware of the 
fact that geological age does not reveal phylogenetic position, nor does it establish divergence times. The age of 
the oldest known fossil of a particular taxon can only be interpreted as the currently known first appearance datum, 
not the origin, whether in time, geography or phylogeny. Our point is simply that the hypothesis that Graecopithecus 
is the oldest known hominin cannot be dismissed out of hand with the convenient invocation of homoplasy. The 
large body of data used to support this hypothesis must be addressed. Indeed, it is currently not possible to resolve 
the question of the most basal hominin. Neither Sahelanthropus nor Graecopithecus are known well enough to 
provide an unambiguous answer. Nonetheless, at 7.2 Ma, Graecopithecus freybergi remains the oldest candidate 
for this clade.

Benoit and Thackeray1 also state: ‘If Graecopithecus happens to be more derived than Sahelanthropus, then the 
evolutionary tree of Hominini would remain rooted in Africa and Graecopithecus would only represent an offshoot 
that dispersed out of Africa very early in the evolutionary history of hominins.’

This critique might have some relevance if we had actually reached the conclusion that Graecopithecus was derived 
relative to Sahelanthropus. However, we never stated that Graecopithecus was derived relative to Sahelanthropus 
in either P4 or canine root morphology. In fact, we state that there is variability in P4 root morphology in hominins, 
but that root fusion never occurs in Miocene apes and very rarely in Pan. We also never state, contra Benoit and 
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Thackeray1, that canine root reduction is more derived in Graecopithecus 
than Sahelanthropus. We do not comment on the significance of this 
difference simply because it is obvious that the differences in canine root 
size between Graecopithecus and Sahelanthropus are well within ranges 
of within-sex variation in most hominoids – both fossil and extant. Once 
again, we are simply reporting that the canine root is reduced, as in 
hominins and to the distinction of other hominoids. Falsely attributing 
provocative conclusions to our work does not advance this debate. 

Benoit and Thackeray1 state: ‘On the other hand, Graecopithecus might be 
closely related to Ouranopithecus, with which it has been synonymised 
for a long time or to other Eurasian apes, as suggested by previous 
cladistic analyses. In these cases, the evolutionary root of humankind 
would definitely remain in Africa.’

We provide extensive documentation of the differences between Graeco
pithecus and Ouranopithecus, none of which is addressed in Benoit 
and Thackeray1. We are not aware of any phylogenetic analysis that 
‘synonymises’ these taxa, or either of them to other Eurasian apes. Only 
a sister clade relationship between Ouranopithecus and Graecopithecus 
would call our conclusions into question; however, we have presented 
ample evidence that this hypothesis of relationship is unlikely. We 
present evidence that Graecopithecus shares derived characters with 
hominins not found in Ouranopithecus. The most parsimonious inter
pretation of this distribution of characters is that Ouranopithecus 
predates the divergence of hominins and Graecopithecus. To assert that 
‘Graecopithecus might be closely related to Ouranopithecus’ without 
justification other than tradition, is not useful to this exchange.

About the cladistic analysis
Benoit and Thackeray1 modified a character matrix published by Finarelli 
and Clyde6, in turn modified from Begun et al.4, to produce a cladistic 
analysis. Unfortunately, this character matrix is outdated in terms of 
both taxonomic units and character states, yielding a misleading and 
less parsimonious cladogram. More recent analyses (e.g. Begun et al.3; 
Young and MacLatchy5) yield very different cladograms from that in 
Benoit and Thackeray or Finarelli and Clyde but have the advantage 
of having been produced by researchers who compiled the character 
matrices from direct observation of the fossils, which is not the case 
for Finarelli and Clyde or Benoit and Thackeray. Finarelli and Clyde6 were 
interested in the relationship between phylogeny and temporal sequence, 
which also influences their results. A revision of the original Begun et al.4 
data matrix, the most comprehensive published so far, is in preparation 
but is beyond the scope of this response.

It is unfortunate that when Benoit and Thackeray1 state that ‘none of the 
characters cited by Fuss et al. is strictly unique to Hominini, as thick 
enamel and megadonty’ they omit the characters we actually say are 
unique to Hominini: reduction of premolar root complexity and canine 
root size. Nowhere in our publication do we say that thick enamel and 
megadonty are hominin synapomorphies. This mischaracterisation of 
our work only serves to polarise this debate.

It is clear that if Graecopithecus were found in Africa instead of Europe, 
its age and morphology would be taken as evidence that it is the earliest 

known hominin. Chororapithecus is accepted by many as an early 
gorilla, despite a very fragmentary sample and the fact that much more 
complete fossils with gorilla-like attributes are known from Europe.7 But 
it is from Africa, where the earliest gorillas are supposed to be. The real 
problem is not morphology or preservation but a location that does not 
conform to the expectations of generations of palaeoanthropologists. 

Our final quote from Benoit and Thackeray is most revealing of the 
confusion and artificial nature of this exchange: ‘Our analysis supports 
the view that Graecopithecus is potentially an important taxon for 
the origin of Hominini, but this is not certain and deserves further 
investigation and more material.’

This is almost precisely the same conclusion we reached: ‘Therefore, 
we submit that the dental root attributes of Graecopithecus suggest 
hominin affinities, such that its hominin status cannot be excluded. …
More fossils are needed but at this point it seems likely that the Eastern 
Mediterranean needs to be considered as just as likely a place of 
hominine diversification and hominin origins as tropical Africa.’

Far from being an ‘assertion that Graecopithecus belongs to Hominini’ 
(Benoit and Thackeray1(p.1), we clearly present our results as preliminary 
and in need of additional fossils for confirmation. In contrast, Benoit 
and Thackeray1 make numerous assertions about our results that are 
either unsubstantiated or inaccurate. The better way forward is through a 
thoughtful assessment of data and results as they are actually presented. 
We are hopeful that future contributions to this debate will maintain 
this focus.
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Wonderkrater is a Late Quaternary archaeological site in the Limpopo Province of South Africa1, and has a 
high-resolution Late Quaternary pollen sequence2-4. An initial multivariate analysis of pollen spectra facilitated 
the quantification of a temperature index (SSF1) for two borehole sequences.5 An attempt to calibrate the SSF1 
temperature indices was made by Thackeray6. Scott et al.7 and Thackeray and Scott8 identified the ‘Younger Dryas’ 
cooling event in Borehole 3. This palaeoclimatic phenomenon is generally known in the northern hemisphere, 
dated between 10 600 and 12 900 BP (calibrated years). In this study, palaeotemperature estimates from the initial 
multivariate study5 are re-examined in the context of calibrated radiocarbon dates7 in order to make comparisons 
with dates for the Younger Dryas in the northern hemisphere. 

Age-depth relationships
On the basis of the SSF1 palaeotemperature index, Thackeray and Scott8 recognised certain Wonderkrater samples 
as being associated with the Younger Dryas. Critical in this regard are dates for the relevant deposits. Scott et al.3 
and Scott4 have used various techniques to resolve chronological issues. Whereas there is a linear relationship 
between age and depth for the last 16 000 years BP, the rate of deposition is not constant for earlier deposits for 
which the rate is slower and variable; hence the need for complex chronological modelling which presented a major 
challenge.3,4 However, for purposes of this study, attention is focused on age-depth relationships for the Terminal 
Pleistocene and Holocene, within the last 16 000 years, for periods in which least squares linear regression is 
suitable. This offers a relatively simple but robust approach for dating postglacial deposits at Wonderkrater. 

Three age-depth relationships were obtained by using calibrated radiocarbon dates (and associated standard 
deviations) for 12 Late Pleistocene and Holocene samples7 from Borehole 3, using linear regression analyses. 
All 12 of these samples were selected by Scott et al.7 because they were considered to be reliable. Others were 
deliberately excluded because they were outliers and were assumed to be associated with contamination by roots. 

Equation 1 is obtained by relating mean values for calibrated radiocarbon dates (CAL-1, y-axis) and depth 
(D, x-axis), for the 12 samples selected by Scott et al.7 in their Table 1:

CAL-1 = 40.423 D – 1431.30 (r = 0.99) 	 Equation 1

Equation 2 is obtained by relating depth to chronological values which are two standard deviations below the mean 
CAL-1 date for each sample:

CAL-2 = 39.696 D – 1487.98 (r = 0.99) 	 Equation 2

Equation 3 is obtained by relating depth to chronological values which are two standard deviations above the mean 
CAL-1 date for each sample:

CAL-3 = 41.182 D – 1413.32 (r=0.99) 	 Equation 3

On the basis of depth, all three equations were applied in order to estimate dates for 50 samples from Borehole 3. 
Estimates for CAL-1 relative to the SSF1 palaeotemperature index are shown in Figure 1. 
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Figure 1:	 A temperature index (SSF1) based on multivariate analysis of pollen spectra from Wonderkrater in relation 
to estimated CAL-1 dates (cal years BP) based on Equation 1. A cooling event appears to occur after 
12 716 cal years BP – here associated with the onset of the Younger Dryas which is well documented in the 
northern hemisphere where it is dated between 12 900 and 11 600 cal years BP.
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Dates in relation to temperature index
Notable in Figure 1 and Table 1 is that relatively low temperatures are 
identified at 12 312 cal years BP (sample 5609), continuing to 12 100 cal 
years BP (sample 5606) and further to 11 908 cal years BP (sample 5605). 
This cool event appears to be initiated at 12 716 cal years BP (sample 
5611) after a slightly warmer period at 13 080 cal years BP (sample 5613). 

Table 1:	 Wonderkrater samples listed by number; depth (cm); calibrated 
dates (CAL-1, CAL-2 and CAL-3 estimates based on Equations 
1–3); and SSF1 temperature indices based on multivariate 
analyses of pollen spectra from Borehole 3, Wonderkrater 
sequence5. CAL-2 and CAL-3 are the lower and upper limits 
(two standard deviations), respectively, for estimates of the 
mean calibrated dates (CAL-1). 

Sample # Depth
CAL-2 

(lower limit)
CAL-1 
(mean)

CAL-3 
(upper limit)

SSF1

5599 300 10 420 10 695 10 941 46

5601 310 10 817 11 099 11 353 43

5603 320 11 214 11 504 11 765 46

5605 330 11 611 11 908 12 177 32

5606 335 11 810 12 110 12 382 37

5609 340 12 008 12 312 12 588 29

5611 350 12 405 12 716 13 000 57

5613 359 12 762 13 080 13 371 61

5615 365 13 001 13 323 13 618 37

In the context of lower (CAL-2) and upper (CAL-3) limits for estimated 
CAL-1 dates (Table 1), the results from this study are consistent with 
calibrated radiocarbon dates for the Younger Dryas in the northern 
hemisphere. At Wonderkrater, sample 5611 at 12 716 cal years BP is 
close to the date of 12 900 cal years BP for the onset of the Younger 
Dryas in the northern hemisphere.9

The Younger Dryas in Borehole 4
The Younger Dryas is also represented in Borehole 4. On the basis of 
palaeotemperature indices for this sequence, a cooling episode can be 
identified from at least one sample.3,4 The calibrated date of circa 12 200 
BP for this sample from Borehole 4 is almost identical to the mean date 
(12 433 cal BP) for the three Younger Dryas samples from Borehole 3. 

The Younger Dryas and a cosmic impact?
Among others, Kennett et al.10 have claimed that the Younger Dryas 
cooling event may be associated with a cosmic impact of some kind. 
Evidence given in support of this possible cosmic impact, at least for 
the northern hemisphere, are spikes in nanodiamonds10,11, platinum12, 
magnetic and glassy impact-related spherules, high-temperature 
minerals and melt glass, carbon spherules and/or osmium at the onset 
of the Younger Dryas9.

A spike in nanodiamonds has been reported for Younger Dryas 
deposits in Mexico.13 As yet, no corresponding site has been reported 
for the southern hemisphere. In the context of dates given here 

for palaeotemperature indices for the Wonderkrater sequence, it is 
recommended that exploratory analyses be undertaken on specific 
samples (notably 5605, 5606 and 5609 from Borehole 3) from this 
important South African site, to test whether or not there is evidence 
for nanodiamonds or other indicators of a cosmic impact that may have 
affected climates globally sometime after 12 900 cal years BP. 
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The bulk of earth’s biosphere is cold (<5 °C) that sustains a broad diversity of microbial life by triggering 
physiological response(s) to ensure survival in cold and frozen ecosystems. The strategy of adaptation 
to cold environments includes changes in membrane composition and induction of a set of specific 
cold-active proteins, polyunsaturated lipids and exopolysaccharides. These adaptive features provide an 
enormous natural reservoir of enzymes that function effectively in cold environments, and these cold-
active enzymes have been targeted for innovative applications useful to humankind. This review provides 
an overview of the existence, distribution and adaptation strategies of psychrophilic microorganisms 
worldwide with great emphasis on their recently emerged industrial applications in the textile industry, 
food and dairy industry, brewing and wine industry, laundry detergent industry, and others.

Significance:
•	 The outcome of these studies may also help in the exploration of the possibility of life in distant 

frozen planets.

Introduction
A great proportion of the earth’s biosphere (>85%) permanently experiences temperatures below 5 °C.1 The 
largest coverage of these cold environments is successfully colonised by a wide diversity of extremophilic 
microorganisms, including bacteria, archaea, yeasts, filamentous fungi and algae.2,3 In 1887, Forster first reported 
the existence of bacteria capable of growth at 0 °C, especially in sea water and ocean fish.4 Cold-adapted or cold-
loving microbes are termed ‘psychrophiles’, and have cardinal growth temperatures (minimum, optimum and 
maximum) at or below 0 °C, 15 °C and 20 °C, respectively, while microorganisms that withstand cold temperatures 
with a higher growth optimum and maximum (above 25 °C) are called ‘psychrotolerant’.5 The ability to thrive at 
such low temperatures requires a vast array of adaptations to maintain the metabolic rates and sustain growth 
compatible with life in these severe environmental conditions.6 Because of their attractive properties, extensive 
research on psychrophilic microorganisms has been conducted to understand their survival strategies that include 
genetic and acclimation processes and adaptation mechanisms.7

The purpose of this review is to summarise the tremendous significance of this group of microorganisms in 
fundamental research, pharmaceuticals, medicine and recent biotechnological applications.

Psychrophiles: Historical background
In 1887, Forster early investigated the isolation of microorganisms from fish preserved by cold temperatures 
that were bioluminescent.8 Later in 1892, Forster reported other bacterial isolates from various environments 
(natural water, food, surface and intestines of freshwater and seawater fish) that were able to grow at 0 °C.4 
Schmidt-Nielsen (1902) first mentioned the term ‘psychrophile’ to describe bacteria capable of growing at 0 °C.9 
However, Müller (1903) criticised this term and demonstrated that while these organisms were able to grow at 
low temperature they actually grew more rapidly at elevated temperatures.10 Thus, Kruse (1910) suggested that 
these bacteria might be better called ‘psychrotolerant’, but this suggestion or others of similar nature did not gain 
acceptance and the term ‘psychrophile’ has retained.11 This confusion was ended in 1975, when Morita proposed 
a definition to the term ‘psychrophile’ for cold-adapted or cold-loving microbes, having minimum, optimum and 
maximum growth temperatures at or below 0 °C, 15 °C and 20 °C, respectively.12

Habitats and biodiversity
Cold habitats dominate the vast majority of our planet, covering three-quarters of the earth’s surface, and span 
from the Arctic to the Antarctic and from high-mountain regions to the deep ocean.13,14 The major fraction of 
this low temperature environment is represented by the deep sea (90% of the ocean volume), followed by snow 
(35% of land surface), permafrost (24% of land surface), sea ice (13% of the earth’s surface) and finally glaciers 
(10% of land surface). Other cold environments are cold-water lakes, cold soils, cold deserts and caves.15 These 
earth dominant environments are successfully colonised by enormously diverse communities of psychrophilic 
bacteria, archaea, algae, yeast16-20, insects21 and fish22, that are able to thrive and even maintain metabolic activity 
at subzero temperatures. 

Bacteria represent very important members of the sea ice habitat, including many unique taxa.23 Heterotrophic gas-
vacuolate bacteria, not reported in other marine habitats, have been discovered in and near sea ice.24 Among those 
cold-adapted bacteria, the genus Colwellia provides an unusual case. Members of this genus produce extracellular 
enzymes capable of degrading high-molecular-weight organic compounds. These traits make Colwellia species 
important to carbon and nutrient cycling wherever they occur in the cold marine environment, from contaminated 
sediments to ice formations as analogs for possible habitats on other planets and moons (e.g. Mars and Europa).13

Representatives of the family Vibrionaceae are among the most commonly reported bacteria to populate 
almost all extreme environments.25 Nevertheless, a wide range of phylogenetic diversity within the genera 
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Achromobacteria, Alcaligenes, Altermonas, Aquaspirillum, Arthrobacter, 
Bacillus, Bacteroides, Brevibacterium, Clostridium, Colwellia, Cytophaga, 
Flavobacterium, Gelidibacter, Methanococcoides, Methanogenium, 
Methanosarcina, Microbacterium, Micrococcus, Moritella, Octadecabacter, 
Phormidium, Photobacterium, Polaribacter, Polaromonas, Pseudomonas, 
Psychroserpens, Shewanella, Psychrobacter and Vibrio have been found 
to be psychrophilic across the domain Bacteria.26-29

In general, fungi are relatively rare in deep sea habitats compared to 
bacteria.30 Fungal isolates reported in frozen environments belong mainly to 
the genera Rhodotorula, Penicillium, Ustilago, Alternaria, Aureobasidium, 
Cladosporium, Geomyces, Ulocladium, Valsa and Verticillium.31-33

Existence and metabolic adaptation
Survival of psychrophiles in harsh and extremely cold environments 
is interesting and requires a vast array of unique adaptive features 
from all their cellular components.34,35 Chintalapati et al.36 categorised 
three phases of cold-shock response. Phase I, Acclimation Phase, 
immediately follows cold exposure, leading to reduced growth rate as 
a result of reduced membrane fluidity, and several cold-shock proteins 
are produced. During Phase II, Recovery Phase, cells are considered 
‘cold-adapted’ and resume growth and bulk protein synthesis 
restarts. During Phase III, Stationary Phase, non-cold-shock proteins 
are synthesised, allowing cells to proceed to slow-rate growth at 
low temperature.37

In general, bacteria owe the ability to cope with such challenges to complex 
strategies. One important strategy is directed towards their extremely 
efficient DNA repair mechanism sustained under frozen conditions.38 
This evidence for active DNA repair mechanism in icy environments is 
a true reflection of their physiological potential and survival in frozen 
substrates for extended time frames of up to 600 000 years.39

Regulation of membrane fluidity
Another important and the most frequent adaptive strategy relates to the 
ability of the cell to regulate or modulate the fluidity of the membrane in 
freezing environments. The membrane is the first barrier that can sense 
environmental changes and it acts as an interface between external and 
internal environments, so as to overcome the deleterious effects of harsh 
conditions.36 Shivaji and Prakash35 reported that membranes become 
more rigid at cold temperatures, which activates a membrane-associated 
sensor resulting in upregulation of genes involved in membrane fluidity 
modulation for exchange of metabolites from and to the cell.

Consequently, changes in the membrane lipid composition facilitate this 
process. This is achieved by modifications in the lipids’ fatty acyl chains 
that serve to maintain optimum membrane fluidity.40 In general, lower 
growth temperatures govern the activation of a group of cold-shock-
activated enzymes called ‘desaturases’ which convert saturated acyl 
fatty acids to unsaturated ones and aid the increase in the proportion of 
unsaturated acyl chains, reduction in the acyl chain length and increased 
methyl-branched fatty acids.36 Fungal cell membranes show evidence 
of similar changes at cold ecosystems to maintain their fluid state. 
The degree of unsaturated fatty acids increases at low temperatures 
in Candida, Leucosporidium and Torulopsis as reported by Kerekes 
and Nagy41.

Carotenoid pigments
Predominance of carotenoid pigments, in several bacteria isolated from 
Antarctic sea ice, has been reported to play an important role in the 
maintenance of membrane structure, fluidity and protection from UV 
radiation.42 Accumulation of C-50 carotenoid, Bacterioruberin, observed 
in the psychrotrophic strain, Arthrobacter agilis, was postulated to play a 
crucial role in the regulation of membrane fluidity at low temperatures.43 
Furthermore, several polar and non-polar carotenoid pigments, 
synthesised by Micrococcus roseus and Sphingobacterium antarcticus 
Antarctic strains, were found to bind vesicles, made of both synthetic 
and natural lipids, and to rigidify them.44 

Anti-freeze proteins 
Anti-freeze proteins (AFPs) are ice-binding proteins that have the ability 
to decrease the freezing point of water and show extracellular ice re-
crystallisation inhibition activity during latter stages of the warming 
cycle.45,46 Furthermore, AFPs have been well known in promoting super 
cooling of the body fluids at subzero temperatures to prevent freezing of 
blood in polar fish.47 In addition, those proteins have been reported in 
insects and plants.48,49 Duman and Olsen50 first demonstrated the presence 
of AFPs in cold-adapted bacteria and the bacterium Moraxella sp. was the 
first reported Antarctic strain to produce an AFP.51 Some psychrophilic 
AFPs have been purified from cell extracts of Micrococcus cryophilus, 
Pseudomonas putida and Rhodococcus erythropolis.52

Cryoprotectants
Cryoprotectants are exopolymeric substances (e.g. sugars, alcohols 
and amino acids), produced in high amounts and believed to prevent 
cold-induced aggregation of proteins and maintain optimum membrane 
fluidity under unfavorable low temperature.53,54 In 1994, Ko et al.55 
demonstrated the growth-enhancing effect of glycine betaine on 
Listeria monocytogenes at low temperature. Furthermore, trehalose 
showed evidence in preventing protein denaturation and aggregation 
in psychrophilic bacteria.56 In fungi, trehalose is an important stress 
protectant and stabiliser of membranes, accumulated in fungal hyphae 
in large quantities at low temperatures.57 

Cold-shock proteins
Cold-shock proteins have been extensively characterised and are 
considered the most prominent response of cells to cold shock in 
order to counteract the detrimental effect of temperature downshift; 
they play a critical role in cold adaptation.58 Cold-shock proteins have 
been functionally linked to the regulation of cellular protein synthesis, 
particularly at the level of transcription and initiation of translation. They 
also act as chaperones by preventing the formation of mRNA secondary 
structures (mRNA ‘folding’) and maintenance of chromosome 
structure.59,60 These stress proteins, together with cold-acclimation 
proteins, have been detected and exclusively overexpressed during the 
entire growth of several Antarctic bacteria.56 Furthermore, Kawahara 
et al.61 believed that the cold acclimation protein (Hsc 25) produced 
in an ice-nucleating bacterium Pantoea ananas KUIN-3, was capable 
of refolding cold-denatured enzymes that sustain biological activities 
following an abrupt temperature downshift. 

Cold-active enzymes
Cold-active or ‘cold-adapted’ enzymes are those enzymes that 
display high catalytic efficiency at low temperature compared to their 
mesophilic counterparts.62 Furthermore, Struvay and Feller63 reported 
multiple adaptive features developed by constrained psychrophiles to 
design enzymes perfectly compatible to the given environment. In the 
first attempt, psychrophiles produce enzymes that are highly flexible 
in structure, having an up to 10-fold higher specific activity (kcat) than 
their mesophilic homologues, thus providing better access to the active 
site of substrates at lower temperatures.64 These cold-active enzymes 
offset the inhibitory effect of low temperatures on reaction rates and 
maintain adequate metabolic fluxes to the growing organism. Secondly, 
the apparent maximal activity of cold-active enzymes is shifted towards 
low temperatures to cope with the increased viscosity of the aqueous 
environment induced under cold conditions. In this context, these 
enzymes are heat labile and frequently inactivated at temperatures that 
are not detrimental for their mesophilic counterparts.65 Finally, apart from 
their high catalytic efficiency, the adaptation to cold is not usually perfect, 
as the specific activity exhibited by most psychrophilic enzymes around 
0 °C remains generally lower than that of their mesophilic counterparts 
at 37 °C.

Pioneering studies compared cold-active enzymes to their conventional 
mesophilic forms and observed significant differences in amino acid 
composition, mostly in the active site domain, responsible for their 
activity under cold conditions.66 The criteria for structural alterations 
include increased clusters of glycine residues (providing local mobility) 
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and reduction in proline and arginine residues in loops, which provides 
enhanced chain flexibility between secondary structures and the 
capability of forming multiple salt bridges and hydrogen bonds, 
respectively.6 However, surprisingly, Aghajari et al.67 reported great 
similarity in the three-dimensional structure of a cold-adapted α-amylase 
enzyme of a psychrophilic bacterium, Alteromonas hulopfuncris, to those 
of mammalian α-amylases. 

A variety of cold-active enzymes – xylanases and laminarases68, 
chitinases69, α-amylase and β-galactosidase70,71, lipases and 
proteases20,72, aminopeptidase73 and protein-tyrosine phosphatase74 – 
have been reported in cold-adapted bacteria to aid in their survival under 
cold conditions. 

Biotechnological applications
Over recent years, considerable attention has been focused on psychro
philic microorganisms that proliferate in extremely cold niches and the 
fascinating biotechnological potential of their cold adaptation. Although 
Witter11 reported the significant opportunity of psychrophilic bacteria in 
the dairy industry and in keeping milk fresh under refrigeration facilities 
for longer holding times as far back as 1961, studies on psychrophiles 
have been accentuated by the advancements and applications 
in avoiding potentially disastrous situations in various industries, 
including those concerned with food production, waste processing, 
mining, environmental bioremediations, agriculture, and medicine and 
molecular diagnostics.75,76 

Bioremediation
Because of increasing human activities and demand for fossil 
fuel energy, spillage of petroleum products is a growing menace 
to the environment. Psychrophiles hold tremendous potential as 
‘environmental cleaners’ to successfully degrade pollutants of 
petroleum hydrocarbons in extreme cold conditions.77,78 Whyte et al.79 
reported that the microbial catabolic pathways responsible for the 
degradation of petroleum hydrocarbons, including n-alkanes and 
polycyclic aromatic hydrocarbons, are widespread in cold regions. 
Furthermore, several indigenous, cold-adapted microbial populations 
that use petroleum hydrocarbons have been detected, including 
Rhodococcus80, Pseudomonas81 and Pseudoalteromomas82.

Food industry
It has indeed emerged that cold-active enzymes represent an extremely 
powerful tool in the food industry. There is an increasing industrial trend 
to treat foodstuffs under low temperature conditions in order to avoid 
detrimental effects on taste, texture and nutritional value, and also to 
save energy. Cold-active β-galactosidase, which hydrolyses lactose 
to glucose and galactose at refrigerating temperature, is a potentially 
important enzyme in the dairy industry. It can be used to produce lactose-
free milk-derived foods for lactose-intolerant people, who represent 
approximately 30% of the world population.83 Furthermore, it can be 
used to convert lactose in whey to D-tagatose – a natural high-added-
value sweetener with low caloric and glycemic index.63 Hoyoux et al.84 
patented a cold-active β-galactosidase from an Antarctic psychrophile, 
Pseudoalteromonas haloplanktis, for its capacity to hydrolyse lactose 
during milk storage at low temperatures.

In this context, application of cold-active pectinases in the fruit juice 
industry is highly demanding to retain the quality and nutritional 
properties of the fruit juice and facilitate different processing steps – 
liquefaction, clarification and juice extraction – at low temperatures. 
Furthermore, residual enzyme activity could be easily eliminated by 
enzyme inactivation by moderate heat input after treatment.85 In wine 
industries, cold-active pectinases, isolated from yeasts and fungi, are 
believed to increase the production and retention of volatile compounds, 
thereby improving the aromatic profile of wines.86

Also, it is worth mentioning that cold-active xylanases, hydrolysing 
β-1,4-xylan present in all flours, are one of the key ingredients of 
industrial dough conditioners used at cool temperatures required for 
dough resting to improve bread quality. Following careful baking trials, 
xylanase from the Antarctic bacterium Pseudoalteromonas haloplanktis, 

effectively improved the mechanical dough properties and final bread 
quality with a positive effect on loaf volume.63

Medical and pharmaceutical applications
There is a growing interest in studying psychrophilic bacteria as new 
tools in pharmaceutical and cosmetic applications. Consequently, 
several promising psychrophilic strains were detected as a valuable 
source of new active antimicrobial compounds at low temperatures, 
as reported by Tomova et al.87 Recently, compounds produced by 
the halophilic Antarctic actinomycete Nocardioides sp. strain A-1, 
with antimicrobial activity against Xanthomonas oryzae which causes 
bacterial blight disease in rice-producing countries, exhibited promising 
application in agriculture for plant protection.88 In addition, it was 
found that Antarticine-NF3, an antifreeze glycoprotein produced by the 
Antarctic bacterium Pseudoalteromonas, is effective for scar treatment 
and has been included in cosmetic regeneration creams.89

Furthermore, polyunsaturated fatty acids, produced to improve mem
brane permeability and nutrient transport in psychrophilic bacteria, may 
constitute an economic alimentary source for aquaculture industries 
with favorable activities on cholesterol and triglyceride transport for 
optimal nervous system and cardiovascular health.90 

At the industrial level, the polar yeast Candida antarctica is used to 
produce two cold-active lipases, A and B, sold as Novozym 435 by 
Novozymes (Bagsvaerd, Denmark) involved in a very large number of 
applications related to pharmaceuticals and cosmetics.91

Detergent and fabric industry 
Considering the versatile properties of cold-active enzymes – such as 
high catalytic efficiencies at low temperature, lower thermal stability and 
novel substrate specificities – they offer a large reservoir of potentially 
novel biotechnological exploitation.75 Nowadays, the detergent field, 
which represents 30–40% of all enzymes produced worldwide, requires 
more enzymes that are capable of working at low temperatures in 
the context of energy saving. Cold-adapted enzymes actively used 
in detergent formulations – lipases, proteases and α-amylases – are 
systematically introduced to improve the efficiency of detergents and 
reduce the amount of chemicals used in order to protect the texture 
and colours of fabrics and reduce wear and tear during washing.6,64,92 
Currently, cold-active subtilisins, isolated from Antarctic Bacillus 
species, are incorporated in cold-active detergents that combine storage 
alkaline stability and cold activity required for optimal washing results.63

Furthermore, the application of cold-adapted cellulases in fabric 
production and denim finishing could increase the smoothness and 
softness of tissues, decolourisation of textile effluents and textile 
bleaching and allows the development of environmentally friendly 
technologies in fibre processing.93

Conclusion
Over recent years, a wealth of knowledge has been accumulated 
on psychrophilic microorganisms and their cold-shock response 
catalysts. Because of their unique biological features, psychrophiles 
can be significantly exploited in biotechnological industries such as 
the pharmaceutical, enzyme production, bioremediation, biosensor, 
cosmetic, agriculture, domestic purposes and textile industries. The 
outcome of these studies may also help to explore the possibility of life 
in distant frozen planets and their satellites.
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South Africa remains at the leading edge of scientific publishing on the African continent, yet few analyses 
of publication patterns exist outside the biomedical field. Considering the large number of protected areas 
and mammalian guilds within the country, I examined trends in South African ecological research as it 
pertains to the behaviour of mammals. I assessed the topics and taxonomic focus of mammalogists at 
South African institutes over the span of 15 years (2001–2015), and contrasted local research with the 
shifting focus of international behavioural research. This review of more than 1000 publications indicates 
that South African based researchers exhibit a strong tendency towards field-based research, as opposed 
to laboratory-centred experiments. In terms of topical focus, local ecologists place significant weight 
on the behavioural categories of mating, social and foraging behaviour – reflecting a global priority for 
these topics. This finding contrasts with an increased emphasis on animal cognition and communication 
research in the international research arena, including field-based studies on these themes. I make 
suggestions on how behavioural ecologists in South Africa can align themselves with global trends while 
also continuing to distinguish those facets that make South African behavioural ecology unique. 

Significance:
•	 This review is the first of behavioural ecology in South Africa.

•	 Suggestions are made for where South African researchers can profitably shift research focus.

•	 International trends in behavioural ecology are highlighted.

Introduction
South Africa remains at the forefront of scientific publishing on the African continent, with Life Sciences contributing 
strongly to these research outputs.1 Within this broader discipline, we also have the relatively unique advantage 
of direct access to intact mammalian guilds2 inside well-managed protected areas3 – a factor that has stimulated 
significant mammalogical research in the country. However, no broad meta-analysis of local publishing patterns 
currently exists, and by some accounts few South African researchers are investigating mammalian behaviour: 
within the Zoological Society of Southern Africa, the Ethology research group was short-lived4, and in the past 
15 years only one paper on mammalian behaviour has been published in South Africa’s top multidisciplinary journal, 
the South African Journal of Science5. This is surprising, as evolutionary biology is thriving in South Africa6 and 
behavioural ecology is by definition the integration of evolutionary biology with the observation of animal behaviour. 
Since 19637, when Tinbergen created his seminal framework for studying behaviour (traditional ‘ethology’) in an 
evolutionary context, the study of behavioural ecology has thrived internationally8. How well, then, is South African 
research represented within this field?

I reviewed the study of mammalian behaviour in South Africa, describing trends in behavioural ecology over the 
course of 15 years (2001–2015) and highlighting the evolution of this discipline. As a framework, I use the 10 
themes of behavioural ecology recently developed by Berger-Tal and colleagues9 as an accurate reflection on the 
specialities within this research field. I discuss specific strengths and weaknesses of behavioural ecology research 
in South Africa and indicate opportunities for continued growth.

Methodology
I conducted an extensive survey of international literature on mammalian behavioural ecology using the SCOPUS 
database. Search terms were deliberately broad to encompass all literature (articles/review papers) from 2001 to 
2015 that included the term “behav*” and “mammal*” in the title, abstract or keywords. In addition, I constructed 
a list of all mammalian families, thereby creating a search phrase to check if any of the mammalian families were 
included in the title, abstract or keywords of the publication. An initial search specifying these broad terms yielded 
11 330 articles and review papers. This figure is an indication of the number of publications that describe behaviour, 
but is likely an exaggeration of the research that deals specifically and exclusively with mammalian behaviour.

I refined my search to compare South African research with the international literature, and created two publication 
databases. In the first, I specified that the author affiliation had to include “South Africa”. These authors may 
have had multiple affiliations, and affiliation with a South African institute did not necessarily imply this was their 
primary place of work. I compiled a second database of international research that explicitly excluded authors 
with South African affiliations. In the second database, I limited the search to journals that focus specifically on 
animal behaviour: Behavioral Ecology (impact factor (IF)=3.177, from http://www.citefactor.org/ accessed on 
24 November 2016), Animal Behaviour (IF=3.137), Applied Animal Behaviour Science (IF=1.691), Advances in 
the Study of Behaviour (IF=2.692), and Behavioral Ecology and Sociobiology (IF=2.35). Furthermore, I included 
publications on mammalian behaviour that featured in the top three multidisciplinary journals, to ensure that I did 
not ignore research with the putative highest impact. These journals were: Science (2013 IF=31.477), Nature 
(2013 IF=42.351), and Proceedings of the National Academy of Sciences of the United States of America 
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(2013  IF=9.423). Once the articles were extracted from the SCOPUS 
database, I analysed all abstracts to exclude papers that did not focus 
on, or explicitly include mammalian behavioural ecology. This process 
produced a total of 371 South African papers and 901 international 
publications. This refined selection of South African papers suggests that 
at least 3.3% of all articles on mammalian behaviour include South African 
affiliations (371 out of 11  330). Importantly, as I was selective in the 
outlets for international publications in particular, the latter database did 
not constitute all international publications on mammalian behaviour – it 
is a reflection of the articles appearing in the more respected and subject-
specific journals, and therefore indicative of broader trends in the field. 

Within these databases, I examined the taxonomic breadth of study 
species as well as the focus on different techniques or approaches 
in the local and international literature. To aid the thematic analyses, I 
performed text mining to identify the most common keywords, using the 
‘tm’ package10 in RStudio for Mac (version 0.99.903). Finally, I pooled 
the papers for each database into three 5-year blocks: (1) 2001–2005; 
(2) 2006–2010; and (3) 2011–2015, and used the 10 behavioural themes 
identified in a recent review9 to guide my assessment of changing trends. 

Findings and discussion
Overview: South African contributions
South African researchers contributed to >3% of the global literature 
on mammalian behavioural ecology, which is higher than the 1% 
contribution that sub-Saharan African countries make to global 
scientific research in general.11 As the original database of articles on 
mammalian behaviour was likely an exaggerated number (I did not 
go through all 11 330 abstracts to ascertain each study’s focus), the 
true proportion of South African affiliations will be even higher. The 
majority of South African papers were primary research articles, with 
local authors publishing review papers at a somewhat higher rate (2.5% 
of the South African database) than international authors (1.5% of the 
international database). While it is positive to see this contribution to 
the synthesis of the field, South African ecologists appear to have had a 
smaller impact than international scientists: only 13.2% of our research 
has been cited more than five times per year, in contrast to nearly one 
third (31.7%) of international articles being cited at the same rate. The 
South African ecologists who publish in top multidisciplinary journals 
(e.g. Slotow et al.12) often base their research on long-term field data, 
that is, studies that continue beyond a three-year project.

While many local and international publications claimed to investigate 
behaviour in an evolutionary context, South African researchers were 
more likely to address the ultimate causes and consequences of 
behaviour (in contrast to proximate or mechanistic causes of behaviour). 
South African authors tend to study species within the broader ecological 
context, incorporating aspects of the habitat13, ecosystem14, and the 
survival/fitness value15 of different behaviours. Population dynamics and 
population-level analyses were common in South African research, often 
including genetic analyses of population structure.16 In one third (36.4%) 
of South African papers17,18, authors linked behaviour to conservation, 
compared with a much more limited focus on conservation in the 
international literature (1.8% of the literature, e.g. Palphramand et al.19). 
South African researchers therefore appear to align themselves well with 
calls for the integration of behaviour and conservation.9 Furthermore, 
many South African researchers conducted experiments in their 
behavioural research, with nearly half (46.1%) of experiment-driven 
articles based on field studies.20,21 

By contrast, in the international literature, 83.7% of experiments took 
place in captive or laboratory-based settings22, and a further 5.4% of 
these experiments utilised domestic or farmed animals23. International 
scientists often followed a mechanistic approach to the analysis 
of mammalian behaviour, with a large proportion of publications 
investigating causes and consequences of behaviour on a cellular 
level.24 These authors also frequently studied the mechanisms of 
circadian rhythms25 and echolocation26, which are largely absent from 
the South African database. International researchers exhibited a high 
interest in animal welfare research27, likely reflecting the prevalence of 
captive species in their taxonomic repertoire.

The most popular taxonomic clade in both databases was Rodentia; 
however, international studies concentrated on laboratory rodents28, 
contrasting with a much broader focus in South African research 
(including mole rats14 and Rhabdomys29 species). Carnivores were also 
prominent study subjects, with meerkats (Suricata suricatta) dominating 
both databases.30,31 Internationally, canids32 and spotted hyenas 
(Crocuta crocuta33) featured strongly in behavioural research, whereas 
South African researchers more often investigated Felidae34. Antelope35 
and small carnivores outside the Herpestidae family36 were amongst the 
least studied taxa. 

Dominant themes: Foraging, reproduction and social behaviour
Research in most thematic areas increased over the review period 
(Table 1), signifying a growing trend for researchers to address multiple 
themes within one study. South African and international authors largely 
agreed in terms of the top three thematic areas: foraging, reproductive and 
social behaviour (Table 1, Figure 1). In contrast to international trends, in 
which indirect analysis of foraging behaviour was rarely represented37, 
many South African researchers use indirect methods such as scat38 
and isotope analyses39 to describe foraging behaviour. Foraging ecology 
in the South African literature is therefore often restricted to dietary 
studies, with nuanced assessments of foraging behaviour – such as 
habitat selection13 or strategic responses to environmental variation40 – 
remaining uncommon. 

Locally and internationally, research on mating and reproductive 
behaviour often assesses the hormonal correlates of reproductive 
success and/or helping behaviour. While common in the international 
literature41, the endocrinology of reproduction is particularly widespread 
in the South African database (for example see Marneweck et al.15). In 
both databases, much of the research focuses on reproductive control 
or suppression42, including rarely documented abortion43. 

Within the theme of social behaviour, relatively few researchers examined 
social behaviour and social structure as a goal in itself. Sociality was 
nearly always linked to other aspects of an animal’s behavioural ecology, 
such as anti-predator and foraging behaviour44, or competition45. The 
social behaviour of solitary species or solitary foragers was also 
examined fairly often by both local46 and international authors47. The 
progression of this theme, beyond the basic description of social 
systems in gregarious species, is likely a reflection of the maturity of 
sociobiology as a research discipline.

Discrepancies: Communication, cognition and behavioural 
syndromes
A sharp contrast emerged between South African and international 
literature in terms of the next two high-priority themes. Internationally, 
communication and cognition were topics that featured in 17.7% 
and 16.1% of all articles, respectively. Comparatively speaking, 
South  African authors largely have ignored these themes in the past 
15 years, with only 2.7% of papers focused on learning and cognition, 
and 6.5% of publications investigating mammalian communication. The 
few South African publications examining mammalian cognition follow 
international trends in terms of topic, highlighting innovative behaviour in 
wild mammals48, and exploring the link between stress and cognition49. 
One unusual study concluded that large brain size in dolphins was driven 
less by cognitive demands, than by low water temperatures.50 This 
South African study stands in sharp contrast to seminal international 
articles linking brain size to sociality51 and – more rarely – the demands 
of complex foraging52. Within the theme of mammalian communication, 
South Africans agree with international research in preferentially studying 
acoustic signals53, above other communication modalities54. 

Over the review period, the theme of animal personality, or behavioural 
syndromes, was not investigated even once by South African 
mammalogists. The bulk of international publications (n=14) on the 
topic of personality appeared after 2010, although no papers on the 
theme appeared in the multidisciplinary journals Science or Nature. 
Mammalian personality or temperament is most often examined in the 
context of stress response55, survival56 and fitness57. 
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The discrepancies between South African and international trends are 
less severe in the remaining five themes, and both databases present a 
similar distribution of topics. There are a few subtle distinctions in focus 
area. In terms of competitive behaviour, South African authors examine 
interspecific interactions58 more often than international scientists do59. 
Within the theme of anti-predator behaviour, it is interesting to note that 
only international researchers appeared to consider the consequences 
of humans and human infrastructure for anti-predator behaviour60, while 
vigilance61 remains a common focus across both databases. I could 
find no remarkable distinctions between South African and international 
researchers in the study of mammalian migration and dispersal. Finally, 
in terms of parental care, the primary focus of both data sets was on 

maternal care, with South Africans48 assessing paternal care more often 
than international authors62.

The way forward
In a very practical sense, South African mammalogists are making 
optimal use of the accessible ‘walk-in’ laboratory available in the 
country’s conserved areas and relatively intact ecosystems. A prominent 
focus on conservation-related research suggests that these researchers 
are cognisant of the risk of losing these fauna, and are actively directing 
projects to meet the challenges of a human-dominated global landscape. 
It is important to note, however, that using ‘conservation’ as a key term 
in research does not imply that practical solutions to conservation-

Table 1:	 The percentage of papers published within each behavioural theme, across three 5-year blocks. South African papers include at least one 
South African author, whereas international papers were those works published without South African (co-)authors.

Theme
%South African papers %International papers

2001–2005 2006–2010 2011–2015 2001–2005 2006–2010 2011–2015

Foraging 26.2 35.5 32.1 23.04 23.69 26.62

Mating/reproduction 24.6 33.3 32.1 29.57 35.54 37.74

Social 20.0 30.5 25.5 25.65 27.55 33.44

Movement 6.2 12.8 13.3 9.57 6.06 11.69

Competition 9.2 7.1 12.7 11.74 17.91 19.48

Parental care 10.8 11.3 9.7 4.78 14.88 11.69

Communication 1.5 6.4 8.5 16.52 18.18 17.86

Learning/cognition 0 2.1 4.2 16.52 14.33 17.86

Anti-predator 0 4.3 3.6 8.26 6.89 7.14

Personality 0 0 0 0.43 0.55 3.90
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Figure 1:	 The percentage of articles and review papers examining 10 different themes within the discipline of behavioural ecology. South African authors’ 
outputs between 2001 and 2015 are contrasted with the papers produced by non-South African (international) researchers over the same period.
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related problems are presented. Indeed, other reviewers9 have pointed 
out that researchers who wish to have a positive impact on conservation 
challenges need to consciously conduct research that proposes, 
examines and practically explains answers to conservation-related 
questions. This is unfortunately not currently the norm in South African 
(or international) conservation biology. 

Whereas behavioural ecology in South Africa is currently on firm footing, 
local researchers’ impact can be more profound if we consciously adopt 
a more integrated approach. In a recent review, Bateson and Laland8 
highlighted that behavioural ecologists tend to ask specific behavioural 
questions in isolation, rarely combining a proximate and ultimate angle 
within a single study. This challenge remains despite the fact that 
Tinbergen7 advocated for integration over 50 years ago, and South African 
researchers appear to be as guilty of this narrow theoretical scope as 
international researchers are. We could start addressing this challenge 
by building on our strengths. In the South African literature, the most cited 
research often addresses movement and foraging ecology (predation, in 
particular), and we have a strong national focus on studying carnivores. 
We could – and should – move beyond the study of movement and 
foraging behaviour (see also Young and Shivik63), building on the unique 
strengths of this mammalian order. For example, carnivores exhibit 
paternal care – a rarity amongst mammals64 – more frequently than 
other mammals, yet we know almost nothing about the physiological 
drivers and consequences of this behaviour65. New studies should 
examine movement and foraging behaviour from both a proximate and 
ultimate angle, assessing the physiological covariates of dispersal and 
breeding behaviour, as well as the longer-term consequences of these 
individual decisions for fitness and population dynamics. Furthermore, 
while South African researchers already display a positive tendency to 
study heterospecific interactions, these studies are often performed on 
either a population level (e.g. Codron et al.39), or much smaller scale58. 
It is likely that collaborative research across study sites would enable 
us to assess inter-specific competition and collaboration on both a fine 
and large scale.

South African researchers appear slow to respond to some changing 
international trends that could open up new research and funding 
avenues. Specifically, local mammalogists pay scant attention to the 
themes of mammalian communication and cognition, contrasting 
with international trends. Importantly, international interest in the 
topic of animal cognition is far higher than this review would suggest, 
considering that I excluded subject-specific journals such as Animal 
Cognition (IF=1.122) from the review. Further, studies on mammalian 
communication and cognition are prominent amongst the most-
cited papers in the international literature. Animal communication and 
cognition are, in many ways, closely linked. Not only is communicative 
complexity deemed indicative of cognitive complexity66, but researchers 
often use animal signals in experiments designed to examine particular 
aspects of animal cognition67. South  African authors could benefit 
from looking beyond the topics that have sustained local behavioural 
ecology for a long time, and steer some research focus into the minds 
and communicative abilities of our rich mammalian fauna. Of particular 
interest would be linking these themes with conservation biology.68 For 
example, basic associative learning experiments can be used to train 
naïve animals to avoid predators69 or avoid novel, toxic prey species70. 
Knowledge of how prey animals detect predators using olfactory, visual 
or acoustic cues could potentially improve the management of direct 
human–wildlife conflict: acoustic deterrents have been used to reduce 
crop raiding by elephants71, and prey avoidance of predator faeces72 
suggests that such chemical cues can be used to deter some pests. 

Another significant difference between South African and international 
research is that international scientists place a big emphasis on 
mechanistic studies of behaviour, often in captive study populations. 
This is particularly true for the behavioural research showcased in the 
top multidisciplinary journals, Nature and Science. Although this focus 
is likely a pragmatic response to the local paucity of wildlife, such 
controlled conditions open up novel research opportunities. The study 
of animal personality, for example, is largely rooted in laboratory or 
captive studies, and has only recently become more mainstream as a 

topic that has serious implications for animal survival and evolution.73 
There are endless possibilities for investigating the unique physiology 
and behaviour of our local fauna, particularly smaller species that may 
more readily adapt to captive environments. Already, some novel South 
African led research has emerged from research into captive mammals, 
such as an examination of how rising environmental temperatures 
impact sleep behaviour in bats (Epomophorus wahlbergi74). Certainly, 
local researchers could also tap into the international fascination with the 
mammalian brain, potentially through active collaboration with medical 
researchers who have access to high-end scanning equipment.

South African researchers’ successful scientific exploitation of our 
abundant natural resources may have inadvertently created a research 
blindspot in that we literally do not look closer to home to investigate 
the myriad ways in which mammals respond to humans and human 
infrastructure. With humans often living inside or adjacent to protected 
areas in South Africa, and tourism being a primary source of national 
income, studying the direct and indirect interaction between humans 
or human infrastructure and wildlife is becoming imperative. At the 
moment, South African researchers have not looked much further than 
crop raiding or the negative impacts of primates ‘invading’ human-
modified areas.75,76 Thus, we typically concentrate on the negative 
impacts of human–wildlife on humans and largely ignore the impact of 
humans on the behaviour of local wildlife. Directions of research could 
include describing the behaviour of various species in urban areas77, 
or assessing responses to humans as tourists78, road users60 and 
scientific observers79.

South African behavioural ecologists would undeniably benefit from 
more collaboration between institutions, locations and fields of 
expertise. We still tend to work in silos (the majority of South African 
articles stemmed from the Mammal Research Institute of the University 
of Pretoria), and even concentrate on specific geographical locations, 
ignoring nature reserves that do not form part of the ‘Big Five’ national 
parks.80 Funding bodies should also consider encouraging long-term 
field projects, which generate insights into the evolution of behaviour 
that no short-term approach could yield. Simultaneously, South African 
researchers should not ignore the possibilities inherent in well-designed 
laboratory and captive research that enable the detailed assessment of 
proximate corollaries of animal behaviour. We will not, however, make 
any great leaps forward without conversation. The time may be right 
for the revival of the Ethology research group as part of the Zoological 
Society of Southern Africa.
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Users’ privacy on social media platforms continues to be important as users face numerous threats to 
their personal data. Social media sites such as Facebook store large amounts of users’ personal data 
which make such sites prime targets for hackers. Research has shown that users have been subjected 
to privacy attacks in which hacked personal data are sold to online marketers. These incidents have 
prompted the need to protect users’ privacy against data theft by third parties. We investigated the privacy 
risks that social media users on Facebook face when online. The privacy awareness of regular users of 
Facebook was evaluated through the observation of their online activities. Facebook was selected as a 
case study because it is the largest and most popular social media platform in South Africa. A sample 
group of Facebook users was selected for this study based on their activeness (or frequency of posting, 
uploaded or liking) on the site. Findings indicate that users’ personal data can be obtained as they are 
publicly available on Facebook. The implication of this finding is that users lack adequate awareness 
on protection tools designed to protect their personal data, and as a result, they risk losing their data 
and privacy. 

Significance:
•	 This study serves as an assessment tool for the privacy and security features of the social media site 

Facebook. This assessment tool can help users of social media sites to evaluate their own behaviour and 
usage patterns on Facebook. It can also assist social media site designers in considering the effectiveness 
of current measures, which are designed to ensure that the privacy and safety of users are protected.

Introduction
Social media have attracted robust debate around user privacy as these sites store users’ personal data online.1,2 
User-generated content is at the core of Facebook as users share their opinions, personal pictures, location, age or 
gender.2 When users share personal data, they do so without an understanding of the risks involved.2 They assume 
that Facebook is a trusted computing platform but that is not always the case.2 For example, hackers can create 
false accounts or clone user accounts to steal personal data.3

Third-party applications such as games on Facebook also present a threat to users’ personal data.2,3 These 
applications can also be used to access sensitive data as they always attempt to access users’ Facebook profiles. 
A users’ privacy can then be violated through the third-party application which can publish content using the 
identity of users which may violate privacy.4 Third-party applications can profile and track online users’ activities.1

Criminals can also track the movements of users whenever users post their geo-location data on Facebook, and 
could break into users’ properties when they are away on holiday.5 Facebook has attempted to offer tools for 
protecting users’ privacy but the awareness of users of these tools is still lacking.2 It is necessary to highlight 
possible risks associated with such self-disclosure tools.6 It is envisioned that increased privacy awareness may 
encourage users to secure their data.6

We evaluated users’ awareness of their privacy on Facebook. Our aim was to highlight social media privacy risks 
by using Facebook as a case study. Facebook was selected as it is popular and has been associated with a number 
of documented incidents of privacy violations. The site also encourages users to search for other users’ profiles 
and add them as ‘friends’, which may violate their privacy.3 This open sharing of data is at the heart of this study.

Social media: Facebook
Facebook is one of the largest social media sites with 1.28 billion users.7 There are 50.3 million Facebook users 
in Africa and 5.5 million users in South Africa – making South Africa the second largest nation of Facebook users 
in Africa after Egypt (with 13 million users).8 The site operates by getting users to connect to each other based on 
their background or shared interests.2 It also allows them to join groups that have the same likes. Each user signs 
up for an online profile which contains personal data on the user such as their name and email address.2 Part of 
being on Facebook involves users posting status updates which inform others about what they are doing. These 
updates then appear on their friends’ newsfeeds as well as atop the user’s feed.2 These data are available to anyone 
and are considered to be in the public domain.9 Because of the type of information posted, it is possible for an 
attacker to collect and target users based on the personal information they share.9 

The creator of Facebook has in the past expressed that privacy is not as important as the value that the site offers.10 
Personalised services and targeted advertising on Facebook rely on users’ personal information.10 Tailoring services 
based on personal information allows companies to segment potential customers and advertise their products.10

Previous studies have focused on the usage patterns of university students on Facebook and did not examine the 
privacy issues faced by these students on Facebook.9 In this study, we highlight the online privacy issues that users 
of Facebook encounter and we suggest how these issues may be mitigated. 
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Personal data and Facebook
Personal data are data that can be linked to an individual such as location 
or utility bills.11 Facebook relies on these data as it needs content that is 
user generated.11 Users are willing to disclose very personal aspects 
of their lives such as holiday trips and recent job promotions.11 The 
implications of these data being available include online marketers 
profiling users or cyber criminals obtaining information on users.11 
Personal data have a high potential for misuse if obtained wrongfully.11 

A report by the advocacy group Security and Privacy in Online Social 
Networks12 in 2015 found that Facebook tracked users’ browsing 
histories, including users who no longer had an account and those who 
had opted to not be tracked by the site. These direct violations of privacy 
may lead to users’ data being less secure on Facebook12 and are why it 
is important for users to be in control of who has access to their data4.

Another scam that has been perpetrated on Facebook involves criminals 
targeting young teenage users.13 These young users often share 
personal details of a trip out of town or a holiday on Facebook (geo-
location data)13; scammers then call the user’s parents pretending to be 
the police and to have arrested the user in the exact location which they 
shared on Facebook.13 The scammers appear to be legitimate as they 
also provide other information that they have obtained from the user’s 
profile such as age, hometown and school.13 These scammers then 
demand money for bail to be sent to a false account. If the parents do not 
verify their claims, they end up paying and the scam is successful.13 That 
such scams are perpetrated using Facebook demonstrates how personal 
information can be used against users by criminals.3,5,11 

Data sharing reveals important information about how users interact, 
which helps third parties to profile users.11 It is possible for the government 
to spy on individuals online by accessing their Facebook data.13 

Data sharing model
An information privacy model developed by Conger14 lays out the types 
of relationships that exist between users, website operators (such as 
Facebook) and third parties (online marketers). This model gives a visual 
illustration of how personal data can be passed from users to the service 
provider and then passed onto third parties without user consent.14 The 
model is shown in Figure 1.

Figure 1 shows how privacy can be violated through the sale of their 
personal data.1 A lack of awareness of what information is stored about 
users and how it is used has led to researchers questioning Facebook‘s 
approach towards privacy.14

Users trust 
their data with 

Facebook

Users Data

Data

Information such as names, 
emails, addresses and other

Users’ data are 
used to make 

personalised or 
targeted adverts

Facebook 
platform

Hosted  
third-party 

apps

Online 
advertiser

Online 
advertiser

Facebook takes 
the risk of 

holding onto 
users’ data

Figure 1:	 Information privacy model.14

Risks users face on Facebook
Risk is defined ‘as a measure of uncertainty of an event happening times 
the severity of the outcome’15. Risk theory has been included here to 
explain why users may engage in unsafe behaviour online. Users may 
not be aware of potential threats to the data they post on Facebook. 
These potential threats include:

•	 Profiling. Big data analytics can be used against users by marketers 
or law enforcement agencies to profile them.15 

•	 Scams and identity fraud. There have been a number of scams 
perpetrated on Facebook, from account cloning to users who 
impersonate officials for the purpose of defrauding individuals.15 

•	 Surveillance and cyber bullying. The availability of personal data can 
be used against users for surveillance or harassment purposes.15 

Disclosing personal information online has also affected some users 
in their search for employment.11 Individuals are subject to background 
checks before signing employment contracts. These background checks 
involve reviewing social media accounts such as Facebook. Individuals 
who post and exhibit online behaviour that a prospective employer finds 
unprofessional could negatively affect their chances for employment.11 
Those already employed are at risk if they post any negative remarks 
about their organisation. These risks show how vulnerable personal 
information is and how users lack awareness of how to protect their 
personal data.2 It is also possible that users engage in online self-
disclosure as a consequence of ineffective privacy policies.3

Defining privacy
Privacy can be defined in a number of ways, but we adopted the 
definition provided by Westin16. Westin’s16 definition views privacy 
as the ‘claim of individuals, groups, or institutions to determine for 
themselves when, how, and to what extent information about them is 
communicated to others’16. This definition is supported by Wacks17 who 
describes privacy as the desire to be left alone. This view links privacy 
to the preservation of user identity for individuals.17 It also highlights 
the need for users to control their own information, specifically how it 
is stored and disseminated by service providers.18 This control can be 
implemented by giving users options for data minimisation such as a 
limited data sharing mode.18 This option would allow users to preserve 
their privacy and grant them control over their data.18

Methodology
We utilised a mixed-methods approach for data collection. This approach 
was selected to add depth to the findings.19 The methodology consisted 
of an online observation of users on Facebook (which constituted a 
natural setting). The users were observed using a polling checklist that 
gathered data from the profiles of users. In addition, a fake account was 
set up by the researcher to test how easy it is to clone a user’s profile. 
Finally, a short survey was done on users’ general awareness of privacy 
on Facebook. Ethical clearance for this study was given by the North-
West University (NWU) Research Ethics Committee (reference number 
NWU-00212-13-A9).

Participants were drawn from NWU stakeholders. The study focused on 
Facebook because of its wide adoption in Africa and South Africa.8 It 
was also considered to be ideal for the study given its publicly available 
and searchable profiles. The study targeted users who had liked the 
NWU Facebook page. These users included students, staff, alumni, 
prospective students, business associates and other stakeholders of 
the university. NWU was selected as a research site as it has a diverse 
number of individuals including African students and employees. The 
international students are approximately 6% of the student body. The 
findings of the research can be generalised to the broader community of 
African Facebook users.

Online observation procedure
The profile pages of users were compared against a polling checklist (see 
Appendix 1 in the supplementary material) that was organised according 
to different themes. In total, 357 profile pages were accessed based 
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on the convenience sample drawn from a population of 5701 users 
who liked the NWU Facebook page. This sample size was calculated 
using guidelines provided by Krejcie and Morgan20. Their guidelines 
help researchers find appropriately representative samples from target 
populations. Data collection took approximately 2 months in total and at 
least 15 minutes per user.

Facebook account cloning attack
To validate the results of the polling checklist, a fake Facebook profile 
page was created. The aim of this account cloning attack was to evaluate 
whether users were able to detect a false account trying to gain access 
to their account. The attack began by sending out friend requests from 
the fake account. Once the request was accepted, users were informed 
about the purpose of the attack. The personal information of the users 
who accepted the request was made available to the researcher for 
analysis. A total of 237 users were ‘friended’.

User surveys
Two short user surveys were also conducted. The first survey was 
based on the polling checklist and the second on the account cloning 
attack. The surveys were done to support and validate the results of the 
previous methods. The first survey used convenience sampling to access 
participants from the population. Questionnaires were distributed to the 
research participants for completion and were collected as soon as the 
participants were done. A total of 25 individuals participated. The total 
number of responses was considered to be sufficient as this short survey 
was designed to validate the online observation results. The second 
survey was based on 30 third-year and honours students who volunteered 
to participate in a cyber security awareness training programme.

Results
The online observation phase of data collection was based on the users 
who had liked the NWU Facebook page. The sample population consists 
of 357 users of whom 55% (n=198) are women and 45% (n=159) 
are men. The most active users were within the 18–25 year age group 
(n=214); this finding was to be expected considering that the majority 
of students using Facebook are undergraduate students.

It was also found that 67% (n=240) of Facebook users’ personal data 
are partially available, while 33% (n=117) have their full personal details 
available (Figure 2). Facebook does not put a default block on new users’ 
personal information when they sign up to be a member on the site, 
which makes it easier for users to view each other’s information, and 
also makes it possible for those with malicious intent to obtain sensitive 
data. Attackers seek out user names and passwords for Facebook by 
data mining those credentials. Other people use that information to 
deceive or market their products to the users through spam email. 
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Figure 2:	 Availability of users’ details.

Most users’ data are partially available on Facebook, possibly because 
Facebook needs user profiles to be semi-accessible to the public in order 
for people to connect with users with common interests. The unfortunate 

side effect of this accessibility is that not everyone wants to be a friend 
on Facebook.

Most users (75%; n=269) either often share or sometimes share their 
geo-location with their friends on Facebook (Figure 3). Most of these 
users indicated that they share their location when they travel for 
holidays or when they spend time with friends. Users trust that their 
data are safe and share their daily activities on Facebook. Criminals can 
use this information to track users’ movements and map their patterns, 
resulting in a high number of scams on Facebook.Chart Title

1 2 3

25% 31% Often

Sometimes

Never

44%

Figure 3:	 Geo-location sharing by users.

Figure 4 shows that 56% (n=202) of users post daily on Facebook, 
while 38% (n=135) post at least once or twice a week. Figure 4 also 
reveals that many users access Facebook through their mobile devices 
as smart devices have global-positioning sensors on them which 
can share location. Anyone can profile a user’s daily routine from the 
frequency of their updates and location of their postings. Personal data 
are generated on a daily basis which makes it possible to track and 
profile such users.Chart Title

1 2 3

38% 56%

6%

Daily

Weekly

Monthly

Figure 4:	 Frequency of user sharing.

The most common activity on Facebook is posting status updates (47%), 
as shown in Table 1; 14% uploaded pictures the most. In some cases, 
picture or video uploads were personal in nature and displayed a user’s 
car registration number or house number. This practice is not exclusive 
to Facebook as other sites such as Instagram also have such images. 

Table 1:	 Frequency of user activity

Activity Frequency

Posting 169 users (47%)

Commenting 70 users (20%)

Liking 68 users (19%)

Uploading 50 users (14%)
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Some users also post pictures of friends and Facebook’s facial recog
nition feature tags them automatically without their consent.13 These 
pictures can be digitally altered or used for cyber bullying (using the 
user’s image for online jokes or memes) or for propaganda in the case of 
a public figure.13 These practices can damage a user’s reputation unless 
the user quickly un-tags themself from the image. 

Facebook account cloning attack
An account was cloned and used to see if users could be lured by a 
fake account. Friend requests were sent out and as users responded, 
they were informed about the objective of this profile. The response rate 
to this page is shown in Figure 5. A total of 87 out of 237 users had 
accepted the invitation at the time the results were retrieved. This attack 
was run over the course of 1 month.

Chart Title

1 2

Respondents
87, 

37%
150, 

63%

Non-Respondents

Figure 5:	 Response rate to a friend request from a fake account.

The users who responded did not verify the personal details to assess 
the veracity of the profile page. For example, users did not realise that 
the profile name and the name of the owner had been modified. It is 
common practice for Facebook users to either misspell their names 
purposely or use pseudo-names because they want to hide their identity, 
but this practice can also lead to users being tricked into accepting 
account impersonators. The attack indicates that a number of users on 
Facebook still lack privacy awareness.

User surveys
A short user survey was conducted to examine the privacy awareness 
of Facebook users. The respondents (n=25) confirmed that they had a 
Facebook profile and were active on it. Of the 25 respondents, 20 agreed 
that they shared personal data on Facebook. These data consisted 
of addresses and travel plans which could be exploited by attackers. 
Most respondents admitted that they frequently uploaded pictures, 13 
changed their status regularly, 10 commented and 7 respondents shared 
their location often – a finding which supports the results of the online 
observation regarding geo-location sharing. The results of the survey are 
shown in Figure 6.

Comments

Personal Info

Video
Location

Photos

0 5 10 15 20 25

Figure 6:	 Information shared on users’ profiles.

Figure 7 shows that 22 (88%) respondents never use Facebook privacy 
settings to protect their data. This may be because users do not know 

that these settings exist or may not know how to activate them, which 
may leave their personal data vulnerable to any potential profiling. 

Chart Title

1 2

Yes

12%

88%

No

Figure 7:	 Privacy settings usage.

The second short survey was to investigate whether users were willing 
to meet someone they connected with on Facebook. A total population 
of 30 students were asked how they would respond to a request to meet 
in the real world. The results showed that 41% (combined from 33% 
and 7%) were willing to meet in person a Facebook friend who they had 
never met before (Figure 8). This willingness to trust a total stranger 
may lead to the users being defrauded or scammed by impersonators 
on Facebook.5

Chart Title

1 2 3 4 5

No internet

3%

34%

7%33%

23%
Meet in public
Invite home
Avoid stranger
Other

Figure 8:	 Willingness to meet with a stranger friended on Facebook.

Discussion 
Based on the findings of this study, it is necessary for users to be 
trained on privacy settings on Facebook. Metadata (such as location) 
accompany posts and uploads that users create online and these ‘extra 
data’ can be used for surveillance or profiling purposes. While Facebook 
uses these metadata to tailor adverts that users see, they may also be 
misused by third parties. Someone could break into a user’s home after 
obtaining the information on Facebook and studying their movement 
patterns from geo-location tags. 

Facebook does have a comprehensive privacy policy in place to deal 
with some of these challenges. It covers issues such as how data are 
used, shared, viewed, changed, or removed.21 Facebook also tries to 
elicit feedback from users concerning the policy in order to improve it 
and make it more effective.21 However, the privacy policy is long and 
written in technical language which is not easily understood by most 
users. The policy highlights that privacy is a shared responsibility and 
users need to be proactive as well. Despite this policy, many users are 
not aware of this contractual obligation and do not use privacy settings 
to secure their data.

A conceptual model that reflects privacy and personal information 
on Facebook has been developed and is shown in Figure 9. It was 
developed using the findings of the online observation, account cloning 
attack and user surveys. The aim of this model is to highlight the roles 
and responsibilities of users, site providers (Facebook in this case) and 
third parties (i.e. online marketers). 
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No access
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Protected
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Shares

Lack awareness

User security

Figure 9:	 Model of the responsibilities of online actors.

The actors have a shared responsibility to protect and maintain the 
privacy of data. Users should make use of privacy settings to secure 
their data whenever they are online. Meanwhile Facebook is responsible 
for the provision of a secure platform and the enforcement of its privacy 
policy. Third parties must also ensure that personal data are not stolen or 
misused. Pro-activeness is necessary for each of these responsibilities 
to be achieved.

Conclusion
This study has revealed that users regularly post sensitive data, which 
can be used to track their movements and activities. Most users are not 
aware that their posts and updates are in the public domain and can 
be easily accessed. It is necessary to raise users’ privacy awareness 
to protect them from possible loss of property or surveillance. Privacy 
settings on Facebook should be simplified for users to understand and 
given more emphasis so they are used. It is also important for laws that 
protect users’ data to be enforced by regulators. Based on our findings, 
privacy awareness could be achieved through better user training on 
how to use privacy settings on Facebook. Users must be taught the 
different ways in which they can secure their personal information.
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A comparison was undertaken of confidence in 17 institutions in Ghana, Nigeria, Zimbabwe and the USA 
using data from the World Values Survey to find shared valuations and distinguishing characteristics as 
markers of cultural categories. Frequencies and rankings were examined and exploratory factor analysis 
was used to find plausible meanings of groups of institutions. The findings show that, although African 
respondents score institutions higher than their US counterparts, the rankings vary. With frequencies, 
the meaning is manifest. The analysis shows that 10 institutions load similarly on one latent variable 
and their combinations with the others indicate culture-specific characteristics. The latent variables were 
named ‘not-for-profit’, ‘for-profit’, ‘political’, ‘watchdog or fourth estate’ and ‘social order’ and they show 
Ghana is closer to the USA than to Nigeria, which is closer to Zimbabwe. The ‘not-for-profit’ variable 
is more important in the USA and Ghana and ‘political’ is more important in Nigeria and Zimbabwe. 
Institutional-specific loadings show that whereas the police and courts are grouped as ‘political’ in 
Nigeria, in other countries they belong to ‘social order’; and while universities are perceived as ‘for-profit’ 
in Africa, they are ‘not-for-profit’ in the USA. Comparing frequencies and rankings or dividing along the 
lines of individualistic versus collective or private and public sectors, masks the dynamic distribution 
of the systems of meaning in the local cultures; the latent variables approach therefore offers a more 
conceptually sound categorisation informed by shared and distinguishing institutions.

Significance: 
•	 Nigerians, as at the time of the survey, were yet to perceive the principles of separation of powers between 

political institutions, the judiciary and the police – an essential feature of a good democracy and a 
characteristic of other countries in the study. Zimbabweans and Nigerians perceive their public institutions 
in generally the same way with the domination of the political establishments while Ghanaians are closer 
to the USA in terms of the values they attach to their establishments with the most important group being 
the charities. The universities in Africa, as well as the civil service in Nigeria, are associated with business/
profit centres with the Nigerian labour movement also seen as political. The army also remains relevant as 
a part of the fourth estate in Ghana and Nigeria.

Background
African countries have in one generation been under colonial, democratic, minority and military regimes and some 
have fought civil wars.1,2 The political, social, economic and cultural experiences of individual African countries 
has thus varied. While many were under colonial rule, others were governed by minority governments. During 
colonisation, all institutions were controlled by foreign governments. Under military dictatorships, separation of 
powers, freedom of speech and political association were limited or suspended by decrees. Under minority rule, 
rights of the black majority were severely curtailed. The experience of the African public with its institutions has 
thus varied across the countries and this study is about finding the underlying common sources of influence and 
distinguishing characteristics in comparison with those of a long-established democracy – the USA. 

In many African countries, military establishment has been the unofficial opposition party, and at times alternated 
with the civilian government3 or provided internal stability4; the July 2013 coup in Egypt5 shows that military 
establishments are still politically active in Africa. Independence of the judiciary and police from regime influence 
is in doubt under military rule, as human rights and pro-democracy activists and journalists are detained, jailed or 
killed6-8, and under civilian rule, as the outcome of national elections are contested9,10. 

Southern African countries were free of military rule but were under white minority governments until 1980 in 
Zimbabwe and 1994 in South Africa. During minority rule, freedom of speech and political association were 
curtailed; several public institutions and places were segregated and access to political power, education and 
wealth was limited for blacks.11,12 There was, however, a 15-year guerrilla warfare with nationalist forces that 
engaged the white minority government in Zimbabwe13 and the anti-apartheid resistance movement in South Africa 
had a military wing, the Umkhonto we Sizwe14. 

Case studies: Ghana, Nigeria, Zimbabwe and the USA
The African countries Ghana, Nigeria and Zimbabwe were compared against the USA. Between independence from 
Britain in 1960 and 1999, when Nigeria’s last military rule ended, soldiers held administrative and legislative powers 
for 29 out of 39 years and in the period of democratic governance, the ruling party was not defeated at federal 
elections until 2015. From 1966 to 1992, there was a series of military governments in Ghana but since its return 
to democratic government in 1992, power has changed hands at the central government consistently between one 
political party and another. Zimbabwe has been free of military intervention in politics since independence in 1980 
but it has been governed by only one political party and president. By contrast, the USA has had a much longer 
history of democratic governance and transfer of power among political parties with the military confined to its 
constitutional role.
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The Hofstede15 score (https://www.geert-hofstede.com/countries.html) 
of individualism shows that Ghana with a score of 15 is more collectivist 
than Nigeria with a score of 30. The more individualistic USA has a 
score of 91 and no record exists for Zimbabwe. In addition to being 
collectivist, religion, which is inherently cultural in nature and shapes 
peoples’ psychologies in complex ways,16,17 is also important in African 
cultures compared with their Western counterparts. 

All three African countries are struggling with weak economies and – 
like other countries on the continent – corruption, which undermines 
confidence in institutions.18 In 2011, of 183 countries measured on the 
corruption perception index of 0 (highly corrupt) to 10 (very clean), 
Ghana ranked 69th with an index of 3.9; Nigeria ranked 143rd with 2.4; 
Zimbabwe 152nd with 2.2; and the USA ranked 24th with an index of 
7.1.19 On the economic front, per capita income – an indicator of personal 
wealth – was comparatively low for the African countries. Per capita 
income in 2011 for Nigeria was USD2514, Ghana USD1590, Zimbabwe 
USD769 and the USA USD49  800.20 Inflation figures, indicators of 
macro-economic stability,21,22 in 2011 (the year under review) were 
10.8% for Nigeria, 8.7% for Ghana, 3.2% for Zimbabwe and 3.1% for 
the USA. Zimbabwe, at the peak of an economic crisis in 2007, had an 
inflation rate of 24 411%.23

The experience of African publics and public perception of the roles of 
their institutions in society are thus very likely to be different across the 
continent and from their counterparts in the West. How these differences 
may act as markers of culture was explored in this study by comparing 
Ghana, Nigeria and Zimbabwe with the USA. For this research, the 
African countries are categorised as within culture while comparing with 
the USA is across cultures. The 17 institutions considered are churches, 
armed forces, the press, television, labour unions, police, courts, central 
government, political parties, parliament, civil service, universities, major 
companies, banks, environmental organisations, women’s organisations 
and charitable or humanitarian organisations. The study uses data from 
Wave 6 of the World Values Survey (www.worldvaluessurvey.org). 

Culture, trust and confidence in institutions
Culture and institutions
Confidence in institutions is an indicator of the underlying feelings of 
the public about its polity24 and is partly determined by subjective well-
being, political attitudes, values25, the state of the economy, employment, 
etc.26 Subjective well-being, ideas, attitudes, values and beliefs are 
non-material components of culture and the levels of confidence in 
institutions and patterns of interrelations among them, it is argued here, 
establishes categorisations which distinguish one culture from the other.

Culture consists of shared elements that provide the standards for 
perceiving, believing, evaluating, communicating and acting among 
those who share a language, a historical period and a geographical 
location.27,28 It is an embodiment of shared values and categorisations.29 
Noting the distinction and possible conflict between ‘inner’ and ‘outer’ 
models of culture, Mascolo30 proposes that culture be defined as a 
dynamic distribution of systems of meanings, practices and artefacts 
– an approach which underscores the multiplicity and location of 
meanings in culture. 

Also, collectivism and individualism are polythetic constructs whose 
attributes define cultures.31 Collectivism is maximal when a society is 
low in complexity and tight and individualism is greatest in societies 
that are loose and complex.27 Collectivism is high in African societies 
noted for strong family and in-group bonds, strong adherence to norms 
and multilingualism compared with their Western counterparts which 
are more individualistic and often monolingual. Gorodnichenko and 
Roland32 argue that countries with collectivist cultures are more likely 
to experience autocratic breakdowns and transitions from autocracy 
to autocracy.

Cultural mapping is important to identify shared elements and distinguish 
characteristics with a view to understanding how meaning systems are 
distributed27,28,30 and to know the mechanisms that are implied when 
certain values are endorsed and others are ‘frowned upon’33. The evolving 

patterns will enhance our understanding of the underlying feelings of the 
public24 about these institutions, in the countries of interest and others.

Familiarity, confidence and trust
Familiarity, confidence and trust are different modes of asserting 
expectations but they use self-reference in different ways. Familiarity 
draws the distinction between familiar and unfamiliar fields and aligns 
with the familiar while confidence emerges in situations characterised 
by contingency and danger, which makes it meaningful to reflect on 
pre-adaptive and protective measures. Trust, however, depends not 
on inherent danger but on risk which emerges only as a component of 
decision and action. Trust and confidence refer to expectations which 
may lapse into disappointments; a relation of confidence may turn to one 
of trust and, conversely, trust can revert to mere confidence, but it is not 
a simple zero-sum game.34 

Luhmann34 argues that a distinction between confidence and trust is not 
obsolete, although they belong to the same family of self-assurances 
and seem to depend on each other and are, at the same time, capable 
of replacing each other to a certain extent. For Luhmann, in the case of 
confidence, attribution for disappointment is external while for trust, it is 
internal. Also, lack of confidence will lead to alienation while lack of trust 
reduces the range of possibilities for rational action but the withdrawal of 
trust is not an immediate and necessary result of a lack of confidence. 
Leaning on Luhmann, Siegrist and colleagues35 propose that confidence 
is based on high levels of familiarity and can be had in just about anything 
while trust is important when familiarity is low and is directed at persons. 

Trust and confidence in institutions
Authors use the terms faith, confidence and trust in institutions 
interchangeably.26,36,37 Some pollsters and researchers use the terms to 
measure public feelings scaled as trust, confidence or faith in leaders, 
government and other institutions. Other researchers use them for 
different variables and at different levels. Twenge et al.37 use trust at 
the individual level and confidence at the institutional level. Cook and 
Gronke38 separated trust as that in government and confidence as that 
in institutions while Tyler36 used public trust and confidence together 
in research on legal authorities. Hager and Hedberg39 argue that 
institutional trust and sector confidence are different from each other but 
nested within a generalised social trust in unknown others. Again, is the 
distinction important, in particular, for research?

Lipset and Schneider26 suggest that while the terms may be varied in 
individual polls, all the results address the same issue: public mood, 
feelings or morale about its institutions. Also, Siegrist et al.35 argue that 
while the distinction between trust and confidence is a key element of 
certain theories of cooperation, the dual mode approach has had little 
impact on empirical studies. However, Newton40 cites Finland in 1990 
where social trust remained high despite the collapse of confidence 
in parliament and other public institutions and Japan where low and 
declining levels of trust in government are accompanied by high and 
increasing levels of social capital. Newton’s observation finds support in 
Luhmann’s argument that a social evolution which achieves increasingly 
complex societies may in fact generate systems which require more 
confidence as a prerequisite for participation and more trust in partners 
as a condition for the best utilisation of chances and opportunities.

Here, there is agreement with Lipset and Schneider26, but it is noted that for 
research purposes, a distinction is necessary, as argued by Luhmann34 
and extended by Siegrist et al.35 The findings of Newton40 are noted, that 
is, that cultural differences may make the distinction more important in 
some countries than in others as in Japan and Finland compared with 
Lipset and Schneider’s26 research focused on the USA. For analytical 
purposes, particularly in cross-cultural studies in which researchers 
are looking for differences and similarities, a separation of both terms 
is argued for here: trust for persons and confidence in institutions. As 
Luhmann34 argues, confidence is best for systems and trust for partners, 
indicating, for example, that you can have confidence in the judiciary but 
you need trust for the individual judges. This study, however, relies on 
confidence in institutions data from the World Values Survey Wave 6. 
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The study is constrained by unavailability of data to compare responses 
to both types of question wordings (trust and confidence). 

Confidence in institutions: State of research
Confidence measures have been used to monitor public perception of 
institutions following specific issues and events; to track changes on 
the longitudinal and to compare single items across countries. Price 
and Romantan41 and Lipset and Schneider26 have shown that changing 
confidence and its direction in one institution does not guarantee 
commensurate changes in another. Hoffman42 and Twenge et al.37 also 
found that there may be demographic influences. However, Cooke and 
Gronke38 argue that noticeable declines in confidence may be the result 
of a public sceptical of many forms of power and may not necessarily 
be bad news.

Clausen et al.18 found a statistically significant negative correlation 
between corruption and confidence in public institutions. Steen43 
compared levels of confidence in institutions across the Baltic States 
with France and Norway. Borowski44 compared frequencies among the 
post-communist countries Lithuania, Poland, Russia, Ukraine, Czech 
and Buryat Republics, while Listhaug25 examined the underlying factors 
influencing confidence in institutions in Norway. 

Research objectives
Here frequencies (see Steen43 and Borowski44) are compared and 
the underlying common sources of influence and distinguishing 
characteristics (see Listhaug25 and Gregg and Banks45) are examined, 
specifically, in the context of unstable democracies, military influence 
in politics, religious beliefs, weak economies and comparably lower 
incomes. The following questions are asked:

1.	 How do the levels of confidence that African publics have in their 
institutions vary among the countries and compare to those of 
the USA? 

2.	 What are the underlying common sources of influence that 
characterise the perception of institutions by Africans and how do 
they compare with those of the USA?

Data and methods
The data for this research were obtained from the World Values Survey 
Wave 6 which consisted of 17 questions, V108 to V124, listed earlier, 
and which are common to all countries in comparison. The question was: 

Please look at this card and tell me, for each item, 
how much confidence you have in them. Is it ‘A 
great deal’ (4), ‘Quite a lot’ (3) ‘Not very much’ (2) 
or ‘None at all’ (1). 

Confidence levels were derived from the sum of ‘A great deal’ (4) and 
‘Quite a lot’ (3). The sample size subject to variable ratio for Zimbabwe 
was 1500/17 = 88 to 1; Ghana 1552/17 = 91 to 1; Nigeria 1759/17 
= 103 to 1 and the USA 2232/17 = 131 to 1. Additional World Values 
Survey data for Nigeria in 2000 (Wave 4), Zimbabwe 2001 (Wave 4) and 
Ghana 2006 (Wave 5) were also used to monitor frequency changes 
within countries.

Frequencies were compared, but this comparison alone is considered 
insufficient because of issues relating to the local meaning of constructs 
being influenced by culture and contextual differences.46-48 Therefore 
sets of variables for shared and distinguishing characteristics were also 
compared. Wagner et al.46 argue for the use of a ‘cultural metric’ – a 
set of items or variables that are inter-related and that mutually specify 
each other’s local meaning in a culture or language group. Wagner and 
colleagues argue that only an interaction found in one culture that is 
replicated in another allows the conclusion that the effect is shared.

Cognitive and social psychology studies indicate that individuals and 
groups rely on several sources of meaning embedded in common 
sense. These multiple sources can be directly measured or observed 
as ‘manifest’ variables. The variable ‘religiosity’, for example, can be 
measured directly with the question ‘how religious are you?’ and the 
answer options on a scale of say 0 to 6. Here we expect the respondent 

to aggregate all the meaning sources in a single response. The same 
religiosity can be measured by asking several questions that address 
different sources of meaning for the concept, such as ‘how many times 
do you attend religious services?’, ‘how many times do you pray in a 
day?’, ‘how strongly do you believe in heaven?’, all also measured on 
a scale of 0 to 6. We can then apply a data reduction technique such as 
factor analysis which groups variables by similarities into sense-making 
groups (factors or dimensions) called ‘latent’ (or unobserved) variables. 
The result of the reduction may indicate one underlying sense-making 
group (unidimensional) or several groups (multidimensional). Latent 
variables, factors and dimensions are used interchangeably in this paper. 
The additional advantage of latent variables is that they make up for the 
inconsistencies that may be in the single-variable self-assessment.

Exploratory factor analysis was used to categorise the variables (see 
Appendix 1 in the supplementary material). The assumption of factor 
analysis is that several manifest variables depend on the same latent 
variable and this dependence induces a correlation (relationship) between 
them, denoting the existence of a common source of influence.47,49,50 The 
aim of the factor analysis, as with cultural metrics, is to determine if 
the observed variables can be grouped into sets, thereby establishing 
the ‘semantic scaffolding’46 that a local notion maintains with a set of 
other terms. 

The Factor Analysis function on the SPSS package was used for 
the analyses and the Promax oblique rotation was chosen over its 
orthogonal counterpart as there are significant correlations among the 
items. The extraction method was Maximum Likelihood as findings can 
be generalised to the larger population.51

Findings
Comparing frequencies
Question 1: How do the levels of confidence that African publics have 
in their institutions vary among the countries and compare to those of 
the USA?

Confidence levels were generally higher in African countries than in the 
USA, with the exception of the army and the police, but the rankings 
do vary (Table 1). Confidence levels are spread between 83% and 11% 
in the USA; 86% and 34% in Zimbabwe; 89% and 39% in Ghana and 
between 92% and 28% in Nigeria. This spread may be an indication 
that the countries have different approaches to scale use or that the US 
respondents are more sceptical38 than their African counterparts. The 
highest level of confidence in the USA is in the army while in African 
countries, it is in the churches.

The university is the only institution that occupies one of the first four 
positions across all the countries. Confidence levels in the courts are 
quite close (55% to 57%), except for Nigeria at 46%; the rankings also 
vary, with US respondents ranking courts higher than the other countries. 
While confidence in the police is the second highest in the USA, it is the 
lowest in Nigeria and third to last in Ghana. Confidence in political parties 
occupies the bottom of the table in the USA, Zimbabwe and Ghana, but 
the levels are again different, and is second to last in Nigeria. Confidence 
in central government occupies the same position in the USA, Ghana and 
Zimbabwe, but is at a lower place in Nigeria. Confidence in parliament in 
Zimbabwe and Nigeria occupy the same position, fourth to last, and the 
same position in the USA and Ghana, at second to last. 

In conclusion for Question 1, there are varying levels of confidence 
across cultures and ranking offers additional comparative statistics 
for single items. The higher levels of confidence in African countries 
do not manifestly reflect their poorer economic indices and status as 
emerging democracies. 

Table 2 shows that confidence in churches has remained very high 
across the three African states, despite falling slightly in Nigeria and 
Ghana. Confidence in the army has also increased across all three 
African countries but with a higher 17-point rise in Nigeria. The last 
military intervention in Nigeria ended in 1999 – 1 year before the first 
survey in 2000; there were 12 years of uninterrupted civilian rule by 
the next wave in 2011. Confidence in parliament has risen marginally in 
Zimbabwe but dropped in Nigeria, with an even steeper drop in Ghana. 
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The percentage of ‘Don’t know’ responses is nil for churches in 
Nigeria in 2000 and Ghana in 2007 and is low (1%) in Zimbabwe in 
2001. It is 1–3% for the police across the countries. These figures may 
indicate high levels of familiarity34,35 with the institutions and much less 
ambivalence in the population about their roles. For other institutions, 
‘Don’t know’ is comparatively high in Zimbabwe in 2001. The figure 
for unions is surprising, given their involvement in politics.52 The year 
2001 was a period of political and economic uncertainty in Zimbabwe 
as inflation had hit 76% and was climbing – reaching 24 400% in 2007 
from 17% in 1990 when the Lancaster constitution expired and anxieties 
were high over land redistribution.23,53 It is plausible, given the ongoing 
crisis, that the public in Zimbabwe was reluctant to express an opinion 
about these institutions.

Structural analysis and cultural metrics
Question 2: What are the underlying common sources of influence that 
characterise the perception of institutions by Africans and how do they 
compare with those of the USA?

Cronbach’s alpha54, a measure of internal consistency, for all 17 variables 
for the four countries was 0.9, which indicates high scale reliability. The 
Pearson’s correlation table also showed significant positive correlations 
(association) among all items in the Ghanaian data at 0.01 level of 
significance and the highest was between police and courts at 0.617, 
while the lowest was between the unions and the churches at 0.121. 
All variables were significantly positively correlated at the 0.01 level for 
the Nigerian data, except between parliament and churches which was 
significant at 0.05, and the highest correlation of 0.627 was between 
parliament and the central government while the lowest (0.057) was 
between parliament and churches. All variables were significantly 
positively correlated for the Zimbabwean data at a 0.01 level, except 
environmental organisations which did not show any significance 
with churches (0.034) and the highest correlation of 0.663, as for the 
Ghanaian data, was between the police and the courts. With the US data, 
labour unions were not significantly correlated with churches (0.024) 

and environmental organisations were also not correlated significantly 
with churches (-0.024) and armed forces (0.026). All other variables 
showed significant correlations at the 0.01 level with the highest between 
parliament and political parties at 0.687. These results are given in the 
supplementary material.

A hypothetical theoretical analysis will split the 17 institutions into 
collectivist and individualistic countries. Another approach, informed by 
functions, will split them into private and public sector. Both assumptions 
presuppose a two-factor solution. Several solutions were considered 
based on the statistical outputs (scree plots), the meaningfulness of the 
factors and the research question. A five-factor solution was found to be 
most appropriate for comparison and labelled as follows: ‘not-for-profit 
or charities’; ‘political’; ‘social order’; ‘watchdog or fourth estate’ and 
‘for-profit’ or ‘business’. The Nigerian data, however, fit best with a four-
factor solution as a fifth displays only one variable which is negligible 
because it does not have a substantive interpretation.50 The factors 
reveal the underlying order and the names are a concept operationalised 
by the factor. The factor labels thus comprise a set of concepts with 
high generalising power for cross-national studies.45 The proportion of 
each factor shows its relative weight or importance in the analysis when 
compared with the others. The rank ordering of each variable also shows 
its relative importance within each meaning unit.

The figures for ‘communalities’, the extent to which a variable associates 
with others, are very low for churches in Nigeria (0.163), Ghana (0.11) 
and Zimbabwe (0.06), and were thus excluded. The low communalities 
for churches is an indication that they are quite unique and have little 
underlying characteristics in common with other institutions. For the USA, 
a communality of 0.25 for churches is also low; however, it was included 
in the analysis because the factor loadings were above the threshold of 
0.3. Most of the other communalities55 were above 0.40 across countries 
and where they dipped slightly below, the influence of the large sample 
sizes, the loadings on the pattern matrix and the essence of the variable’s 
inclusion in cross-cultural comparisons were considered. 

Table 1:	 Confidence levels ranking (%): ‘A great deal’ and ‘Quite a lot’

USA Zimbabwe Ghana Nigeria

Army 83 Churches 86 Churches 89 Churches 92

Police 70 Universities 81 Universities 85 Banks 71

Universities 62 Charities 74 Banks 79 Television 71

Charities 62 Major companies 72 Army 79 Universities 70

Churches 59 Banks 70 Charities 76 Major companies 66

Courts 55 Environmental organisations 66 Major companies 75 Army 63

Women’s organisations 51 Women’s organisations 64 Women’s organisations 72 Charities 62

Environmental organisations 48 Army 57 Television 72 The press 62

Civil service 46 Courts 56 Environmental organisations 69 Civil service 59

Banks 39 Civil service 53 Civil service 67 Women’s organisations 57

Major companies 33 Police 52 The press 59 Environmental organisations 56

Central government 32 Central government 47 Central government 59 Unions 47

Unions 24 Television 46 Unions 58 Courts 46

Television 23 Parliament 45 Courts 57 Parliament 39

The press 22 Unions 44 Police 55 Central government 36

Parliament 19 The press 35 Parliament 54 Political parties 31

Political parties 11 Political parties 34 Political parties 39 Police 28
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All the statistical outputs indicate the method was appropriate. The 
determinant was 0.001 for the USA and Nigeria, 0.003 for Ghana and 
0.002 for Zimbabwe. For all countries, the Kaiser–Meyer–Olkin Measure 
of Sampling Adequacy was 0.9; Bartlett’s Test of Sphericity was highly 
significant (p<0.001) and the goodness-of-fit test was also highly 
significant (p<0.001). Cronbach’s alpha was also computed separately 
for items relating to the different factors.54,56 Minimum loading for 
interpretation was set at 0.3.51,57 

The results show 10 variables with shared positions in a factor across 
countries – the similarities – but the positions vary. The variables are 
environmental NGOs, women’s organisations, charities, parliament, 
parties, central government, television, the press, major companies 
and banks. There were differences in the positioning of the other seven 
factors denoting the unique combinations of each culture. 

With the US data, the first dimension (factor) with a proportion of 34% (also 
referred to as explained variance) is dominant, hence most important50 
and comprises environmental organisations with the highest loading of 
0.85 followed by women’s organisations, charities, universities, labour 
unions and civil service (Table 3). The factor was named ‘not-for-profit’ 
based on the composition of the institutions and the loadings profile. 
Unions, however, has a cross loading on the watchdog. 

The first dimension is also the most important in Ghana (35%) but with 
fewer institutions: women’s organisations, charities and environmental 
organisations. The shared profile of the dominant dimension indicates 
similarity between the Ghanaian and US data. 

The variables with shared values in the ‘not-for-profit’ factor for 
all four countries are the charities, women’s organisations and 
environmental NGOs. 

Table 3:	 The not-for-profit cultural metric

US
A

Zi
m

ba
bw

e

Ni
ge

ria

Gh
an

a
Factor 1 2 4 1

Environmental NGOs 0.85 0.70 0.56 0.67

Women’s organisations 0.82 0.74 0.91 0.82

Charities 0.70 0.63 0.66 0.80

Universities 0.58

Labour unions 0.34*

Civil service 0.31

% variance 34 10 3 35

Cronbach’s alpha 0.8 0.7 0.8 0.8

*Cross loading

Dimension one for Nigeria (Table 4) is also the most important at 37% and 
is populated by political institutions. Central government has the highest 
loading of 0.87 followed by parliament and political parties. It also features 
the police, courts and labour unions – an association that signifies an 
underlying feeling of an autocratic system. It provides plausible evidence 
of Nigeria being more autocratic than Ghana which, despite being more 
collective, has been credited with the emergence of good autocrats.32 It also 

Table 2:	 Changing levels of confidence in African countries (%)

Nigeria Zimbabwe Ghana Nigeria Zimbabwe Ghana

2000 2011 2001 2011 2007 2011 DKa 2000 DKa 2001 DKa 2007

Churches 95 92 82 86 90 89 0 1 0

Army 46 63 55 57 76 79 2 11 1

The press 63 62 49 35 54 59 2 11 4

Television 71 71 52 46 69 72 1 11 2

Unions 63 47 46 44 46 58 3 26 9

Police 34 28 63 52 54 55 1 3 1

Courts 46 56 62 57 1

Central government 46 36 48 47 71 59 4 7 1

Political parties 43 31 24 34 39 3 18

Parliament 43 39 43 45 63 54 5 14 2

Civil service 69 59 53 53 59 67 3 10 4

Universities 70 81 85

Major companies 68 66 67 72 55 75 3 12 6

Banks 71 70 79

Environmental organisations 58 56 45 66 59 69 4 35 6

Women’s organisations 50 57 46 64 64 72 7 22 5

Charities 62 74 64 76 6

N 2022 1759 1002 1500 1534 1552 2022 1002 1534

a‘Don’t know’ response
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indicates that the separation of powers between the judiciary, the police and 
the executive branch remains in doubt in Nigeria.9,10 The labour unions are 
also known to be divided between those who support the ruling elite and 
those against and may account for the cross loading with watchdog. 

Table 4:	 The political cultural metric

US
A

Zi
m

ba
bw

e

Ni
ge

ria

Gh
an

a

Factor 2 1 1 2

Labour unions 0.33*

Civil service 0.39 0.38

Parliament 0.98 0.94 0.82 0.95

Political parties 0.76 0.70 0.75 0.60

Central government 0.71 0.48* 0.87 0.38*

Police 0.57

Courts 0.53

% variance 8 34 37 7

Cronbach’s alpha 0.8 0.8 0.8 0.8

*Cross loading

Dimension one, at 34%, is also the most important for Zimbabwe (Table 4) 
and is populated, as for Nigeria, by the parliament, political parties and 
central government, indicating strong similarity between both countries. 
For Zimbabwe, however, the police and courts load on the social order 
metric and labour unions on watchdog. Comparing Ghana and Zimbabwe, 
civil service loads on the political metric and central government has a 
cross loading with the social order category for both countries. 

The rank ordering within the dimension also shows that parliament is 
above the parties and central government in all countries except Nigeria, 
where the central government is highest. 

Table 5:	 Watchdog cultural metric

US
A

Zi
m

ba
bw

e

Ni
ge

ria

Gh
an

a

Factor 4 3 3 3

Labour unions 0.33* 0.34 0.31*

Armed forces 0.50 0.32

Television 0.85 0.77 0.66 0.80

The press 0.75 0.84 0.85 0.79

% variance 4 4 4 4

Cronbach’s alpha 0.7 0.7 0.7 0.7

*Cross loading

The press and television comprise the watchdog across countries but 
labour unions also load here in the USA, Nigeria (cross loadings) and 
Zimbabwe. The armed forces in Nigeria and Ghana also belong to this 
group. This is not unexpected in Nigeria and Ghana given the long period 
of military rule as the public may still see the soldiers as a check on the 

politicians. Zimbabwe had no experience of military rule as at the time 
of data collection in 2011. The threat of military intervention, however, 
remains high in African countries following the recent coup in Egypt5 and 
the November 2017 putsch in Zimbabwe.

Table 6:	 For-profit/business cultural metric

US
A

Zi
m

ba
bw

e

Ni
ge

ria

Gh
an

a

Factor 5 4 2 4

Universities 0.74 0.79 0.68

Civil service 0.47

Major companies 0.73 0.79 0.79 0.71

Banks 0.68 0.54 0.72 0.72

Churches 0.30*

% variance 4 3 9 3

Cronbach’s alpha 0.6 0.7 0.8 0.8

*Cross loading

The for-profit category features major companies and banks across all 
countries. In addition, and as a mark of different cultures, universities 
in Ghana, Nigeria and Zimbabwe also load strongly on this factor. The 
loading of universities on this metric is a major surprise as universities 
are traditionally for teaching and research and not profit centres. The civil 
service in Nigeria also loads on this factor, which may be explained by 
the relatively high level of corruption among public sector workers. Also, 
interesting for this group, is the loading of churches in the USA, although 
it is not very high at 0.30. Churches in the USA also load with the same 
level (0.30) on the social category.

Table 7:	 The social order cultural metric

US

Zi
m

ba
bw

e

Gh
an

a

Factor 3 5 5

Central government 0.45* 0.32*

Police 0.92 0.75 0.86

Courts 0.61 0.84 0.74

Armed forces 0.54 0.38

Churches 0.30*

% variance 6 3 3

Cronbach’s alpha 0.7 0.8 0.8

*Cross loading

The social order category also has cross loadings of central government 
for Zimbabwe and Ghana. The police and courts are common among 
three countries: the USA, Ghana and Zimbabwe. The armed forces in 
the USA and Zimbabwe also belong to this group in contrast with Nigeria 
and Ghana where they belong to the watchdog group. There are no 
variables for Nigeria in this category; the police and courts are on the 
political factor.
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In conclusion for Question 2, there are five cultural metrics: not-for-
profit, political, social order, watchdog and for-profit. The analyses have 
also shown that the underlying influences of the levels of confidence 
in institutions makes Ghana closer to the USA and Nigeria closer to 
Zimbabwe. It can also be deduced that the lack of separation of courts 
and police from democratic institutions in Nigeria is an indication of a 
continuing autocratic system and the low communalities for churches 
shows they are not seen by the public as an institution in the same 
manner in which other institutions are viewed.

Limitations and further research
The high levels of ‘Don’t know’ in the responses for Zimbabwe need to 
be further interrogated to ascertain if it is a persistent situation or if the 
economic crisis at the time of data collection was responsible for such 
high levels of ambivalence. 

More qualitative research through interviews and multi-country focus 
groups is needed to illuminate the composition of the cultural metrics 
across the countries. Why, for example, do Nigerians see the parliament, 
the political parties, the central government, police and courts as the 
same? Is this an indication that Nigeria is more autocratic than other 
African countries? Why is Ghana closer to a Western democracy, the 
USA, than other African countries in the sample?

Conclusions
Comparing frequencies has shown that poorer economic indices and 
relatively unstable democracies have not translated into comparatively 
lower confidence in African institutions as levels are higher than those 
observed in the USA. Frequencies range between 83% and 11% in the 
USA; 86% and 34% in Zimbabwe; 89% and 39% in Ghana and 92% 
and 28% in Nigeria. These percentages may, however, indicate different 
approaches to scale use or that US respondents are more sceptical38 
than Africans. 

The rankings show that different institutions occupy different positions 
in the hierarchy and those with almost the same position have different 
levels of confidence. The army occupies the highest position in the USA 
and churches occupy the highest position in Africa. The university is 
always in the first four positions across all countries. Confidence in 
central government occupies the same position in the USA, Ghana and 
Zimbabwe, but is lower in Nigeria.

The underlying common sources of influence show that the 17 
institutions can be grouped into five latent categories: ‘not-for-profit’; 
‘political’; ‘social order’; ‘watchdog’ and ‘for-profit or business’. The 
positioning of the variables on the factors show the shared elements 
and differences which distinguish the cultures and confirms the power 
of the method for cross-national studies. It can be inferred that charities, 
women’s organisations and environmental NGOs are more important 
and, by extension, more central to the public in the USA and Ghana, 
and less so in Nigeria and Zimbabwe. The political order is also more 
important to the public in Nigeria and Zimbabwe. This finding is crucial 
and adds empirical evidence to the effects of relative democratic stability 
in the USA and Ghana compared with Nigeria and Zimbabwe. Ghana is a 
surprise given that, like Nigeria and Zimbabwe, it is a young democracy 
with a recent history of colonial and military rule.

This study has shown that comparing frequencies and rankings, or 
dividing along the lines of individualistic versus collective or private 
and public sector, masks the dynamic distribution of the systems of 
meaning in the local cultures and the latent variables approach offers 
a more conceptually sound categorisation informed by shared and 
distinguishing institutions. The findings show that such measures can 
be used as reliable markers of culture for cross-national studies and in 
longitudinal studies to monitor changing perspectives. 
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Food waste is becoming an important issue in light of population growth and global food security concerns. 
However, data on food wastage are limited, especially for developing countries. Global estimates suggest 
that households in developed countries waste more food than those in developing countries, but these 
estimates are based on assumptions that have not been tested. We therefore set out to present primary 
data relating to household food waste disposal for South Africa within the sub-Saharan African context. 
As the Gauteng Province contributes about 45% of the total municipal waste generated in South Africa, the 
case study area covers two of the large urban metropolitan municipalities in Gauteng, namely Ekurhuleni 
and Johannesburg, with a combined population of 8.33 million, representing nearly 15% of the South 
African population. Municipal solid waste characterisation studies using bulk sampling with randomised 
grab sub-sampling were undertaken over a 6-week period during summer in 2014 (Johannesburg) 
and 2016 (Ekurhuleni), covering a representative sample of the municipal waste collection routes from 
households in each of the two surveyed municipalities. The food waste component of the household 
waste (excluding garden waste) was 3% in Ekurhuleni and 7% in Johannesburg. The results indicate that 
an average of 0.48 kg (Ekurhuleni) and 0.69 kg (Johannesburg) of food waste (including inedible parts) 
is disposed of into the municipal bin per household per week in the two municipalities, respectively. This 
translates into per capita food waste disposal of 8 kg and 12 kg per annum, respectively, in South Africa 
as compared to the estimated 6–11 kg per annum in sub-Saharan Africa and South and Southeast Asia. 

Significance:
•	 Research on food waste in developing countries is limited.

•	 This study is the first of its kind undertaken in South Africa.

•	 Food waste research is important to address food security issues.

•	 This study provides evidence to support Sustainable Development Goal 12.3.

Introduction
Global estimates suggest that the world population will reach 9.6 billion by 2050.1 At current lifestyle patterns, 
it is estimated that we will need the equivalent of nearly three planets to sustain the world population in 2050.1 
Increasing food production to ensure food security will put additional pressure on already constrained natural 
resources.1 Yet, it is estimated that between a third and a half of all food produced globally never reaches the 
point of human consumption.2 It is ethically unacceptable to waste food that could be used to feed people.3 In 
South Africa, 12 million people (24.5% of the national population) go to bed hungry each day4 and it is reported 
that South Africa has the largest proportion of food wastage in Africa5. Food waste can be seen as having a triple 
negative impact: (1) the waste of resources (including water and energy) used along the supply chain in the 
production, handling and distribution of food that is not consumed by humans; (2) the socio-economic impacts 
associated with food insecurity; and (3) environmental impacts associated with waste and emissions (including 
greenhouse gas emissions) generated during the production, harvesting, processing, distribution and disposal of 
food that is not consumed.6 

All households, irrespective of income level, contribute to food waste.7-9 Baker et al.10 found a direct relationship 
between household food waste generation, household income and the number of people residing in a household. 
Food waste decreases when there are more occupants, yet increases with household income level.10 As such, 
households in wealthier countries tend to generate more food waste than those in developing countries; while in 
all cases there are significant economic costs associated with food waste. The average annual cost of household 
food waste in South Africa is ZAR21.7 billion (EUR1.5 billion at an exchange rate of ZAR14.40/EUR1.00)11. Annual 
costs of food waste in Europe are reported as ZAR7 200 million (EUR500 million) in Finland12, ZAR388.8 billion 
(EUR27  billion) in Norway13, ZAR30.96 billion (EUR2.15 billion) in Denmark14 and ZAR126.7 billion in the UK 
(GBP10.2 billion at an exchange rate of ZAR12.42/GBP1.00)15. Therefore, preventing food wastage will not only 
save money for households, but will have broader economic, social and environmental benefits.16 Reducing food 
waste will address food and water security concerns17 and contribute to the development of more sustainable 
food systems18. 

The choice of food waste disposal system by households can have environmental implications (e.g. composting 
is preferable to throwing food in the trash), but the largest environmental benefits will be derived from preventing 
food waste altogether.19 Research found that 60% of the total household food waste in the UK is avoidable.20 Initial 
findings of ongoing research in South Africa noted similarities in the food types being wasted as well as the reasons 
for wasting food between households in the City of Tshwane and the UK.21 The main reasons why food is thrown 
away in the UK is because it either ‘wasn’t used in time’, or too much was cooked, prepared or served.20 Similar 
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reasons for food wastage are reported for households in South Africa.9,21 
The potential therefore exists that food waste at household level in 
South Africa can be reduced.

Comparing per capita food waste at consumer level between different 
studies is problematic because of non-standard definitions and sampling 
methods when measuring food waste.22 Attempts have therefore been 
made to standardise the definition of food waste. For example, a project 
commissioned by the European Union proposes the following definition: 

Any food, and inedible parts of food, removed 
from the food supply chain to be recovered or 
disposed (including composted, crops ploughed 
in/not harvested, anaerobic digestion, bio-energy 
production, co-generation, incineration, disposal 
to sewer, landfill or discarded to sea).23 

The data reported in this paper include the edible and inedible parts 
of food that is disposed of by households into the municipal bin but 
exclude food waste being composted, fed to animals or disposed of in 
any manner other than in the municipal bin.

Current estimates of food wastage (edible portion only) throughout 
the value chain suggest that ‘on a per capita basis, much more food is 
wasted in the industrialised world than in developing countries’24. The 
water and carbon footprint of the food wasted in the industrial world 
extends beyond the boundaries of the country in which the food is 
wasted, to the countries where the food is produced and processed.17 
The environmental impacts of wasted food are therefore a global issue in 
light of globalised food markets. 

The per capita food wasted (edible portion) by consumers in Europe 
and North America is estimated to be 95  kg and 115 kg per annum, 
respectively; as compared to only 6 kg and 11 kg per annum in sub-
Saharan Africa and South/Southeast Asia, respectively.24 If we assume 
that food wastage patterns in South Africa are similar to those in the rest 
of sub-Saharan Africa, then South African households contribute about 
4% of total food waste in South Africa.6 The latest published estimates 
of the magnitude of food waste at consumer level in South Africa, using 
estimates from Gustavsson et al.24 regarding the proportion of food 
wasted at each stage of the value chain (on average for sub-Saharan 
Africa), together with the Food and Agriculture Organization of the United 
Nations data on actual food production in South Africa, is 501  000 
tonnes per annum25. This translates into 9.68 kg per capita per annum 
using 2011 population statistics for South Africa.26 

In an earlier study, following a different methodology (i.e. using estimates 
from waste characterisation studies conducted in South Africa across 
various municipalities rather than Gustavsson et al.’s averages for sub-
Saharan Africa), Nahman et al.11 estimated household food wastage in 
South Africa at 1.4 million tonnes per annum, or 28 kg per capita per 
annum. This is nearly three times the 9.68  kg per capita per annum 
estimated by Nahman and De Lange25. However, Nahman et al.11 caution 
that the 28 kg per capita per annum may be an overestimation, because 
of the difficulties of extrapolating food waste quantities from the reported 
organic waste quantities derived from waste composition analysis. 

A study of households in the City of Tshwane, South Africa, found the 
average food waste generation to be 6  kg per household per week 
across income groups (with an average three people per household),27 
which is equivalent to about 98 kg per capita per annum. In this study, 
source separated food waste from 133 participating households was 
collected and weighed.27 The study by Ramukhwatho27 provides an 
accurate measure of the actual food waste generation across income 
groups prior to treatment or disposal, whereas the report by Nahman et 
al.11 estimated the average food waste disposed of in the municipal bin. 

The results from the studies by Nahman et al.11 and Ramukhwatho27 
suggest that post-consumer food waste in South Africa is higher than in 
the rest of sub-Saharan Africa. South Africa is one of the high-income 
countries in the region, with a larger and more advanced economy in 
comparison with the rest of sub-Saharan Africa.28 Higher household 
incomes are associated with a decline in consumption of starchy 

food staples and increased diversification of diets towards more 
fresh fruit and vegetables, dairy, meat and fish.22 However, the study 
by Ramukhwatho27 found that starchy foods (mealie pap, bread and 
rice) are still the most wasted food types across income groups with 
higher-income groups wasting more rice and vegetables as compared 
to middle- and low-income households. Wealthier people are reported 
to buy more food as a result of affordability29 and are therefore likely to 
waste more. However, Koivupuro et al.30 found no correlation between 
households’ income levels and the amount of food wasted in Finland. 
Household food wastage in urban South Africa can be expected to be 
higher than in the rest of sub-Saharan Africa as a result of affordability, 
but this expectation still needs to be confirmed. 

The small sample size (133 households) included in the study by 
Ramukhwatho27, and the difficulties expressed in the paper by Nahman 
et al.11, highlight the need for more accurate data on household food 
waste from a representative sample of households in South Africa. 
The data reported in this paper were collected as part of municipal 
solid waste characterisation studies in Johannesburg and Ekurhuleni 
– two of the larger urban metropolitan municipalities in the Gauteng 
Province of South  Africa during the summers of 2014 and 2016. 
A  limitation of reporting the results of two independent studies is that 
only directly comparable data can be used and, therefore, although 
both characterisation studies covered at least two seasons, only data 
collected during the summer seasons are reported here. 

Contextualising the study area
Gauteng is the smallest of the nine provinces of South Africa, comprising 
only 1.5% of the land area, yet it is home to 25% of the national 
population26 and contributes 34% of the country’s gross domestic 
product (GDP)31. The Gauteng Province consists of three metropolitan 
municipalities – Ekurhuleni, Johannesburg and Tshwane – as well as 
two district municipalities – Sedibeng and West Rand – which are 
further subdivided into six local municipalities (Figure 1). Johannesburg 
is home to 36% of Gauteng’s population, Ekurhuleni 26%, Tshwane 24% 
and the two district municipalities 7% each.32 Being the most densely 
populated and urbanised province of South Africa (97% of the population 
in Gauteng is urbanised), it is estimated that Gauteng contributes about 
45% of total municipal solid waste generated in South Africa.33 Credible 
data on waste generation and composition in the rural areas of Gauteng 
are limited.

Household waste collection in the urban areas of Gauteng is typically 
done once a week in line with the National Domestic Waste Collection 
Standards.34 Waste separation at source (S@S) is not yet common 
practice in South African households. Following the promulgation of the 
National Environmental Management: Waste Act, 200835 and approval 
of the National Waste Management Strategy, which sets targets for, 
among other things, initiating S@S programmes for households in 
all metropolitan municipalities, secondary cities and large towns36 – a 
number of such initiatives have been launched in selected suburbs in 
the study area. S@S initiatives primarily target recyclables (i.e. paper, 
cardboard, plastics, glass and metals), and therefore food waste is still 
collected as part of the mixed household solid waste collection service 
provided by municipalities or their service providers, and disposed of 
at landfill.

Methodology
Sampling
Waste characterisation studies in Johannesburg and Ekurhuleni were 
undertaken using bulk sampling with randomised grab sub-sampling, 
as described by Jarrod Ball and Associates Consortium37, covering a 
representative sample of the municipal waste collection routes from 
households in each of the two surveyed municipalities. This sampling 
methodology was used in order to collect data that are comparable 
to the 2001 characterisation results for Johannesburg as reported by 
Jarrod Ball and Associates Consortium37. The sampling areas were 
chosen purposefully to cover a range of socio-economic areas (high, 
middle and low income), but the routes within the selected areas were 
randomly chosen. 
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Sampling teams consisted of one person accompanying the waste 
collection vehicle during normal waste collection from households to 
record data on the route and the number of households serviced, and 
another four people to collect and sort the waste samples at the landfill. 

Bulk samples were collected using municipal waste collection vehicles 
following the normal collection schedules (weekly collection). At the 
end of the collection routes, the mass of the waste load collected 
was determined using the weighbridge at the landfill. A random grab 
sample of 100–200  kg was then taken from each load and manually 
sorted into pre-determined waste categories, including food waste, by 
trained waste sorters. Sorting was done at dedicated sorting areas on 
the landfill sites, away from the active workface (the landfill operational 
area). Any food and inedible parts of food (including drinks and cooking 
oil) that were present in the waste sample were sorted into the food 
waste category (if it was still in packaging material, the packaging was 
removed). Each sorted waste fraction was weighed using a calibrated 
scale and accurately recorded. At the end of each day, the sorted waste 
was returned to the workface for proper disposal.

Calculations
Waste disposal per household (kilograms/household/week) was 
calculated by dividing the mass of each bulk sample by the number of 
households serviced by the specific vehicle. Then, the mass of food 
waste per household for each sample was calculated by multiplying the 
percentage food waste determined from each sub-sample with the total 
calculated household waste for the bulk sample from which the sub-
sample was taken. 

Limitations
It was not in all instances possible to clearly determine the number of 
households from which waste was collected in the case of townhouse 
complexes, apartment buildings and communal collection points. 
Therefore, the results reported here only include data collected from 
routes for which the number of households serviced could clearly be 
determined; data from townhouse complexes, gated communities and 
apartment buildings are not included in the results presented here. 

Using bulk sampling of waste collected by the municipal waste collection 
service, limits the results to the food waste disposed into the municipal 

bin. Food and drink waste fed to pets, disposed of into the sink and 
treated through home composting is not included in the scope of 
this study.

Results and discussion
The data reported were collected from 74 waste collection routes covering 
44 927 households in the Johannesburg metropolitan municipality and 
41 routes covering 20 439 households in the Ekurhuleni metropolitan 
municipality (Table 1). Data in both municipalities were collected in 
summer, which is the rainy season in Gauteng Province. 

Table 1:	 Samples obtained and analysed

Samples Johannesburg Ekurhuleni

Total number of collection routes sampled 74 41

Total number of households included in the samples 44 927 20 439

Combined weight of bulk samples collected (kg) 938 220 80 380

Combined weight of sub-samples analysed (kg) 10 761 13 829

Average weight of sub-samples (kg) 145.42 246.72

Percentage of bulk sample analysed 1.15% 17.2%

The average food waste disposed per household in Johannesburg 
(0.69 kg/week) is higher than that in Ekurhuleni (0.48 kg/week) across 
all income categories (Table 2). 

The differences in weekly food waste disposal (kg/hh) between income 
groups and municipalities appear to be small and therefore a statistical 
analysis was done to determine the significance of the differences 
between high, middle and low income as well as between high and low 
income. The Mann–Whitney test was done because of the skewness 
of the data. The results indicate that there are no statistically significant 
differences in the food waste generation (kg/hh), i.e. there is a consistent 
pattern of differences between municipalities and income levels (Table 3). 

Figure 1:	 Geographical location of Gauteng Province, South Africa; and the percentage urbanised population per municipal area (adapted from Gauteng 
Provincial Government31).
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Table 3:	 Mann–Whitney test results of comparison of food waste 
between income groups and the two municipalities (p>0.05 
implies no statistically significant difference)

Comparison p-value Interpretation

Comparing municipalities

Ekurhuleni to Johannesburg 0.604 Not significant

Comparing Ekurhuleni to Johannesburg within income categories

High 0.5839 Not significant

Middle 0.2009 Not significant

Low 0.7149 Not significant

Comparing income categories

High-middle-low 0.2131 Not significant

High-low 0.8730 Not significant

Middle-low 0.1173 Not significant

High-middle 0.1240 Not significant

Comparing income categories within municipalities

High-middle-low in Johannesburg 0.2294 Not significant

High-middle-low in Ekurhuleni 0.9371 Not significant

High-low in Johannesburg 0.6817 Not significant

High-low in Ekurhuleni 1.0000 Not significant

Middle-low in Johannesburg 0.0958 Not significant

Middle-low in Ekurhuleni 0.9664 Not significant

High-middle in Johannesburg 0.1604 Not significant

High-middle in Ekurhuleni 0.7035 Not significant

It is interesting to note that 27% of all samples collected in Johannesburg 
and 14% collected in Ekurhuleni did not contain any food waste. This 
is very odd as all households are assumed to generate at least some 
unavoidable food waste in the form of egg shells, bones etc. However, 

this may be as a result of the random grab sampling method used for 
sub-sampling or it may be an indication that some households use 
alternative food waste management strategies which may include 
feeding of food waste to pets and/or home composting.

Global estimates of food waste assume similar food wastage in South 
Africa compared with the rest of sub-Saharan Africa.24 For comparative 
purposes, the data collected in this study from metropolitan households 
in South Africa were converted into food waste per capita per annum. 
This results in estimates of approximately 8 kg and 12 kg per capita per 
annum in Ekurhuleni and Johannesburg, respectively (Table 4); which is 
higher than the average of 6 kg per capita per annum for sub-Saharan 
Africa, but lower than the 95 kg in Europe.24 Furthermore, the estimates 
for sub-Saharan Africa and Europe include all food that was meant for 
human consumption and that reached the consumer, but was never 
consumed24; whereas our results include only the waste disposed of 
into the municipal bin. 

Table 4:	 Calculated per capita food waste disposed of per annum using 
2011 census data from StatsSA26

Variable Johannesburg Ekurhuleni

Population 4 439 991 3 178 470 

Number of households 1 437 168 1 015 645 

Per cent urbanisation 99.80 99.40 

Number of urban households 1 434 294 1 009 551 

People per household 3 3

Food waste (average kilograms/household/week) 0.69 0.48 

Food waste (kilograms/capita/week) 0.22 0.15 

Food waste (kilograms/capita/annum) 11.61 7.98 

Food waste disposed of by urban households 
(tonnes/week)

989.66 484.58 

Food waste disposed of by urban households 
(tonnes/annum)

51 462.46 25 198.40 

Table 2:	 Food waste disposed of by high-, middle- and low-income households into the municipal bin (kilograms/household/week) in two metropolitan 
cities in Gauteng

Income category Average (kg/hh) Median (kg/hh) Minimum (kg/hh) Maximum (kg/hh)
Number of bulk 

samples
Number of 

households sampled

Johannesburg metropolitan municipality

High 0.72 0.56 0.00 3.00 29 15 719

Middle 0.56 0.01 0.00 2.92 12 5967

Low 0.73 0.34 0.00 4.66 33 23 241

All 0.69 0.32 0.00 4.66 74 44 927

Ekurhuleni metropolitan municipality

High 0.53 0.19 0.00 1.67 19 8599

Middle 0.45 0.20 0.00 1.76 18 9357

Low 0.38 0.26 0.05 0.96 4 2483

All 0.48 0.19 0.00 1.76 41 20 439
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The study by Ramukhwato27 was conducted in urban households in 
Gauteng which kept food diaries; 86% of respondents mostly wasted 
starchy staples (i.e. mealie pap, rice and bread), and 17% managed their 
food waste either by feeding it to pets (14%) or by home composting 
(3%). The results reported here are therefore likely to be a conservative 
estimate of household food waste generation in Gauteng. 

Based on the 2011 urban population of each municipality, the amount of 
food waste disposed to landfill by urban households in Ekurhuleni and 
Johannesburg can be calculated at between 25 198 tonnes and 51 462 
tonnes per annum. 

Conclusions and recommendations
An average of 0.48  kg and 0.69  kg of food waste (including inedible 
parts) is disposed of into the municipal bin per household per week in 
the municipalities of Ekurhuleni and Johannesburg, respectively. These 
figures translate into per capita food waste disposal of about 8 kg and 
12 kg per annum, respectively, and between 25 198 tonnes and 51 462 
tonnes from households per annum.

Because the results reflect only the waste disposed of into the municipal 
bin, and it is reported that other food waste management strategies 
are also employed by households in Gauteng27, this should be seen as 
a conservative estimate for urban households. It is important to note 
that rural households were not included in the survey, and therefore 
extrapolation beyond urban households in Gauteng using these data is 
not possible. 

It is evident from this study that initiatives focusing on urban households’ 
food waste reduction and diversion from landfill have the potential to 
divert significant amounts of food waste from landfill. The results from 
this study will specifically be useful to the two surveyed municipalities, 
as they provide accurate data against which the success of food waste 
reduction strategies can be measured. 

It is recommended that future research should consider different sampling 
methods in addition to bulk sampling, including random sampling of 
individual household bins or bags across a city or by asking participants 
to keep food diaries and record the reasons for the food wastage at 
household level. All future research should aim to collect complementary 
evidence for the development of food waste reduction strategies for 
South Africa including data across the different types of municipalities in 
South Africa (A, B1, B2, B3 and B4) to obtain representative data across 
metros, large cities and more rural towns.
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A review of relevant literature revealed that research indicates an alarming number of secondary school 
students who enter tertiary institutions display a serious lack of mathematical basics required for the 
study of university mathematics. This so-called change from the secondary school to tertiary study 
of mathematics has become an important field of mathematical learning research. In this context, at 
the University of KwaZulu-Natal, online diagnostics for pre-calculus knowledge and skills were made 
available to first-year mathematics students. We report here on some findings from an analysis of the 
provision of diagnostic questions for basic arithmetic and algebra. The results show that the diagnostic 
questions which were in the form of an online quiz assisted students to cope with their mathematics 
module in the sense that it positively impacted on the final results of students who attempted the quiz. 

Significance: 
•	 Students who completed an online quiz on basic arithmetic and algebra to identify their strengths 

and weaknesses indicated that the quiz prepared them for the material they had to study for their 
mathematics module.

Introduction
The increase in the number of students entering university has revealed a greater inconsistency in the background 
levels of those students enrolled for first-year mathematics modules.1 This transition from secondary to tertiary 
education in mathematics creates a complex phenomenon covering a huge range of problems and issues.2 
Although it is believed that there is evidence of similar transitional issues in other disciplines in science, it seems 
that the transition in mathematics is by far the most serious and the most problematic.3,4 A possible reason for 
this discrepancy is the many changes that take place in the transition from secondary to tertiary education. These 
include changes in teaching and learning styles, the type of mathematics that is taught, conceptual understanding, 
procedural knowledge that is required to advance through and the changes in the level of advanced mathematical 
thinking needed.5 News24, a local online newspaper, reported that, according to Umalusi (a South African council 
for quality assurance in general and further education and training), matric (Grade 12) mathematics results were 
worse in 2014 than in the previous years.6 This news report supports the perception that there is a very serious 
decline in core mathematical skills. Because a percentage of those matric students enrol for tertiary studies in 
mathematics in subsequent years, this issue should be of concern to those who lecture to such students, especially 
in first-year mathematics modules.

Jennings2 is of the opinion that it has now become even more important to understand a student’s prior knowledge 
of mathematics before they study tertiary mathematics. The main reasons for this need are: (1) to find out whether 
a student would benefit from additional support on basic arithmetic and algebra, offered in an online format and 
(2) to produce suitable first-year students who are going to be competent throughout their course of study. These 
are not the only reasons, but we have chosen in this paper to focus on these two given reasons. For students to be 
competent throughout their course of study, necessary steps need be taken to improve their performance, which 
implies that all possible assistance should be available to students to reach the ultimate goal of succeeding in their 
mathematics course. For this reason, at the University of KwaZulu-Natal (UKZN), the provision of online diagnostic 
questions for basic mathematical knowledge and skills for incoming students was rolled out at the beginning of 
February 2015. Keeping in mind the fact that not all the students attempted the online quiz, for this paper the 
final performance of students who completed the quiz was considered for the analysis and compared with the 
performance of those students who did not take the quiz. 

Research question
The main research question was: What does an investigation into completion of the online diagnostic basic 
arithmetic and algebra quiz by incoming university students reveal? To answer this question the following sub-
questions were formulated for the provision that was in place for 2015: (1) What was the participation level of 
students with regard to the online diagnostic quiz? (2) What was the performance level of students with regard 
to the online diagnostic quiz? (3) How did students’ participation in the quiz affect their performance in the final 
examination? (4) What are the views of students on the impact of this online diagnostic quiz? 

Literature review
There has been a huge concern about the inflow of students to tertiary level institutions who are lacking the 
fundamentals in mathematics. It is perceived that the majority of students have difficulties with mathematical basics 
in arithmetic and algebra. Breiteig and Grevholm7 noted that the abstractness of algebra is one reason for students’ 
problems. This problem impacts on the study of calculus because algebra is a pre-requisite for such studies. This 
lack of student preparedness has consequences for student and staff satisfaction, student self-esteem, retention 
and progression of students, and financial costs to universities and to students arising through failure to progress 
or complete a course.3 According to Kaput8, algebra is a route to higher mathematics, but at the same time a 
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barrier for many students which forces them to take another educational 
direction. On the transition from arithmetic to algebra, Moseley and 
Brenner9 noted that ‘ …moving from arithmetic problems to working 
with more symbolic representations of relationships with variables in 
algebra is an area of persistent difficulty for many’ (p. 4). The provision 
of diagnostic questions for basic arithmetic and algebra focused on in 
this paper was intended to assist the students to develop the ability to 
see variables as representations of unknown quantities that, despite their 
abstract nature, can still be altered by the arithmetic operations.9 Looking 
at the challenges that students have concerning mathematics and also 
considering the importance of mathematics in our modern society, it is 
not surprising that learning support in mathematics is becoming ever 
more important.10 

To address the under-preparedness of incoming students to study mathe
matics, many universities offer mathematical support services such as 
tutors, online resources and individual consultations in order to improve 
the results of the students.11 The majority of institutions in Ireland and 
internationally now make use of diagnostic testing for incoming first-
year students.11 This kind of support gives students an opportunity to 
revise some basic concepts in mathematics. It is believed that, generally, 
diagnostic testing has helped to indicate the level of preparedness of 
students who are entering tertiary level and has also contributed to 
some level of improvement in their final results.11 Thus it bridges the gap 
between the level of preparedness expected or required upon entry level 
and the mathematical capabilities acquired by new students. At UKZN, 
such online support was put in place. Students attempt the quizzes 
online to improve their knowledge or to practise a particular topic. Online 
quizzes can be attempted an unlimited number of times and there is 
no time limit to complete the quiz questions. Thus, a student has the 
opportunity to work on the quiz questions and improve on their basic 
knowledge and skills considered relevant for the study of calculus. The 
article by Maharaj and Wagh12 provides detailed information on how the 
quiz questions were formulated based on the identified expected learning 
outcomes for basic arithmetic and algebra. Those identified outcomes 
were used to frame suitable online diagnostic questions. In this paper, 
we focus on the provision of those diagnostics to students. 

Conceptual framework
Our conceptual framework was informed by the literature review and 
was guided by the following:

1.	 The study of mathematics is hierarchical in nature.13 

2.	 To study university calculus, students need to have adequate 
knowledge and skills relating to basic arithmetic and algebra.4

3.	 The provision of suitable online diagnostic questions on basic 
arithmetic and algebra could improve the level of student 
competencies with regard to these.11,12 

4.	 There was a need to research the impact of the provision of online 
diagnostics for pre-calculus as offered at UKZN before a decision 
could be arrived at as to whether the quizzes should be made 
compulsory for all incoming students who want to study first-
year calculus.

Methodology and participants
The UKZN learning MOODLE site for Diagnostics for Pre-calculus was 
used for data collection. On this site, students had access to five pre-
calculus quizzes that were designed to focus on relevant knowledge 
and skills for the study of calculus. The students had to first complete 
an online consent letter, as required by the research office at UKZN 
for ethical clearance (protocol reference number HSS/1058/014CA). 
The Basic Arithmetic and Algebra quiz was used to gather data on the 
participants who completed the quiz. The quiz consisted of 24 questions 
which involved purely basic mathematical knowledge in arithmetic and 
algebra. Each question carried a maximum of 2 marks. The system 
awarded 2 marks if a student submitted the correct answer for their first 
attempt. If the first attempt was incorrect, the system awarded 1 mark for 
a correct second or third attempt. A final mark of zero was awarded for a 

question if the first three or more attempts were incorrect. For the study, 
only those students who completed all the quiz questions were regarded 
as having taken the quiz. Students who submitted their responses to only 
some of the questions were considered as having not attempted the quiz. 

The quiz was attempted by students from different first-semester mathe
matics modules offered at UKZN: Introduction to Calculus (Math130), 
Mathematics for Natural Sciences (Math150), Mathematics 1A 
Engineering (Math131) and Quantitative Methods (Math134). In total, 
there were 1888 attempts for the quiz, which indicated the overall number 
of attempts. That number was reduced to 997 based on the criteria that 
only students who completed the quiz were considered for the study. 
For the purpose of this study, it was decided to investigate the impact 
of the quiz on the final results of students enrolled for the Math130 and 
Math150 modules. The reason for this choice was that Math130 is a 
core module for students who want to continue with further studies in 
mathematics, while Math150 is a compulsory module for other students 
who want to study science.

A total of 250 students enrolled for Math130, and out of those, 95 
students attempted the quiz, so 155 students did not attempt the quiz. 
A total of 872 students enrolled for Math150, and out of those, 392 
students attempted the quiz, so 480 did not attempt the quiz. For the 
students who attempted the quiz more than once, only their highest-
graded complete attempt was considered. Students’ responses for the 
quiz were used to gather information to answer the research question. 
On the system, each question was allocated a maximum of 2 points. As 
indicated earlier, if the first attempt submitted was incorrect then there 
was a penalty for subsequent attempts. After studying the students’ 
performances, it was decided to use the following interval mark ranges 
for each question: 1.70 and below; 1.70 to 1.89; 1.90 and above. 

A questionnaire was also formulated to obtain students’ views on the 
diagnostic quiz and how it could be improved. Participants were chosen 
based on the criteria that they used the learning site to attempt the quiz 
questions. An email was sent to such students indicating that research 
was being conducted to gauge the effectiveness of the provision of the 
online diagnostics in which they participated and that they were invited 
to complete the online questionnaire. Also, the final examination results 
for all the students registered for the two modules were obtained from 
the UKZN Student Management System website. Those final results were 
used to determine if there were differences in the final scores between 
the students who attempted the quiz and those who did not. 

The final examination results lists were obtained for Math130 and 
Math150. Each list was used to separate the students into two groups: 
students who completed the quiz and students who did not complete the 
quiz. Because we were comparing the two population means within a 
large data set, the two-sample z-statistical test was used, which follows 
a normal distribution and the population samples are independent.14 The 
Z-test formula used was: 

Zcalc=
(x1-x2) - (µ1-µ2)0

s2
1

n1 n2

s2
2+

where Zcalc is a calculated Z value; and x, s, µ and n represent the sample 
mean, standard deviation, population mean and the number of students 
who attempted the quiz, respectively, for both groups. Setting up the 
hypothesis test, we wanted to determine if there is a difference in the final 
examination results of the students who attempted the quiz compared to 
those who did not. Thus our null hypothesis was: attempting the quiz had 
no effect on final examination results. That is:

H0 : µ1 - µ2 =0 or H0 : µ1 = µ2

Against the alternative hypothesis:

H1 : µ1 > µ2 

According to the null hypothesis, our population mean difference is zero. 
In the formula, this is represented as (µ1-µ2)0. 
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Not all students wrote the final examinations. Possible reasons for 
not writing the final examination include that students dropped out of 
the module or did not obtain Duly Performed (DP) Certificates. The 
data for such students were excluded from the study. For the testing 
of this hypothesis, only student attempts for Math130 and Math150 
were considered. As indicated before, the former is a mainstream 
module undertaken by students who want to continue with studies in 
mathematics, while the latter is a compulsory service module offered to 
science students. 

Entry requirements for the mathematics modules
The following entry requirements were obtained from the UKZN College 
of Agriculture, Engineering and Science handbook.15 For Math130 
(Introduction to Calculus), the pre-requisite requirement was: Higher 
Grade D or Standard Grade A for matric Mathematics, or NSC Level 5 
Maths. For Math150 (Mathematics for Natural Sciences), the pre-
requisite requirement was: Higher Grade E or Standard Grade B for 
matric or NSC Level 4 Maths. The minimum pre-requisite requirements 
for each of those two modules are regarded as being equivalent by 
the College of Agriculture, Engineering and Science. For each of those 
two modules, the students who were enrolled satisfied the minimum 
requirements. In a case in which a student did not meet the minimum 
requirements, the student was required to enrol for a foundation 
mathematics module, called Math199. After a student passed Math199 
with a specified minimum percentage, then they qualified to enrol for 
Math130 or Math150. The purpose of Math199 is to equip students with 
mathematical tools that are needed for their chosen mathematics module. 
Table 1 indicates the percentage ranges for the different levels and their 
meaning, which were in operation from 2008 onwards for the National 
Senior Certificate examinations (NSC). Because some participants 
completed their Grade  12 examinations before the year 2008, during 
which period symbols were used, the necessary conversions were done 
to match the old Grade 12 symbols with the new levels. 

Table 1:	 Grade 12 proficiency levels and their meanings

Level Percentage Competence

7 80–100 Outstanding achievement

6 70–79 Meritorious achievement

5 60–69 Substantial achievement

4 50–59 Adequate achievement

3 40–49 Moderate achievement

2 30–39 Elementary achievement

1 0–29 No achievement

Participants’ Grade 12 mathematics and English proficiency 
levels
In this section we focus on the mathematics and English proficiencies 
of the Math130 and Math150 students as determined by the NSC 
examinations. For each module, bar graphs represent visually the spread 
of the NSC levels and the frequency for each of those levels.

Figure 1 indicates that the majority of students in both the groups had 
proficiency levels from 5 to 7, with regard to their senior certificate 
mathematics and English results. Also note that from the Math130 entry 
requirements it was required that students who wanted to be enrolled for 
Math130 had to have obtained at least a level 5 in their senior certificate 
mathematics. There was also a small number of students who achieved 
less than level 5. Those students were the ones who did foundation 
mathematics (Math199), and after passing with at least 60% were 
enrolled for Math130. 

Figure 2 indicates that the majority of students attained levels from 4 
to 6 with regard to their results for senior certificate mathematics and 
English. Note that for Math150, the entry requirement was a pass at 
at least a level 4 for mathematics. There was also a small number of 
students who achieved less than level 4. Those students were the ones 
who did foundation mathematics (Math199), and after passing with at 
least 50% were enrolled for Math150.

With the above focus on the Grade 12 entry requirements and their 
frequencies, it was revealed that for each module the two student groups 
considered were not of different ability levels with regard to their school 
achievement for mathematics and English. For mathematics, they could 
be grouped into one category because of the entry requirements for 
each module. The implication here is that in testing the hypothesis for 
each module, the participants who completed and those who did not 
complete the quiz could be regarded as being of similar ability levels 
with regard to their mathematics and English proficiency when they were 
enrolled for their university mathematics modules.

Analysis, findings and discussion
The analyses and findings are presented under the following sub-
headings: Average student scores per question; student participation 
and performance levels; and student views on impact of quiz. 

Average student scores per question
These results are for all the students across the different modules who 
attempted and completed the quiz on Basic Arithmetic and Algebra.

Looking at Figure 3, which gives the average student scores for each 
question, we observe that the questions could be placed into one of 
three categories, for which the students: (1) scored an average of 1.70 
and below, (2) between 1.70 to 1.89 and (3) an average of 1.90 and 
above. A high average shows that most students scored full marks on 
the particular question, that is, they correctly answered the question. 
Likewise, when the average is low it shows that on that question students 
did not perform well. 
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Figure 1:	 NQF Mathematics and English proficiency levels for Math130 students who (a) completed the quiz and (b) did not complete the quiz.

Research Article	 Online basic arithmetic and algebra diagnostic quiz
Page 3 of 7

http://www.sajs.co.za


49South African Journal of Science  
http://www.sajs.co.za

Volume 114 | Number 5/6 
May/June 2018

2

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0
1 2 3 4 5 6 7 8 9 10 11 12 13

Question number

Av
er

ag
e

14 15 16 17 18 19 20 21 22 23 24

Figure 3:	 Average student scores for each question (n=997).

Scores of 1.70 and below
Looking at Figure 3, student performance in Questions 17 to 22 was 
below the average of 1.70. This score indicates that students had 
difficulty in answering these questions. The following are the types of 
questions for which students scored 1.70 and below: 

log 2 2=... ; loga 2+loga5=loga... ; loga2-loga5=loga... ; 7log2a=log2... ; 

log 2+log 5= ... ; log 16 ÷ log 8 = ...

The finding is that questions on the application of basic properties for 
logarithms were not adequately understood by students. The implication 
is that first-year mathematics lecturers should be aware of and plan 
to address this shortcoming. If one accepts the principle of moving 
from the known to the unknown, then it is important to determine and 
address this shortcoming before the students are exposed to the natural 
logarithm and its notation, that is lnx. 

Scores of 1.70 to 1.89 
As can be seen in Figure 3, students performed in this intermediate 
range for Questions 6, 7, 9, 12, 15, 16 and 23. The following are the 
types of questions for which students scored marks in this interval:

1 1 11 1 1
x x xx2 x2 x2+ - ÷=... ; =... ;  =... ; 2x3 + 3x3 =... ; (2x3)2 =... ; (2x3)2 =... ; 

(2xx+1)3 =... ; If 2x+5=a then x=...

The finding here is that, although students performed better, these types 
of questions could become stumbling blocks to their success when 
faced with calculus-related questions that require knowledge and skills 
based on the following: (1) addition, subtraction and division of algebraic 
fractions, (2) adding like terms, (3) applying the raising a power to a 
power law for exponents and (4) solving a linear equation in which a 
constant is represented by a letter. The implication is that measures need 
to be put in place to improve the proficiency of students with regard to 
these fundamentals.

Scores of 1.90 and above
It is evident from Figure 3 that average student performance was the 
highest for Questions 1–5, 8, 10, 11, 13, 14 and 24. This gives the 
impression that these questions were simple and easy to answer for the 
participants. The following are the types of questions for which students 
scored in this interval range: 

1 1 1 11 1 1 1
2 2 2 23 3 3 3

+ - x ÷=... ; =... ; =... ; =... ; 1 11 1
2 x2 x2x x=... ; =... ;

1 1
x x

x =... ;  2x3 x 3x5 =... ; 2x3 - 3x3 =... ; 2x3 ÷ (3x5) =... ; if 2x + 5≥3, 

then x≥...

The finding here is that students displayed adequate proficiency for 
knowledge and skills based on: (1) addition, subtraction, multiplication 
and division of arithmetic fractions, (2) multiplication of simple algebraic 
fractions of the type indicated, (3) applying the multiplication and division 
laws of exponents for which base is the same, (4) subtracting like terms 
and (5) solving simple linear inequalities. The average student scores 
suggest that students were more proficient in subtracting like terms than 
they were at adding like terms, which seems strange; the question on the 
subtraction of like terms seems to be more difficult because it requires 
the calculation 2 – 3 compared with the easier calculation of 2 + 3.

Student participation and performance levels
These results are presented under the following sub-headings: Students 
enrolled for Math130 and students enrolled for Math150.

Table 2 indicates that of 250 students who wrote the Math130 exami
nations, 95 students completed the quiz and 155 did not. For Math150, 
872 students wrote the exam, 392 completed the quiz and 480 did not. 
We note that average examination marks for both modules were higher 
for students who completed the quiz compared with students who did 
not. For both modules, there was a large number of students who did not 
attempt the quiz, because participation was voluntary. 

Table 2:	 Final examination mean percentages of students who attempted 
the quiz and those who did not

Module Attempted quiz Did not attempt

Introduction to Calculus 
(Math130)

n = 95  
mean = 63.94%

n = 155  
mean = 58.01%

Mathematics for Natural 
Sciences (Math150)

n = 392	   
mean = 67.68%

n = 480  
mean = 63.73%

Students enrolled for Math130 
Here we present our findings on the impact of the quiz on the average 
final examination marks of students who completed the quiz (n=95) and 
those who did not (n=155).
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Figure 2:	 NQF Mathematics and English proficiency levels for Math150 students who (a) completed the quiz and (b) did not complete the quiz.
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Figure 4 shows the overall performance in the Math130 final exami
nations for students who completed the quiz and those who did not. 
From Figure 4 and Table 2, we observe that students who completed the 
quiz scored an average examination mark of 63.94% and those who did 
not scored an average mark of 58.01%. So the students who completed 
the quiz scored on average about 6% higher in their final examination 
compared with students who did not take the quiz. The implication here 
seems to be that completing the quiz impacted positively on the final 
examination results of the students. However, before any conclusions can 
be reached, we need to determine if the difference is statistically significant.
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Figure 4:	 Average exam percentages for Math130 students who attempted 
and completed the quiz and those who did not.

A 99% level of significance (α=0.01) was used. We tested the null 
hypothesis:

H0 : µ1 - µ2 =0. 

Versus the alternative hypothesis:

H1 : µ1 > µ2 . 

The test statistic Zcalc=3.128 and H0 is rejected if Zα < Zcalc where Zα was 
obtained from a Normal Z table. As Zα=Z0.01 and Zcalc=3.128, it follows 
that Zα < Zcalc so we conclude that H0 is rejected. Thus, the results verify 
that the difference is statistically significant at a 99% confidence level, 
that is, that the students who completed the quiz performed better in 
their examinations than those who did not.

Students enrolled for Math150 
We present our findings on the impact of the quiz on the average final 
examination marks of students who completed the quiz (n=392) and 
those who did not (n=480). 
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Figure 5:	 Average final exam percentages for Math150 students who 
attempted and completed the quiz and those who did not.

Figure 5 illustrates the overall average performance of Math150 students 
who completed the quiz and those who did not. From Figure 5 and 
Table 2, we observe that students who completed the quiz scored an 
average final exam mark of 67.68% and those who did not scored 

63.73%. So students who took the quiz scored on average about 4% 
higher in their final examination than students who did not take the 
quiz. The implication seems to be that attempting the quiz improved the 
final examination results of the students. However, once again, before 
any conclusions can be reached, we need to determine whether the 
difference is statistically significant. 

A 99% level of significance (α=0.01) was used. We tested the null 
hypothesis:

H0 : µ1 - µ2 =0. 

Versus the alternative hypothesis:

H1 : µ1 > µ2 . 

The test statistic arrived at was Zcalc=4.142. Zα 
was obtained from a 

Normal Z table. As Zα=Z0.01=2.58 and Zcalc =4.142, the implication is 
that Zα < Zcalc so we conclude that H0 should be rejected. Thus the results 
verify that the difference is statistically significant at a 99% confidence 
level, that is, that the students who completed the quiz performed on 
average better in their final examinations than those who did not.

Student views on impact of quiz
A questionnaire consisting of 10 multiple-choice and open-ended 
questions was completed by 60 students from both Math130 and 
Math150. The questions and student responses are indicated in Table 3.

Table 3 indicates that the majority of the respondents felt that the online 
diagnostic quiz was helpful to them, it was easy to access the diagnostic 
quiz online and that they were likely to continue attempting diagnostic 
quizzes online. Furthermore, students felt that the online diagnostic quiz 
related well to the course topics and that the online diagnostic quiz on 
Basic Arithmetic and Algebra helped them to understand key concepts 
in the relevant university mathematics module for which they were 
registered. This response is quite significant because the diagnostic 
quiz focused on identified knowledge and skills for basic arithmetic 
and algebra which are prerequisites for the modules for which the 
respondents were enrolled. The response to Question 6 indicates that 
the majority of the respondents were satisfied with the online diagnostic 
quiz. Note that at least 15% indicated that they were extremely satisfied. 
This response is worth noting as extremely satisfied was not indicated 
as a possible option in the framing of the question. The finding from the 
data was that the majority of the respondents rated the importance of 
attempting the online quiz towards the higher end of the scale, that is 7 
or more. The responses for Questions 5 to 9 indicate that the majority of 
the students rated highly that taking the quiz was of benefit to them. The 
second and third responses that are indicated as common responses 
to Question 10 could be used to improve on the online diagnostic quiz. 
It is clear that some students want more challenging quiz items. Also, 
for students who do not answer correctly, there is a need to give more 
feedback that could help them. Perhaps the idea of building in pop-ups 
to further assist such students, as was suggested by a previous study16, 
should be considered.

Conclusions and recommendations
Although participation in the quiz was voluntary, it was found that a 
satisfactory number of students registered for each of the modules on 
which the study focused completed the quiz. For the Introduction to 
Calculus (Math130) module, the participation from registered students 
was 38% while for the Mathematics for the Natural Sciences (Math150) 
module it was 45%. Quiz items that were based on the application of 
basic laws for logarithms gave the students the most difficulty. Further, 
it was found that the students who completed the quiz performed better 
in their examinations than those who did not attempt or complete the 
quiz. This was determined at a 99% confidence level for each of the 
two modules, Math130 and Math150. For those modules it was found 
that the majority of students in both groups (those who completed and 
those who did not complete the quiz) had similar proficiency levels 
with regard to their senior certificate mathematics and English results. 
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Thus the quiz should be made compulsory for incoming students who 
want to study calculus, because the research shows that there was a 
positive correlation between completing the quiz and final examination 
results. This positive correlation was for both the modules. Also from 
the questionnaire responses it was noted that the majority of those 
students who responded felt that the online diagnostic quiz benefitted 
them and contributed to their understanding of key concepts in the 
mathematics module for which they were enrolled. These responses 
suggest that those students appreciated that the basic concepts and 
skills for arithmetic and algebra formed the foundation for their university 
calculus modules.

We recommend that the quiz should be made compulsory because 
the research shows that it had a positive impact on students’ final 
examination results. It is also recommended that the lecturing staff 

should analyse the results of quiz items to determine which pre-calculus 
knowledge and skills require attention and address these areas so that 
subsequent teaching of the relevant calculus concepts is likely to be 
beneficial to their students.
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Table 3:	 Summary of questions and responses from students (n=60)

Question Student response

1
Did you attempt the online quiz on Basic 
Arithmetic and Algebra?

Out of the 60 responses, 35 indicated ‘ yes’ and 25 indicated ‘no’ . 

2
What were the reasons for you not attempting 
the quiz?

Responses for not attempting the quiz included: 

•	 ‘I did not find the time to do it.’ 

•	 ‘I wasn’t confident about my answers or if I still understood the concept, so decided not to attempt it 
at all.’ 

•	 ‘I had back to back tests and online assignments that were due in a short period of time.’ 

•	 ‘Each time I try to attempt this quiz an error always occurs. It was not compulsory.’ 

•	 ‘I did not have time & I felt that it would not benefit me.’ 

•	 ‘I couldn’t find it on moodle.’ 

Students’ responses in percentages (%)

Extremely Quite Moderately Slightly Not at all

3 How helpful is the online diagnostic quiz? 18.6 46.5 25.6 7.0 2.3

4
How easy is it to access the diagnostic quiz 
online?

36.6 36.6 12.2 7.3 7.3

5
How likely are you to continue attempting the 
diagnostic quizzes online?

23.3 23.3 20.9 16.3 16.3

6
Overall, are you satisfied with the online 
diagnostic quiz, neither satisfied nor 
dissatisfied with it, or dissatisfied with it?

15.0 55.0 25.0 0 5.0

7
How well did the online diagnostic quiz relate 
to the course topics?

35.0 35.0 17.5 12.5 0

8
How much did the online diagnostic quiz help 
you in understanding the key concepts in 
your maths course?

19.5 31.7 36.6 7.3 4.9

9
On a scale from 1 to 10, how would you rate 
the importance of attempting the online quiz?

Scale percentage responses

1 2 3 4 5 6 7 8 9 10

7 0 5 5 7 7 16 16 16 21

10
Do you have any other comments about how 
the online diagnostic quiz could be improved?

The following were some of the common responses: 

•	 ‘It’s all perfect.’ 

•	 ‘Add more interesting questions or challenging ones.’ 

•	 ‘If you get an incorrect answer let there be an explanation of why this answer is wrong and what might 
[have] driven you to choose it.’ 

•	 ‘The online quiz is okay, the problem is that I don’t get enough time to attempt it because I spend most 
of my time doing tutorials.’ 
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The Grootfontein groundwater aquifer is important to the water supply of the town Mahikeng in the 
North  West Province of South Africa and to commercial agriculture in the Province, but the water 
table has fallen by up to 28 m as a consequence of over-abstraction since the 1980s. Institutional and 
hydrogeological issues impact the aquifer in complex ways, described here as a hydro-social system. 
Whilst the hydrogeology is well understood and South African laws provide for sustainable groundwater 
governance, poor stakeholder collaboration and other institutional problems mean that the over-
abstraction is likely to persist – an example of an undesirable Nash equilibrium. The Grootfontein aquifer 
case shows that groundwater underpins wider social-ecological-economic systems, and that more 
holistic management – taking the institutional context into account – is needed to underpin economic 
growth, employment and other public outcomes. 

Significance:
•	 The cost of better natural resource stewardship, including groundwater, is likely to be considerably less 

than the losses that occur when it is absent.

•	 If local groundwater was better managed, it could make water supplies in Mahikeng cheaper and more 
reliable, which would in turn support local economic growth and employment.

Introduction
Groundwater’s global social, economic and environmental importance contrasts with its low profile amongst 
policymakers and the general public. It is the primary domestic water source for about half of the global population1, 
and for about three quarters of Africa’s population2. More than half of all South Africans depend on groundwater 
for their domestic water supply3, and the total renewable volume of groundwater in South Africa is similar to the 
surface water assured yield4,5. Groundwater cannot deliver large volumes at a single location like a dam, but its 
dispersed nature is an advantage in supplying rural areas and scattered small settlements with potable water. 
Whilst South Africa’s surface water resources are nearly fully allocated, only around half of the national renewable 
groundwater resource is used.5,6 

Unfortunately, groundwater supply systems in South Africa are often poorly maintained7, and groundwater 
management is inadequate8,9. Municipalities tend to prefer surface water over groundwater.7 Here we examine 
a well-studied and prolific South African aquifer – the Grootfontein dolomite aquifer in the North West Province 
– to investigate poor groundwater management and to discern wider lessons for social-ecological-economic 
stewardship in South Africa. 

The North West dolomites, which stretch from Gauteng Province to the border with Botswana, are amongst 
South Africa’s most important and prolific groundwater aquifers.10,11 They cover an area of about 5000  km2, 
hold a renewable water resource of similar magnitude to the Gariep Dam, and receive natural recharge of about 
300 Mm3/a.12,13 This groundwater resource supports extensive agricultural irrigation and the water supplies of 
towns such as Itsoseng, Lichtenburg, Mahikeng, Ottoshoop, Ventersdorp and Zeerust, as well as hundreds of 
dispersed settlements and homesteads. The North West dolomites are sub-divided into a patchwork of semi-
autonomous units or ‘compartments’ by geological features such as igneous dykes.12,14 Under natural conditions, 
each compartment discharges groundwater via springs and wetlands, and is recharged by rainfall. One of these 
compartments is the Grootfontein compartment or aquifer, for which inadequate groundwater management has 
contributed to falling water levels.

The Grootfontein aquifer, which is 30 km southeast of the town of Mahikeng, was Mahikeng’s main water source 
until the early 1980s. Today it supplies only about 20% of the town’s water (about 10 ML/day) because its yield 
has declined and Mahikeng’s demand has grown.15 The rest of Mahikeng’s water comes from a large spring, 
the Molopo Eye, which drains a different dolomite compartment to the north of the Grootfontein aquifer (about 
20 ML/day), and the Setumo Dam on the ephemeral Molopo River, downstream of Mahikeng (another 20 ML/day); 
see Figure 1.

Problem statement
The Grootfontein aquifer once discharged naturally at its northern (down-gradient) boundary, mainly from a large 
spring (the ‘Grootfontein’, or great spring). The drilling of boreholes around the spring to increase Mahikeng’s 
supply in the 1970s, combined with large increases in irrigation abstractions elsewhere in the compartment, 
finally dried up the spring in 1981. As water levels in the aquifer dropped further, some of the boreholes around 
the spring failed. Today the groundwater level in the Grootfontein aquifer near the former spring is more than 
28 m below ground level.15 The three remaining viable public water supply boreholes at the former spring now 
yield less than half of the original combined wellfield potential (i.e. only about 10 ML/day). Irrigating farmers, who 
abstract the lion’s share of the groundwater, are concerned about falling water levels, higher pumping costs and 
growing uncertainty. 
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Partly in response to the uncertain supply from Grootfontein, Mahikeng 
city officials have invested more than ZAR30 million in upgrading the 
water treatment plant at the Setumo Dam, from a supply of 10 ML/day 
to today’s 20 ML/day.16 The Setumo Dam receives a large proportion of 
its inflow from discharges from Mahikeng’s two wastewater treatment 
plants, and from leaks in the town’s reticulation system. The dam water 
quality is consequently poor, requiring sophisticated treatment to attain 
South African drinking water quality standards.16 In contrast, Mahikeng’s 
groundwater sources are of generally good quality, needing only 
prophylactic chlorination before entering supply. As the dam depends 
partly on return flows from the town, and the Molopo Eye spring is 
vulnerable to small changes in water level, the Grootfontein aquifer is 
more important than it might appear.

Hydrogeologically, the Grootfontein aquifer is amongst the best-studied 
aquifers in South Africa17, with technical research dating back to the 
1960s or before18,19. At least 15 of the South African Department of Water 
and Sanitation (DWS)’s technical geohydrology reports concentrate 
on Grootfontein.17 Some hydrogeological uncertainty remains, but in 
general Grootfontein is technically well understood.15

Groundwater levels at Grootfontein have been falling since the early 
1980s, despite the relatively thorough hydrogeological understanding of 
the aquifer,15,17,20 its proximity and importance to a provincial capital, and 
the legal mechanisms intended to prevent overuse. Figure 2 summarises 
the records of 21 DWS groundwater-level monitoring stations within 
the Grootfontein aquifer. Blue columns show the difference between the 
mean of the first year’s readings and the mean of the last year’s readings 
for each record (about 0.44 m/a on average), and red columns show 
average decline based on a straight-line fit through each record (about 
0.46 m/a on average).15,17 Station record lengths vary between 16 and 
43 years. Higher average declines occur near the Grootfontein wellfield.17 
This overall decline has caused the failure of some boreholes abstracting 
water for Mahikeng, has increased costs and uncertainty for irrigating 

farmers, and has deprived Mahikeng of the reserve of groundwater that 
a higher saturated aquifer thickness would allow.

Sound technical knowledge of the aquifer, and legal provisions designed 
to prevent over-exploitation, plainly do not ensure sustainable use 
of Grootfontein groundwater. The question therefore arises: What is 
necessary for the successful management of the Grootfontein aquifer? 

Methodology
Research carried out between 2013 and 2015 aimed to understand 
the reasons for poor groundwater governance at Grootfontein. The 
existing extensive hydrogeological knowledge of Grootfontein implies 
that social and institutional dynamics underpin poor governance, rather 
than lack of technical knowledge. However, we also investigated the 
current hydrogeological understanding of the aquifer, because this 
understanding delineates physical limits to management interventions. 
A mixed-methods research approach was therefore used21, which 
combined social science and physical science techniques, in keeping 
with the principles of earth stewardship science22.

This research approach combined conventional hydrogeological methods 
(literature review, field sampling, and analysis of hydraulic parameters 
leading to a conceptual model and water balance), with 63 field interviews 
and participant observation.17 Participant observation means taking part in 
meetings as a recognised participant, for example a meeting called by DWS 
to discuss the aquifer, or a municipal water infrastructure tender briefing. 
This participation helped illuminate the day-to-day working environments of 
the main organisations involved in groundwater governance at Grootfontein, 
and the formal and informal interactions between these organisations. 
A combination of quantitative evidence (e.g. water levels, pumping volumes, 
chemical analyses) and qualitative evidence (e.g. interview responses, or 
the absence of a groundwater protection zone around a borehole) was used 
to corroborate conclusions in a process of triangulation.21

Figure 1:	 The Grootfontein aquifer and the dolomite outcrop near Mahikeng (boundaries after Holland and Wiegmans14).
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It became clear that both the social/institutional and the hydrogeological/
technical aspects of the aquifer’s functioning were important to any 
attempt to address the complexity of this resource. Indeed, the situation 
at Grootfontein can be characterised as a ‘hydro-social system’, 
meaning that these aspects influence each other in relatively complex 
and often counter- and non-intuitive ways. 

Whilst the social and institutional aspects appear to control the eventual 
outcomes regarding water use and water levels, the hydrogeology 
defines what is physically possible. Aspects of the hydrogeology also 
heavily influence the institutional features of the system. For example, 
the heterogeneity of hydraulic properties as a function of complex 
weathering and karst formation reinforces a common notion of the 
dolomite groundwater resource as mysterious and unreliable. We 
argue that knowledge of both the institutional and the hydrogeological 
aspects is necessary in order to understand the hydro-social system. 
No hierarchy is implied.

Results
Overview of the governance of the Grootfontein aquifer
Sweeping changes to South African water law since 1997 mean that 
ownership of water is now vested in the state via the Department of 
Water and Sanitation (DWS). The law specifies minimum volumes of 
water for environmental functioning and for basic human needs, which 
take precedent over other uses.23 All other water uses must be licensed. 
In practice, verification of licenced quantities (e.g. of irrigation boreholes) 
is rare, and penalties for over-abstraction are uncommon. The principle 
of subsidiarity or decentralisation is prescribed24, but most of the 
envisaged basin-level and local-level organisations have not emerged 
since the new legislation, which is now being revised25.

In particular, the National Water Act23 envisages Water User Associations 
(WUAs) as cooperative local associations of individual water users that 
manage water along integrated water resource management lines. WUAs 
were intended to replace the apartheid-era irrigation boards, emphasising 
equitable access to water and improving social outcomes. Constitution 
of the WUAs was very slow, with DWS concerned that proposed WUAs 

merely replicated former structures. No WUAs were ever approved for the 
aquifers of the North West dolomites, and today DWS no longer supports 
WUAs and is disbanding those that do exist elsewhere in the country.25 

Major stakeholders at Grootfontein with a direct influence on the 
groundwater abstractions include DWS, the irrigating farmers, the local 
and district municipalities, and the regional water board. Technical and 
policy advisors and consultants, and other government departments, also 
have a role. As described, semi-structured interviews and participant 
observation methods were used to gain insight into these stakeholders,17 
which are briefly summarised here: 

1.	 The two municipalities (Mahikeng Local Municipality and Ngaka 
Modiri Molema District Municipality, or NMMDM) are challenged 
by issues including internal organisation, budgeting, mandate and 
skills, and consequently struggle to fulfil their mandates. In 2014, 
NMMDM was placed under provincial administration.26

2.	 The regional water board, Sedibeng Water Board, has considerable 
technical resources and has received unqualified audits since 
2002.27 It took over the underperforming Botshelo Water Board in 
early 2015. Sedibeng Water Board’s responsibilities in Mahikeng 
include the two water treatment plants, the Setumo Dam, both 
wastewater treatment plants, and a portfolio of water reticulation, 
storage and metering assets. It also has responsibility for large rural 
areas with many small groundwater sources. It is focusing on the 
upgrade to the Mmabatho Water Treatment Works; management of 
the primary groundwater sources (the Grootfontein wellfield and the 
Molopo Eye) is carried out by DWS.

3.	 DWS, as the legal custodian of all water in South Africa, has ultimate 
responsibility for water resources such as Grootfontein, where it 
operates and manages the wellfield. It has an office in Mahikeng, 
and a small satellite office at the Grootfontein wellfield. In 2015, 
DWS was working on the proposed nine Catchment Management 
Agencies, with final responsibilities for licensing and control of local 
groundwater resources still to be resolved. DWS opposes WUAs 
because they are thought to replicate undesirable past modes of 
governance, but this policy has unintentionally contributed to the lack 
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Figure 2:	 Rates of water level decline for the Grootfontein aquifer.
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of effective local-level groundwater management organisations.17 
The emerging Catchment Management Agencies will eventually 
assume the WUA responsibilities, but in the meantime these 
functions are partly vested in Catchment Management Forums 
and Stakeholder Operating Forums hosted and organised by DWS. 
In general, these interim forums do not attract wide stakeholder 
support in Mahikeng, and are convened by relatively junior DWS 
personnel.17 Issues of internal organisation and mandate also 
challenge DWS,28 which in turn contributes to poor availability of 
internal hydrogeological data, inadequate protection measures at 
the Grootfontein wellfield, and poor verification and validation of 
groundwater abstraction licences.

4.	 Irrigating farmers at Grootfontein abstract most of the groundwater, 
mainly to feed centre-pivot irrigation systems.17 No effective forum 
exists to manage these groundwater abstractions, and irrigation 
abstractions are limited primarily by infrastructure characteristics, 
electricity prices and irrigation requirements. Farmers are not 
as homogeneous a group as is sometimes assumed, and farm 
incomes depend on groundwater irrigation to varying degrees. 
In some cases, irrigation could be substantially reduced with 
proportionately little impact on farm income, such as by changing 
crop types or by allowing fields to lie fallow in the dry winter months.

5.	 Other stakeholder groups at Grootfontein include technical 
consultants, international policy experts and other government 
departments (e.g. National Treasury) which, although they have 
little direct stake in Grootfontein groundwater, have significant 
long-term influence on groundwater policy and operations. On the 
other hand, numerous local households and small businesses (e.g. 
at Itsoseng) depend on Grootfontein groundwater; these users 
abstract small amounts that are critical to livelihoods, but have little 
influence on abstraction policy.

Analysis of governance at Grootfontein
Irrigating farmers at Grootfontein are reluctant to unilaterally reduce 
abstractions, without a similar gesture from DWS or from NMMDM as 
the water services provider. DWS and NMMDM consider some farmers 
to be in breach of abstraction licence agreements, but are reluctant to 
engage in legal or other actions to address this breach – a situation that 
is complicated by ongoing organisational changes at DWS, technical 
difficulties in assessing abstraction volumes, and poor relations between 
DWS and NMMDM.17 No effective local forum exists in which ‘win-win’ 
situations are debated – a situation exacerbated by the demise of WUAs 
in the North West dolomites and the inadequate interim replacements. 

Misperceptions about the aquifer potential are worsened by a lack of 
accessible abstraction and other hydrogeological data, although these 
data do exist. Institutional bias towards surface water inclines many 
stakeholders (including DWS) towards upgrading the Mmabatho Water 
Treatment Works at the Setumo Dam16, and even a pipeline from another 
catchment17. These surface water solutions also allow city officials to 
avoid tackling groundwater governance problems.

An analysis of the various stakeholders at Grootfontein was carried 
out, using the six institutional characteristics or ‘appropriator attributes’ 
suggested by Ostrom29 as a framework17. These six appropriator 
attributes are29: 

1.	 Salience: Appropriators depend on the resource system for a 
major portion of their livelihood or the achievement of important 
social or religious values.

2.	 Common understanding: Appropriators have a shared image of 
how the resource system operates and how their actions affect 
each other and the resource system.

3.	 Low discount rate: Appropriators use a sufficiently low discount 
rate in relation to future benefits to be achieved from the resource.

4.	 Trust and reciprocity: Appropriators trust one another to keep 
promises and relate to one another with reciprocity.

5.	 Autonomy: Appropriators are able to determine access and 
harvesting rules without external authorities countermanding them.

6.	 Prior organisational experience and local leadership: Appro
priators have learned at least minimal skills of organisation and 
leadership through participation in other local associations or through 
learning from approaches that neighbouring groups have taken.

If present in a group of common pool resource appropriators, these 
appropriator attributes ‘…enhance the likelihood of appropriators 
organising themselves to try to avoid the social losses associated with 
open access or rules that are not yet working well’29. It was found that 
the hydro-social system at Grootfontein does not possess any of these 
appropriator attributes, making it less likely that stakeholders would 
naturally organise themselves or collaborate to manage the aquifer 
sustainably.17 These appropriator attributes depend not only on the 
current characteristics of the appropriators (or stakeholders), but also 
on the history of interactions between them and various other factors. 
According to Ostrom, attributes are ‘…affected by the larger regime in 
which a resource and its appropriators are embedded’29.

The current situation can be described as a sub-optimal equilibrium or 
stalemate, in which major abstracting stakeholders have no incentive 
to reduce abstractions.17 Instead, stakeholders maximise abstractions 
whilst the resource lasts – a classic ‘tragedy of the commons’30. Sub-
optimal equilibria of this sort are sometimes known as Nash equilibria 
– a term originating in mathematical game theory and referring to 
situations in which ‘players’ perceive no advantage to changing their 
behaviour, despite a collective long-term sub-optimal outcome.31,32 As 
Nasar31 puts it:

Nash equilibria – defined as each player’s 
following his best strategy assuming that the other 
players will follow their best strategy – aren’t 
necessarily the best solution from the vantage 
point of the group of players. 

In order to break a Nash equilibrium and precipitate change, one ‘player’ 
or stakeholder needs to ‘make a move’ that may be disadvantageous in 
the short term. 

An effective local forum needs to intervene, and be backed by good data 
availability and with powers of coercion and (if necessary) enforcement. 
WUAs were originally conceived as such, but were never constituted. Of 
the major stakeholders, DWS has the best chance of convening, forming 
or otherwise presiding over such a forum.33 DWS is legally mandated 
to assume such a role, whereas other stakeholders are unlikely to 
intervene unilaterally. Irrigating farmers, the major users of Grootfontein 
groundwater, see eventual failure of the resource as possible, but have 
neither the internal organisational attributes nor external incentives to 
change their behaviour. 

The slow change from DWS regional offices to Catchment Management 
Agencies, the perception that the issues are being addressed by the 
Stakeholder Operating and Catchment Management Forums, internal 
organisational difficulties (e.g. in accessing data) and a lack of support 
from senior management mean that DWS is unlikely to make significant 
changes to the situation in the near future. The apportionment of blame 
for the situation, linked to the false promise of ‘hard-state’ authoritarian 
legal remedies34, feeds a zero-sum mentality and detracts from the 
complex and incremental task at hand17. Thus over-abstraction at 
Grootfontein is likely to continue.

The analysis described above has implications for hydrogeological 
research in South Africa, and also for the wider social, environmental and 
economic context. These implications are discussed in the next section.

Implications of the findings
Implications for hydrogeological research
The Grootfontein aquifer is well understood technically, and could provide 
a larger and more reliable supply of good quality water to Mahikeng.15 
Analysis of the complex web of organisations and stakeholders outlined 
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above suggests that the crux of the over-abstraction problem lies not 
in poor technical knowledge, but is in fact a more complex social and 
institutional issue. The problem is nevertheless often wrongly framed, 
explicitly or implicitly, as related to a lack of data or to the vagaries 
of a fundamentally capricious and unreliable aquifer. Calls for better 
understanding of the recharge, or more explicit delineation of the aquifer 
boundaries, inadvertently reinforce this misperception and detract from 
the central issue, which is that governance arrangements are inadequate.

The interdependence of the hydrogeology and the institutional framework 
for governance means that groundwater governance at Grootfontein 
(and elsewhere) can be described as a political economy issue. Political 
economy analysis examines institutional interactions and functioning 
in the context of how power is apportioned and finds traction.35 The 
technical (or hydrogeological) characteristics are only one component 
of the political economy of a groundwater supply system, but political 
economy issues are often ignored by technical specialists.

However, classic political economy analysis can place too little 
emphasis on the technical hydrogeology. At worst it tends to assume 
that water governance can be understood by examining only the 
institutional, economic and material circumstances of the participants, 
with the influence and feedback of the hydrological sphere relegated to 
the margins. It is convenient to see all water resources as essentially 
similar. The institutional or social sphere must in fact evolve alongside 
the physical characteristics of the hydrological system, or risk collapse 
when underlying hydrological assumptions prove false.

Hydrogeological characteristics provide a boundary of hydraulic 
possibility, but other factors control who abstracts how much 
groundwater, and when. This implies that any final ‘safe yield’ figure 
at Grootfontein (as elsewhere) will essentially be politically mediated – 
the ideal hydraulic figure may differ from the best figure in the wider 
institutional sense, particularly when multi-year aquifer changes are 
under consideration, and refinements to hydraulic figures are in any case 
consequent on feedback from ‘adaptive management’ arrangements.9,36

Most hydrogeological research at Grootfontein has been state funded, 
which implies a fundamental public interest. If hydrogeological research 
cannot be explicitly linked to public interest outcomes, then justifying 
and funding such research will become increasingly difficult. This in turn 
implies that hydrogeologists (and other technical specialists) should 
understand and even explicitly account for the political economy or 
institutional context of their work. Ignoring this context may damage the 
link between scientific research and public policy, or worse, erode the 
social licence to operate as publicly mandated researchers.

Implications for the environment and the economy
As Grootfontein illustrates, important groundwater supplies in South Africa 
have inadequate governance systems that enable over-abstraction. 
Inadequate groundwater governance in turn harms economic growth, food 
security, social stability, land reform, transformation and other sectors. 

Parts of Mahikeng are supplied with diluted wastewater, which is treated to 
obtain drinking water standards at the multimillion rand Mmabatho Water 
Treatment Works. At the same time, groundwater of excellent quality is 
being used to irrigate crops, including maize destined for cattle feed. 
Apart from the higher cost of treating wastewater, Mahikeng is dependent 
on a high-tech treatment plant that has failed in the past16 and may fail 
again. This situation also lowers the resilience of Mahikeng’s water 
supply system as a whole by increasing its vulnerability to unexpected 
shocks or outages. Mmabatho Water Treatment Works is technically 
sophisticated and well engineered, but all such systems depend on long 
institutional chains involving funding, staffing, consumables supply, 
maintenance and financing. Utilising the superior water quality and 
storage of the Grootfontein and other dolomite compartments would 
increase overall system resilience by incorporating passive systems 
requiring lower energy and capital inputs, such as back-up storage 
underground. The resilience of the town’s water supply system in turn 
impacts on the perceptions of residents, investors and businesses, and 
on the wider resilience of its economic and social functioning.

Environmental impacts of groundwater over-abstraction in the North 
West dolomites include the destruction of several large springs and 
associated wetlands and ecosystems (e.g. the Grootfontein Eye, the 
Lichtenburg Eye and the Polfontein Eye at Itsoseng). 

The Grootfontein hydro-social system is therefore a component of wider 
regional social-ecological-economic systems, each with a complex 
range of intermingled institutional characteristics as well as bounding 
technical or physical limits. Such systems are difficult to depict and 
characterise, and are inherently transdisciplinary. They are also dynamic 
in nature, and evolve in response to diverse forces. The discourse of 
‘resilience’ is useful when considering this bigger picture. 

Implications for resilience
Arising out of ecological studies and the sustainability discourse, resilience 
refers to the ability of a dynamic system to absorb shocks, as well as to 
the ‘capacity for renewal, re-organisation and development’37. Human 
societies are ultimately dependent on their ecological context38, and the 
profit-driven externalising of environmental damage may be ultimately 
self-limiting on aggregate39. A resilient social-ecological-economic 
system is one that adapts to shocks (e.g. droughts, pollution, commodity 
price collapse) and persists, whilst minimising adverse consequences 
(e.g. a rise in unemployment, or long-term ecological damage).

The economy is also important to resilience – economic dynamism is 
a pre-requisite for the political and social stability required to overcome 
complex long-term environmental problems. In some cases, resilience 
(and linked fields such as sustainability science) can put the cart before 
the horse, thereby reflecting a myth more common in the developed world 
that economic progress requires parallel environmental sustainability. 
Historically, economic development is more closely correlated with 
environmental devastation, at least in the short and medium term. Today, 
many economists believe that economic development can and should 
be delinked from unsustainable environmental exploitation, and there is 
an ethical case for this belief. Environmental devastation is also possible 
without catalysing economic development – an outcome unfortunately 
common across Africa.

Social-ecological-economic systems that are poorly understood, or 
are simplistically outlined based on convenient or politically expedient 
variables, are more vulnerable to unexpected ‘cascades of failure’ that can 
occur in complex systems in which linkages and feedback mechanisms 
are ill defined.40,41 A limited understanding of such systems reduces 
resilience as effectively as concrete factors such as drought or lack of 
finance, as it prevents optimal resource allocation and increases risk.

The problem is not unique to Grootfontein. We briefly describe two 
further examples that illustrate the linkages between poor groundwater 
governance in the North West dolomites and the wider social-ecological-
economic context:

1.	 Over-abstraction of groundwater from the dolomite aquifers in and 
around the town of Lichtenburg has been scientifically described 
since the 1960s,42 but never resolved. It has contributed to domestic 
water shortages, burning of peat deposits, concerns over the 
viability of dairying, irrigated agriculture, cement production and 
other economic activities, and the drying up of the town spring (the 
Lichtenburg Eye) and associated public amenity. It also contributes 
to a corrosive sense that the designated authorities fail to act in 
the public interest more generally. In the short term, these things 
incentivise further over-abstraction, also seen at Grootfontein. 
Long term, they fuel lack of investment and unemployment.

2.	 Poor management of groundwater levels in the Steenkoppies 
dolomite compartment near Krugersdorp threatens the viability of 
valuable irrigated agriculture as well as businesses and ecosystems 
downstream that depend on Magalies River water.43,44 It has led to 
de facto ‘management by court order’ in which potential partners 
in collaborative management shun each other, or threaten each 
other in court. The situation militates against the kind of economic 
dynamism, social cohesion and catalysing of opportunity necessary 
for the step-increase in the numbers of dignified, decently paid jobs 
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envisaged by the National Development Plan.45 Recognising key 
linkages between groundwater and other sectors is a first step to 
improving governance, and ultimately promoting a more resilient 
social-ecological-economic system at Steenkoppies.

Policy discussion
A key factor in North West dolomites groundwater governance prob
lems is the lack of true collaboration between local stakeholders and 
central authority. DWS’s decision to withhold official recognition of 
WUAs in the North West dolomites unintentionally contributed to the 
breakdown of formal local groundwater governance mechanisms, the 
de facto continuation of past modes of water use and governance, and 
a general cynicism and short-termism. This decision is justified on the 
grounds that the incipient WUAs were socially regressive, but the lack 
of an authoritative, speedy and effective replacement has inadvertently 
worsened the problem. New policies must be put into practice. As 
Aarnoudse et al.46 put it: 

New policies are not institutions as such. They first 
need to relate to existing patterns and structures 
and add to, synergise with or replace them in 
order to achieve institutional change.

Decentralised modes of governance imply theoretically lower transaction 
costs, better consultation and faster decisions, but a central authority 
is also needed to break logjams, and engage with, endorse and hold 
accountable local governance decisions in line with the democratic 
mandate.47 A central authority has a wider perspective of regional social-
ecological-economic systems, and can if necessary make decisions 
that increase overall resilience even when this might oppose parochial or 
short-term interests (e.g. in breaking local Nash equilibria). The National 
Water Act explicitly recognises this function of central government.23,24 
DWS has not always played this role in the North West dolomites33; even 
the verification and validation of large volume groundwater abstraction 
licences – a first step in effective governance – has faltered.

Collaboration between government departments (e.g. DWS; the 
Department of Rural Development and Land Reform; the Department 
of Agriculture, Forestry and Fisheries; the Department of Economic 
Development; and the National Treasury) and across spheres of 
government (e.g. between municipalities, provincial government and 
national government) is inadequate when it comes to groundwater 
governance, despite this resource underpinning many explicit goals of 
the various sectors. Such collaboration is essential if optimal social 
outcomes are to be achieved. The general problem of poor cross-
sectoral coordination in South Africa has been recognised in the National 
Development Plan45, but is particularly acute in the field of groundwater 
governance because groundwater is hidden from view, both physically 
and institutionally.17

The costs of less-resilient or more vulnerable social-ecological-economic 
systems, whilst difficult to quantify, are much higher than the costs 
incurred by effective management. The risks of water supply failure, with 
unpredictable implications, are also disproportionately borne by the poor 
and the vulnerable. Wealthier individuals and businesses can insulate 
themselves against water supply uncertainty (e.g. by installing on-site 
storage or household reverse-osmosis treatment systems), but in the 
long run society prospers or fails together.

In the absence of effective policy and action, there is an implicit endorse
ment of the potentially regressive and short-term modes of environmental 
governance that arise ad hoc, and that often owe much to past laws or 
past forms of social and demographic interaction. A ‘business as usual’ 
approach, based either on the absence of policy or on the division of 
the social-ecological-economic sphere into silos, is unlikely to bring 
about the kind of step change in environmental governance (and socio-
economic development) that is required to break the Nash equilibrium. 

Conclusions
Groundwater over-exploitation at Grootfontein is neither natural nor 
inevitable, but is the collective result of stakeholder actions and choices 

over many years. These actions are based not only on laws and formal 
water governance policies, but rely also on hierarchies of power, historical 
modes of thought and perception, short-term socio-political incentives, 
interference from other sectors (e.g. agriculture and land reform), and 
other institutional factors. These factors are less tangible and more 
controversial than the physical hydrogeology or water resource.

The Grootfontein hydro-social system responds to natural changes (e.g. 
droughts and recharge events) and to social or institutional pressures 
(e.g. over-pumping, availability of infrastructure funding, political 
priorities). Better management requires an understanding of both. The 
Grootfontein hydro-social system is in turn a component in wider social-
ecological-economic systems, whose resilience is important for national 
development and public outcomes.
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Smallholder farmers in developing countries are characterised by low uptake of improved farm inputs and 
weak links to markets. Among other reasons, the high transaction costs that these smallholder farmers 
incur, as a result of their location in remote areas, inadequate information and missing credit markets, 
inhibit them from participating in both input and output markets. Organising farmers into groups has been 
suggested as a potential mechanism for reducing transaction costs. Accordingly, farmer groups have 
been preferred channels for smallholder farmer support in South Africa, both by the government and 
donors. However, the impact of these groups on smallholder outcomes such as technology adoption is 
largely unknown. We investigated the extent to which membership in farmer groups influences the use of 
improved farm inputs such as inorganic fertiliser among smallholder farmers in South Africa. A sample 
of 984 households was analysed using the propensity score matching method. Group membership was 
found to play a positive role in inorganic fertiliser use with a 14% higher chance of inorganic fertiliser use 
among group members. Among fertiliser users, group members used 170 kg more inorganic fertiliser 
than did non-members. Further analysis indicated that the effect of group membership on inorganic 
fertiliser use was heterogeneous among group members. The results suggest that farmer groups play 
a positive role in the use of improved farm inputs in South Africa. For greater effectiveness of group 
membership, policymakers should target the less educated, increase the assets of the poor and improve 
access to extension and information.

Significance:
•	 The impact of farmer groups on smallholder outcomes such as technology adoption is largely unknown.

•	 Farmer groups were found to play a positive role in the adoption of agricultural technologies such as 
inorganic fertilisers.

•	 Effect of group membership on inorganic fertiliser adoption was heterogeneous among group members.

•	 Variables that should be targeted for greater effectiveness of collective action were identified.

Introduction
Smallholder farming plays an important role in the livelihoods of the poor in the developing world, in general, and 
in sub-Saharan Africa in particular. However, smallholder farmers face several constraints that have limited the 
effectiveness of their farming activities in alleviating the rural poverty and food insecurity challenges. They are often 
located in remote areas with poor infrastructure, inadequate information and imperfect or missing credit markets, 
which results in higher transaction costs.1-5 The higher transaction costs reduce their incentives for participation 
in both agricultural output and input markets. Moreover, these farmers are poorly endowed with assets and lack 
adequate access to government support services such as extension and training, which are important in alleviating 
the effects of high transaction costs.6-8 

Thus, the smallholder farmers in sub-Saharan Africa are characterised by low uptake of improved farm inputs 
and weak links to output markets.9-12 For example, whereas the average intensity of inorganic fertiliser use in 
Latin America and Asia is about 100 kg/ha, it is below 10 kg/ha in sub-Saharan Africa.9,13,14 In South Africa, the 
average inorganic fertiliser application rates of smallholders are significantly below the recommended levels for 
the respective agro-ecological regions in the country, and are too low and ineffective to sustain crop and soil 
fertility.15,16 There is therefore a need for mechanisms to address the challenges that smallholders face to enhance 
their market participation as well as increase their modern technology adoption rates to ensure that they benefit 
from these technological advancements.

Several studies have indicated that organising farmers into groups can play a significant role in reducing 
transaction costs and increasing farmers’ market participation and input use.2,4,5,7,8,17 Farmer groups can provide 
a variety of services that are key for market access, input use and improved welfare.4 For instance, buying inputs 
or selling outputs collectively results in economies of scale, which reduces transportation and transaction costs 
and increases bargaining power (resulting in favourable prices).17 Governments and development agencies all over 
the developing world are placing considerable emphasis on using collective action as a means of effectively linking 
smallholders with input and output markets.4,18-22 

The South African government has also been actively promoting collective action through groups among the 
smallholder farmers.15,23,24 For example, Output 5 of Outcome 7 of the government’s outcomes approach aimed 
to, among other targets, have at least 30% of smallholder farmers organised into producers’ associations or 
marketing co-operatives by 2014.24 These farmer groups are expected to give collective power in negotiations 
for inputs and marketing, thus enhancing the institutional environment for poverty reduction and sustainable and 
inclusive growth in the rural areas.24 Farmer groups are also the preferred channel through which most non-
governmental organisations (NGOs) and donors reach and support the poor with their food security and poverty 
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reduction interventions in the rural areas. Hence, several farmer groups 
and cooperatives have been formed in the smallholder sector. While 
some of the groups focus on one purpose (e.g. marketing), most of 
these groups are multi-purpose: helping the farmers access information, 
secure inputs as well as sell their produce.15 

Membership in these groups enables pooling of resources, sharing 
of information as well as collective bargaining, thereby increasing the 
participation of the smallholder farmers in both the input and output 
markets. The government as well as NGOs often give free and/or 
subsidised inputs, credit or training through these farmer groups. 
While organising farmers into groups may make service provision 
by government and NGOs easier in many respects, its impact on the 
farmers themselves is mixed.4,25 Literature is available on the impact of 
farmer groups in the output markets, and the results, although somewhat 
mixed, suggest a positive role of collective action on output market 
participation.2,21,26-28 However, few studies, such as Abebaw and Haile7 
have focused on the groups’ potential role in improving the adoption 
of modern technologies. While studies such as Abebaw and Haile7 are 
relevant, these studies should not be generalised because technology 
adoption is context specific.29,30 

In this study, we investigated the extent to which membership in farmer 
groups influences inorganic fertiliser use among smallholder farmers in 
the KwaZulu-Natal (KZN) Province of South Africa, using the propensity 
score matching technique. This study contributes to the literature in 
three ways. First, while previous technology adoption studies either 
failed to include group membership in their models, or did not control 
for its potential endogeneity in the models, as noted in Abebaw and 
Haile7, we controlled for potential endogeneity issues using propensity 
score matching. Propensity score matching pairs group members and 
non-members who have similar observable characteristics to control 
for endogeneity problems that arise from observable variables. Second, 
we did not assume that group membership has homogenous effects, 
but also investigated the heterogeneous effects of group membership 
on fertiliser use. That is, we asked: who is likely to benefit more from 
being a member of a group? This aspect is important for evidence-based 
policy and for better targeting of interventions meant to increase modern 
technology use among smallholder farmers.

Thirdly, we focused on smallholder farmers in KZN. To our knowledge, 
few studies on this subject, if any, have been done in South Africa in 
general and KZN in particular. We focused on KZN because smallholder 
farming is very important in the province, as most rural-based people are 
employed or self‑employed in this sector. According to StatsSA31, more 
than 28% of the households in KZN are directly involved in agriculture. 
The high unemployment rate (33%) in the province, especially among the 
youth (42%), has resulted in a number of household members who fail 
to secure employment in urban areas, returning to rural areas to engage 
in smallholder farming, among other economic activities.31 The other 
motivation for selecting KZN as the study area was that, even though it 
has a huge potential in agriculture owing to good, reliable rainfall (more 
than 1 000 mm a year), smallholder farmers have failed to tap into this 
potential because of, among other reasons, their use of rudimentary and 
out-of-date farming methods.32 According to KZN-DAE32, the agricultural 
output could be increased significantly if modern farming practices were 
adopted and the natural resources optimally managed for agriculture. 

Research methodology
Theoretical framework and selection of variables
Group membership was analysed as a choice problem within a random 
utility framework33, following previous literature2,7,17,34. According to the 
random utility theory, a farmer decides to be a group member if the 
expected utility from group membership (Ui

M) is greater than that of 
non-membership (Ui), i.e. a farmer chooses group membership if the 
expected net utility (Ui

M -Ui
N ) is greater than zero. The unobserved net 

utility can be expressed as a function of observable elements in the 
following latent variable model:

Ui
*  = βZi + εi, Ui = 1 if Ui

*  > 0	 Equation 1

where Ui is a binary indicator variable that equals 1 for household i in 
case of group membership and 0 otherwise; β is a vector of parameters 
to be estimated; Zi is a vector of household and farm characteristics; and 
εi is an error term.

Group membership is associated with potential costs (membership fees, time, 
etc.) and benefits (better access to information, inputs, collective bargaining, 
etc.), which may be perceived differently by different households.2,17 
Individual comparative advantage plays an important role in the choice of 
whether or not to join a group.2 Farmers incur different transaction costs 
because of heterogeneities in household resource endowments and 
access to information, which results in different market behaviour.1,2,35,36 
The selection of variables into the group membership decision model was 
based on previous literature.2,7,26,27,37 Table 1 presents the variables that were 
considered. These variables include personal details of household head 
and household characteristics (age, gender, education level, employment 
status, etc.), wealth and asset endowment (land size, livestock size, income, 
asset values, etc.), access to support services (extension, credit, training, 
information, etc.), infrastructural and/institutional support (irrigation, distance 
to the nearest all-weather road, location/district, etc.).

Table 1:	 Variables and their descriptions

Variable code Variable name and description

Outcome variable

FERTUSE Fertiliser adoption (1=adopter, 0=non-adopter)

FERTKG Amount of fertiliser used (kg)

Treatment variable

GROUP Farmer group membership (1=yes, 0=no)

Independent variable

AGE Age (years)

GENDER Gender (1=male, 0=female)

MARRIED Marital status (1=married, 0=unmarried)

EDUCAT Education level (years)

HHSIZE Household size (number of people)

LAND Land size (ha)

TLU Livestock size (TLUs)

ASSETS Value of household assets (ZAR)

TOTINC Annual total household income (ZAR)

EXTENSION Access to extension (1=yes, 0=no)

INFORM Number of information sources

CREDIT Access to credit (1=yes, 0=no)

TRAINING Access to agricultural training (1=yes, 0=no)

ROADDIST Distance to the nearest all-weather road (km)

FARMEXP Farming experience (years)

IRRIGAT
Access to water for irrigation purposes (1=yes, 
0=no)

EMPLOYED Off-farm employment (1=yes, 0=no)

BUSINESS
Ownership of small non-farm business (1=yes, 
0=no)

HGWALA District 1 (1=Harry Gwala, 0=otherwise)

UMZINYAT District 2 (1=Umzinyathi, 0=otherwise)

UTHUKELA District 3 (1=Uthukela, 0=otherwise)

UMKHANYA District 4 (1=Umkhanyakude, 0=otherwise)
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Personal characteristics of the household heads such as age, gender, 
marital status and education level determine group membership by 
influencing the opportunity cost of time and attitudes towards collective 
action.2,7,38 The outcome variables considered were the decision to 
use inorganic fertilisers and the amount used. The amount of fertiliser 
used applies to the adopters only, as the non-adopters do not have 
these figures.

Data
Data were collected from 984 farming households drawn from 
four districts in KZN. The survey was conducted using a multistage 
sampling technique. First, 4 districts were purposely chosen out of 
the 11 districts in the province. The four districts selected were Harry 
Gwala, Umzinyathi, Umkhanyakude and Uthukela. These districts have 
a significant number of rural households engaged in farming activities. 
Second, one local municipality was randomly selected for each district: 
the Ubuhlebezwe local municipality in the Harry Gwala district; the 
Msinga local municipality in the Umzinyathi district; the Jozini local 
municipality in the Umkhanyakude district; and the Imbabazane local 
municipality in the Uthukela district. 

Third, a total of 984 rural households were randomly selected from the 
four local municipalities. The list of farming households was obtained 
from the respective local offices of KZN’s Department of Agriculture. No 
stratification was done according to group membership (or any other 
variable), giving an equal chance for both group members and non-
members to be included. The total sample comprised 411 households 
from Ubuhlebezwe, 239 from Msinga, 143 from Jozini and 191 from 
Imbabazane. The number of households sampled was not proportional 
to the population sizes of the respective local municipalities, but was 
proportional to the number of farming households, as received from the 
local Department of Agriculture. 

The data were collected during the months of October and November 
2014 using a structured questionnaire. The questionnaire was 
administered by experienced enumerators who spoke the local 
IsiZulu language. These enumerators were trained before the survey. 
Questionnaire pre-testing, involving 15 rural households, was also done. 
The ambiguities or difficulties with regard to question wording were 
noted and remedied during questionnaire pre-testing. The questionnaire 
included household demographics and socio-economic characteristics; 
income and wealth endowment; institutional support services; 
membership in farmer organisations; and inorganic fertiliser use. The 
data on the use of chemical fertilisers refer to agricultural season prior 
to the survey, i.e. the 2013/2014 season. All procedures performed in 
the study were approved by the Human and Social Sciences Research 
Ethics Committee of the University of KwaZulu-Natal (reference number 
HSS/0027/015D). Informed consent of the study subjects was obtained 
and the principles of the 1964 Helsinki declaration were adhered to.

Propensity score matching
To investigate the impact of group membership on inorganic fertiliser 
adoption, we used the propensity score matching (PSM) method. This 
non-experimental approach is adopted because group membership 
is non-random, as an individual household decides to join a group 
voluntarily. As such, households which are group members might 
systematically differ from non-members in several socio-economic 
observable characteristics that may have a direct effect on inorganic 
fertiliser use. To the extent that group and non-members are different, 
simply computing the difference between the mean values of the 
outcome variable of interest of the two categories gives biased results. 
PSM identifies non-members of groups that are similar to members in 
their observable characteristics, and comparisons are made in the region 
of common support. Compared to estimates based on full samples, 
the impact estimates based on matched samples are less biased and 
more reliable.39,40

To apply PSM in this study, we assumed that our outcome of interest 
is the amount of inorganic fertiliser used. Further, we assumed that the 
amount of inorganic fertiliser used by group member i is Y1i. The amount 
of inorganic fertiliser used by a non-member is then assumed to be 

Y0i. Gi denotes group membership by household i, which can take two 
values: namely Gi = 1 if the household is a group member and Gi = 0 if 
the household is a non-member. Our interest was to evaluate the impact 
of group membership on those households that are group members. The 
focus is on estimating the average treatment effect on the treated (ATT), 
the expected treatment effect over the sample of group members, which 
is estimated as follows: 

ATT = E[Δi׀Gi=1] = E[Y1i,t ׀Gi=1] – E[Y0i,t ׀Gi=1] 	 Equation 2

where E[Δ׀Gi=1] is the expected treatment effect; E[Yi1׀Gi=1] is 
the amount of inorganic fertiliser used by the group members; and 
E[Yi0׀Gi=1] is the amount of inorganic fertiliser that would have been 
used by group members had they not been group members. The ATT 
captures the change in the amount of fertiliser (outcome) realised 
by households which are group members subject to their group 
membership status.

The fundamental evaluation problem is that of missing data.41 This 
is because the amount of inorganic fertiliser for the group members, 
had they not been group members, cannot be observed. Similarly, the 
amount of inorganic fertiliser used by the non-member households, 
had they been group members, cannot be observed. In other words, 
the treatment indicator takes either one or zero, but not both. The PSM 
procedure was used to generate the missing data.42-46 PSM can estimate 
the causal group membership impact as the difference between the 
amount of fertiliser used for the group members and what would have 
been the case if these members had not joined groups. Estimating the 
propensity score, which is simply the probability that a household is 
a group member, is a crucial step in using matching as an evaluation 
strategy. The logit model was used to generate the propensity scores 
as follows:

p(Zi)=Prob(Gi=1|Zi)	 Equation 3

where p(Zi) is the propensity score; Gi is group membership; and Zi are 
the observed household socio-economic characteristics affecting group 
membership.

According to Becker and Ichino47, an estimate of the propensity score 
is not enough to estimate the average treatment effect on the treated 
(ATT), because the probability of observing two units with exactly 
the same value of the propensity score is, in principle, zero. Various 
matching algorithms have been proposed in the literature to determine 
the region of common support. The most widely used are the nearest-
neighbour matching, radius matching, Kernel matching and stratification 
matching.41,47-49 

A matching estimator is considered good if, on the one hand, it does 
not eliminate too many of the original observations from the final 
analysis, while, on the other hand, it yields statistically equal covariate 
means for households in the treatment and control groups.7,50 The 
nearest-neighbour matching and Kernel matching are reported in 
this study. The nearest neighbour was chosen because it is generally 
used in practice because of its ease of implementation, while Kernel 
matching is a recently developed technique that is gaining popularity 
in non-experimental literature.41 The balancing property was selected 
in estimating the propensity scores. The use of the balancing property 
ensures that a comparison group is constructed with observable 
characteristics distributed equivalently across quintiles in both the 
treatment and comparison groups.41 

In constructing the matching estimates, the common support was 
imposed. The treatment observations with weak common support were 
dropped, as inferences can be made about causality only in the area of 
common support.48 All the standard errors were bootstrapped with 1000 
repetitions, as suggested by Smith and Todd41. The sensitivity of the 
estimated average adoption effects to hidden bias was tested using the 
Rosenbaum bounds sensitivity test.51 This test indicates how strongly an 
unobservable variable must influence the selection process to undermine 
or reverse the findings based on matching on observables.51-53 Previous 
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studies on group membership impacts such as Abebaw and Haile7, 
Cunguara and Darnhofer54 and Tilahun et al.34 have used the same 
approach to test for hidden bias in impact estimates. We focused on 
positive self-selection in search for evidence for overestimation of ATT, 
even though the Rosenbaum procedure provides bounds to both positive 
and negative self-selection. 

The estimation of ATT assumes a homogenous treatment effect among 
the group members. However, as explained in previous studies,7,40,54,55 
the treatment effects are not the same for all the different socio-
economic groups within the same treatment group. To investigate the 
extent to which the treatment effect on fertiliser adoption varies within 
group members, ordinary least squares regression of the household-
level treatment effect on some background characteristics of the group 
members was estimated.

Results and discussion
Descriptive statistics
Table 2 presents the descriptive statistics of the interviewed households 
according to group membership status. The table shows that 414 of 
the sampled households were group members, representing over 42% 
of the sample. Discussion with the group members indicated that most 
of these groups have not yet been formally registered, although there is 
a government effort to ensure that these groups are formally registered 

as cooperatives. The group members indicated that the groups render 
several services to their members, such as dissemination of price 
or market information, collective purchasing of input, output market 
access, credit and savings, training and information/experience sharing. 
Some of the benefits of group membership, according to the farmers, 
is that groups make it easier to access government or NGO support, 
as these bodies prefer to disseminate extension information, inputs and 
other forms of support to groups over individuals. The high proportion 
of smallholders who are members of farmer groups implies that the 
government’s drive to ensure that at least 30% of smallholders are 
members of groups may have been achieved in the study area. However, 
the process of formal registration is ongoing.

Table 2 shows that group members were more educated, had bigger 
households and were wealthier (in terms of land, livestock, assets 
and income) than the non-members. Table 2 also suggests that group 
members have better access to support services such as extension, 
information and credit. The non-farm business owners and those with 
more farming experience were less likely to be group members. Most 
sampled households in Uthukela and Umkhanyakude districts were 
members of the various farmer groups.

Table 2 also shows that inorganic fertiliser use is significantly different 
between group members (59%) and non-members (53%). Among the 
fertiliser users, the table indicates that the group members applied nearly 

Table 2:	 Descriptive statistics of sample households according to group membership status

Variable
Means t-test  

(X2 tests)Pooled sample (n=984) Group members (n=414) Non-members (n=570)

FERTUSE 0.56 0.59 0.53 3.86**

FERTKGa 245.40 357.21 172.85 4.37***

AGE 56.11 56.31 55.96 0.42

GENDER 0.47 0.50 0.44 4.46**

EDUCAT 4.67 4.95 4.47 1.78*

HHSIZE 7.04 7.70 6.56 4.98***

LAND 1.93 2.50 1.52 3.44***

TLU 3.53 4.95 2.49 2.18**

ASSETS 82 105.38 88 178.31 77 694.52 4.20***

TOTINC 46 757.43 51 581.08 43 253.93 3.97***

EXTENSION 0.57 0.68 0.49 35.38***

INFORM 2.28 2.65 2.01 9.37***

CREDIT 0.36 0.40 0.32 6.79***

TRAINING 0.41 0.57 0.30 76.63

ROADDIST 17.75 17.28 18.01 -0.31

FARMEXP 18.70 16.25 20.47 4.98***

IRRIGAT 0.46 0.48 0.45 0.86

EMPLOYED 0.20 0.19 0.21 0.22

BUSINESS 0.08 0.11 0.06 5.97**

HGWALA 0.42 0.17 0.60 180.60

UMZINYAT 0.24 0.26 0.23 0.94

UTHUKELA 0.19 0.28 0.13 35.79***

UMKHANYA 0.15 0.29 0.04 120.20***

aIndicates the 554 farmers who used inorganic fertilisers. 

Significant at the *10%, **5% or ***1% level.
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double the fertiliser quantities applied by the non-members. The box-
and-whisker plots in Figure 1 also show that group members used higher 
quantities of fertiliser than non-members, and that there were relatively 
higher variations in the fertiliser quantities used among group members 
than among non-group members. Figure 2 presents the plots showing 
the quantity of fertiliser used by farmers according to group status 
and district. Again, the figure shows higher levels of fertiliser use and 
variations among group members across all districts, with the exception 
of the Umzinyathi district. However, at this stage, the results should not 
be used to make inferences regarding the impacts of groups on improved 
agricultural technology adoption as confounding factors have not been 
controlled for, which is done through the econometric model later.

Determinants of group membership and estimation of the 
propensity scores
The logit model was estimated to investigate the factors associated 
with membership in farmer groups and compute the propensity scores. 

The results are presented in Table 3. The estimated model fits the data 
reasonably well as the likelihood ratio X2 is statistically significant 
at the 1% level and the model correctly predicts 80% of the sample 
observations. Most of the variables in Table 3 have the expected signs. 
The results indicate that group membership is significantly associated 
with a household’s demographic and socio-economic characteristics as 
well as access to support services.

Table 3 shows that, consistent with previous literature2,7,27, age is 
associated with increasing chances of group membership. An additional 
year is associated with an increase of 0.4% in the likelihood of group 
membership. This implies that older farmers are more inclined towards 
working as groups while the younger prefer working as individuals. 
The reason is that older farmers would have developed more contacts 
and trust, and have more positive attitudes to group membership than 
younger farmers. The insignificant coefficient of gender suggests no bias 
in group membership. This is in contrast to past studies2,7 which have 
indicated that female-headed households are less likely to join groups 
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Figure 1:	 Box-and-whisker plots showing the quantity of fertiliser used by farmers according to group status: 0 indicates non-members and 1 indicates 
group members.
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Figure 2:	 Box-and-whisker plots showing the quantity of fertiliser used by farmers according to district and group status: 0 indicates non-members and 
1 indicates group members.
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Table 3:	 Factors determining farmer group membership: logit model results

Variable
Coefficients Marginal effects

Value Standard error Value Standard error

AGE 0.028*** 0.008 0.004*** 0.001

GENDER -0.169 0.196 -0.025 0.029

MARRIED 0.269 0.184 0.040 0.028

HHSIZE 0.045* 0.025 0.007* 0.004

EDUCAT 0.039* 0.022 0.006* 0.003

LAND 0.364*** 0.085 0.055*** 0.012

TLU -0.014 0.014 -0.002 0.002

ASSETSa 0.224* 0.126 0.033* 0.019

INCOMEa 0.267* 0.149 0.040* 0.022

EXTENSION 0.275** 0.113 0.041** 0.020

INFORM 0.375*** 0.082 0.056*** 0.012

CREDIT 0.204 0.176 0.030 0.026

TRAINING 1.067*** 0.186 0.159*** 0.026

ROADDIST -0.010*** 0.002 -0.002*** 0.000

FARMEXP -0.026*** 0.007 -0.004*** 0.001

IRRIGAT 0.115*** 0.016 0.017*** 0.006

EMPLOYED -0.208 0.243 -0.031 0.036

BUSINESS 0.921*** 0.334 0.138*** 0.049

HGWALA -2.063*** 0.251 -0.308*** 0.032

UTHUKELA 0.025 0.269 0.004 0.040

UMKHANYA 1.789*** 0.352 0.267*** 0.049

_CONSTANT -8.119 1.922

Pseudo R2 0.332

Likelihood ratio X2 249.59***

% predicted correctly 0.80

aAssets and income values were logged.

Significant at the *10%, **5% or ***1% level.

than male-headed households because women face higher opportunity 
costs of time as a result of family responsibilities in addition to farming, 
reducing their incentives for group membership.

In line with studies such as Bernard and Spielman’s26 and Fischer and 
Qaim’s2, the results indicate that household size is positively associated 
with group membership. Presumably, bigger households are more 
likely to participate in groups as a consequence of labour availability. 
Education, as a proxy of human capital, is also positively associated 
with participating in groups because the more educated are more 
likely to understand and interpret information better, which will result 
in them facing lower transaction costs and benefiting more from the 
group membership. Table 3 shows that increasing land size is positively 
correlated with membership in farmer groups. An increase of 1 ha is 
associated with an increased chance of group membership of 5.5%. 
The net benefits of farmer group membership increase with increasing 
farm size, possibly because bigger farms signify increased agricultural 
production potential. As membership costs are usually fixed, farmers 
who produce more are likely to benefit more from the groups. 

The same pattern also applies to other proxies of physical and financial 
capital such as asset values, income, irrigation access and ownership 
of non-farm micro-businesses. The positive relationship between 
physical as well as financial capital and group membership has been 
shown by several past empirical studies.2,7,17,26,27,34,56 The reason is that 
gains from participation in farmer groups are larger if a household owns 
complementary assets that enhance successful cooperation.

Access to support services such as extension, information services and 
training are associated with increased likelihood of group membership. 
Such services ease access to relevant information about the benefits of 
group membership. This is in line with previous literature.7,34 In South 
Africa, extension officers have been in the forefront of promoting group 
formation as the government prefers working with farmer groups. As 
such, extension officers are likely to influence the farmers they contact 
to form groups. Training also increases the chance of group membership 
by close to 16%. A counterintuitive result in Table 3 is that distance to the 
nearest all-weather road has a significant and negative effect on group 
membership. One would have expected that farmers furthest from all-
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weather roads are more likely to join groups to alleviate transportation 
costs. A plausible explanation is that farmers in isolated areas do not have 
access to enough information about the benefits of group membership. 
This is unfortunate, as these are the farmers who would benefit the most 
from group membership (Table 7). 

Farming experience is associated with decreasing chances of group 
membership. This suggests that experienced farmers would have 
developed enough individual capacity such that they prefer to work as 
individuals. The results also show location effects as district dummies, 
which were included to account for unobserved agro-climatic, 
institutional, market access and socioeconomic heterogeneities among 
the sample districts, were significant. In comparison to farmers located 
in the Umzinyathi district, farmers in Harry Gwala were less likely to 
participate in groups, while those in Umkhanyakude were more likely to 
participate. In summary, the logit results show that group participation 
was biased towards the educated, the relatively wealthier households and 
households with access to support services such as extension, training 
and information. Previous studies have also reported that the poor and 
uneducated tend to be excluded from membership in farmer groups.7,26

Impact of group membership on inorganic fertiliser use
The PSM method was employed to estimate the impact of group 
membership on the probability and level of inorganic fertiliser use. Table 
4 shows the impact of group membership on fertiliser use probability. 
The impacts are estimated using both nearest-neighbour and kernel 
matching to ensure robustness.

Table 4:	 Impact of group membership on the probability of inorganic 
fertiliser use

Matching method
Number of households

ATT t-test
Treatment Control

Nearest neighbour 414 158 0.140 (0.063) 2.210**

Kernel matching 414 461 0.148 (0.052) 2.849***

Significant at the **5% or ***1% level.

Table 4 shows that both the matching estimators yield similar results and 
that group membership has a positive and statistically significant effect 
on the probability of inorganic fertiliser use. The results indicate that the 
fertiliser use rate would be 14% lower if the farmers had not participated in 
farmer groups. The Rosenbaum bounds sensitivity analysis showed that 
the conclusion would change at a bounds statistic (Γ) of 2.35. This implies 
that the results are only sensitive to a hidden bias that would more than 
double the odds of being a group member. Therefore, it is concluded that 
the results are not very sensitive to hidden bias, because it would require 
more than 130% of bias to reverse the conclusion.

Table 5 shows the impact of group membership on fertiliser use level. The 
table shows that the fertiliser use level would have been between 134 kg 
and 168 kg lower had farmers not joined farmer groups, indicating the 
positive role that farmer groups play in fertiliser use. Rosenbaum bounds 
test showed that the conclusion would change at Γ=4.35, implying that 
the results are not very sensitive to hidden bias because it would require 
more than 300% of bias to reverse the conclusion.

Table 5:	 Impact of farmer group membership on inorganic fertiliser use 
level

Matching method
Number of households

ATT t-test
Treatment Control

Nearest neighbour 218 88 167.41 (52.95) 3.161***

Kernel matching 218 288 134.23 (49.60) 2.706***

Significant at the ***1% level.

To further evaluate the reliability of the above reported estimates, the 
balancing tests based on nearest neighbour were done and the results 
are presented in Table 6. The table shows that, after matching, both group 
members and non-members have characteristics that are statistically 
similar. The test for equality of the two group means shows that there 
is no statistically significant difference between members and non-
members after matching. This contrasts with the unmatched sample 
presented in Table 2 which indicated statistically significant differences 
in several covariates between the two groups. The standardised 
differences (% bias) for the mean values of all the covariates between 
members and non-members are below 20%, implying that the balancing 
requirement is adequately satisfied.57

Table 6:	 Test of matching quality

Variable
Means

% Bias
% 

Reduction 
|bias|

p-value of 
equality of 

meanMembers Non-members 

AGE 56.31 55.60 5.4 -99.8 0.42

EDUCAT 4.95 5.14 -2.4 68.3 0.50

HHSIZE 7.70 7.71 -4.6 59.6 0.97

LAND 2.50 3.14 -13.5 68.7 0.23

TLU 4.95 4.18 4.1 68.8 0.57

ASSETSa 11.25 11.31 -9 66 0.11

TOTINCa 10.65 10.60 7.9 46 0.24

EXTENSION 0.68 0.71 -7.5 81 0.26

INFORM 2.65 2.74 -8.7 85.7 0.19

CREDIT 0.40 0.36 9.1 46 0.20

TRAINING 0.57 0.53 10.1 82.6 0.16

ROADDIST 17.28 17.83 -1.4 31.7 0.84

FARMEXP 16.25 15.60 5 84.5 0.43

IRRIGAT 0.48 0.44 7.3 -21.6 0.30

EMPLOYED 0.19 0.16 8.5 -181.2 0.20

BUSINESS 0.11 0.10 2.6 83.2 0.73

HGWALA 0.17 0.17 0 100 1.00

UTHUKELA 0.28 0.30 -4.3 88.9 0.59

UMKHANYA 0.29 0.29 0 100 1.00

aAssets and income values were logged.

Impact heterogeneity
To investigate the extent to which the treatment effect on fertiliser 
adoption differs among group members, the ordinary least squares 
regression was estimated and results are presented in Table 7. The table 
shows that the impact of group membership is not the same among 
members. The results show that group membership increases inorganic 
fertiliser use more for the less educated than for those with more 
education. This is, as explained by Abebaw and Haile7, an important 
result as the poorly educated are less likely to adopt improved farm 
inputs as a result of their limited ability to understand and interpret new 
information on technologies. The impact is also larger for those with 
smaller household sizes and those households with more land and 
assets and fewer livestock. This result suggests that group membership 
benefits the richer more than it does the poorer.
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Table 7:	 Heterogeneous fertiliser use impacts among group members

Variable Coefficient Standard error

AGE -0.001 0.002

GENDER -0.039 0.053

MARRIED -0.015 0.051

EDUCAT -0.012* 0.006

HHSIZE -0.013** 0.006

LAND 0.025*** 0.008

TLU -0.004** 0.002

ASSETS 0.097*** 0.036

INCOME 0.052 0.038

EXTENSION 0.090* 0.055

INFORM 0.043* 0.022

CREDIT 0.043 0.048

TRAINING -0.067 0.048

ROADDIST 0.002*** 0.001

FARMEXP 0.006*** 0.002

IRRIGAT 0.156*** 0.047

EMPLOYED -0.073 0.073

BUSINESS 0.275*** 0.091

HGWALA 0.047 0.076

UTHUKELA 0.344*** 0.067

UMKHANYA -0.117* 0.070

_CONS -1.335 0.529

N 414

F 6.16***

R2 0.248

Significant at the *10%, **5% or ***1% level.

The farmers with access to extension and information would benefit 
more from farmer groups, as would farmers with access to irrigation. 
The results also suggest that the impact of farmer groups on inorganic 
fertiliser adoption is larger for experienced farmers, farmers located 
further from all-weather roads and owners of small, non-farm 
businesses. The greater impact of group membership for the farmers 
further away from all-weather roads suggests that groups contribute 
towards alleviating the transaction costs that these isolated farmers 
face. The fact that gender is not significant suggests that the impact of 
farmer groups on fertiliser adoption is the same for both male and female 
farmers, indicating no gender bias.

Conclusions and policy implications
The South African government has identified increased smallholder 
productivity and commercialisation as an integral part of the strategy 
for stimulating rural economic development and reducing poverty. 
The government has also invested considerable effort in organising 
smallholder farmers into groups to establish an enabling institutional 
environment for agricultural intensification and achieving sustainable, 

inclusive and better growth in the sector. Limited research has 
investigated the role of these farmer groups in improving the adoption 
of modern farm inputs. We investigated the impact of groups on the use 
of inorganic fertilisers using cross-sectional data from 984 households 
and the PSM technique.

The empirical results indicate that participation in farmer groups 
significantly and positively influences fertiliser use. Group membership 
improves the average fertiliser application rate by about 14%, and 
the fertiliser use level by 134–168 kg. The Rosenbaum bounds tests 
indicate the impact estimates obtained using the PSM approach were 
robust to hidden bias. The results also show greater group membership 
impact for the less educated, the wealthier (more land and assets), the 
irrigators, those with access to extension and information and those 
located further from all-weather roads. The findings suggest that the 
government’s strategy of organising farmers into groups for improved 
smallholder production activities should continue, as groups raise the 
demand for improved farm inputs such as inorganic fertilisers. For 
greater effectiveness of membership of groups in improving modern 
technology adoption among smallholders, policymakers should target 
the less educated, increase the assets of the poor and improve access 
to extension and information. 
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Statistically significant Pareto-like log-log rank-size distributions were recorded for population and 
enterprise agglomeration in the towns of three different regions of South Africa, and are indicative of 
skewed distributions of population and enterprise numbers in regional towns. There were no distinct 
differences between groups of towns of regions from different parts of the country. However, the regional 
agglomerations differed from those of groups of towns randomly selected from a database. Regions, 
therefore, appear to have some uniqueness regarding such agglomerations. The identification of Zipf-like 
links between population and enterprise growth in regional towns still does not fully explain why some 
towns grow large and others stay small and there is a need to further explore these issues. The extreme 
skewness in population and enterprise numbers of different towns’ distributions should, however, be 
considered in local economic development planning and execution.

Significance:
•	 This contribution illustrates that the populations and enterprises of South African regional towns are 

distributed in orderly ways (called Pareto distributions) that result in some being large/many and others 
small/few. 

Introduction
Accounting for the way populations are distributed over different geographical locations and their evolution over 
time is important. The distribution of populations across geographical areas is not random1: there is a strong 
tendency toward agglomeration, i.e. populations are concentrated within common restricted areas such as cities, 
which results in a few large cities and many smaller cities. This striking pattern of geographical agglomeration is 
called Zipf’s law for cities.2 For instance, the size distribution of cities in the USA is startlingly well described by 
a simple power law,3 which essentially states that the probability that the size of a city is greater than some S is 
proportional to 1/S. Zipf’s law is a special case of a Pareto distribution.4

Although normal (Gaussian) distributions and related quantitative methods are still relevant for a significant portion 
of organisational research, the increasing discovery of power laws signifies that Pareto rank-frequency distributions 
are pervasive and indicative of non-linear organisational dynamics.4 Researchers ignoring Pareto distributions risk 
drawing false conclusions and promulgating useless advice to practitioners. Most managers face extremes, not 
averages.4 Morudu and du Plessis5 reported Pareto rank-frequency distributions for population, employment and 
gross economic value addition data of municipalities in South Africa. Their results hint of a limited impact of 
national policies such as GEAR (the Growth, Employment and Redistribution), ASGISA (Accelerated and Shared 
Growth Initiative for South Africa) and NGP (the New Growth Path) plans since 2001, and the marginal spatial 
impact of local economic development plans on economic variables at municipal level.

Patterns of a few large towns and many smaller ones have also been observed in regional studies of South African 
towns.6-12 It is unknown if these patterns adhere to a rank-size distribution consistent with Zipf’s law. Considering 
the above warning4 and the implications reported for municipalities5, it is necessary to investigate the possible 
presence of Pareto (Zipf-like) population and/or enterprise distributions in the towns of South African regions. The 
presence of linear regularities (proportionalities) in the form of statistically significant correlations between the 
demographic and entrepreneurial characteristics of South African towns7-19 could signal the possible presence of 
Pareto rank-size distributions in regions. 

Knudsen20 examined the size distribution of cities in Denmark by way of three questions: (1) Does Zipf’s law 
apply to the population distribution of Danish cities? (2) What are the implications of Zipf’s law for models of local 
growth? (3) Is there a Zipf’s law for firms? Knudsen found that Zipf’s law applies to Danish cities and that the size 
pattern of more than 14 000 Danish production companies follows a rank-size distribution consistent with Zipf’s 
law. He did not examine the distribution patterns of the number of enterprises in Danish cities.

Knudsen’s approach20 provided guidance to this investigation about possible Pareto population and/or enterprise 
distributions in the towns of South African regions, i.e. the use of questions to examine the distribution patterns. 
The following questions were examined: (1) Does Zipf’s law or Pareto rank-size distributions apply to the population 
distribution of towns in different regions of South Africa? (2) If Zipf’s law (or a Pareto rank-size distribution) 
applies to town populations, does it also apply to the number of enterprises in these towns? (3) If Zipf’s law 
(or a Pareto rank-size distribution) applies to populations and/or enterprises, do different regions differ from one 
another (in other words, do they have uniqueness)? (4) Should such distributions, if they exist, be considered 
in local economic development planning and support? The purpose of this contribution is to provide answers to 
these questions.

Approach used in this contribution
Previously studied towns of three different regions of South Africa were selected for this analysis (Table 1). 
The first group includes 12 towns of the Eastern Cape Karoo (EC Karoo) that have previously been extensively 
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studied.6,9 These studies included an analysis of data covering almost a 
century (1911 to 2006).11 The second group includes 29 Karoo towns 
included in a recent Shale Gas Strategic Environmental Assessment of 
the Karoo.21 Further study of these towns could provide information 
essential for decision-making about shale gas production. The third 
group includes the towns of the Gouritz Cluster Biosphere Reserve 
(GCBR) in the southern Cape.22 

Table 1:	 The towns of the Eastern Cape Karoo (EC Karoo), the strategic 
environmental assessment (SEA) study area and the Gouritz 
Cluster Biosphere Reserve (GCBR). Towns that fall into two of 
the three regions are indicated in bold.

No. EC Karoo SEA study area GCBR

1 Aberdeen Aberdeen Albertinia

2 Cradock Beaufort-West Barrydale

3 Graaff-Reinet Burgersdorp Calitzdorp

4 Hofmeyer Carnarvon De Rust

5 Jansenville Colesberg Great Brak River

6 Middelburg Cradock Heidelberg

7 Pearston Fort Beaufort Ladismith

8 Somerset East Fraserburg Montagu

9 Steynsburg Graaff-Reinet Mossel Bay

10 Steytlerville Hofmeyr Oudtshoorn

11 Venterstad Jansenville Prince Albert

12 Willowmore Klipplaat Riversdal

13 Lady Frere Stilbaai

14 Laingsburg Swellendam

15 Loxton Uniondale

16 Merweville

17 Middelburg

18 Murraysburg

19 Nieu-Bethesda

20 Noupoort

21 Pearston

22 Prince Albert

23 Queenstown

24 Richmond

25 Somerset East

26 Steynsburg

27 Sutherland

28 Victoria West

29 Williston

Population and enterprise distribution in cities
Why do cities exist, and why do they vary in size? These fundamental 
questions have received a considerable amount of attention from regional 

and urban economists in recent years.23 Cities are thought to arise to 
give consumers easy access to a large variety of goods or because of 
the ‘external’ effects of consumer location or because of the advantages 
of proximity of consumers to their workplaces. Although these reasons 
are probably important, Brakman et al.23 believe they do not explain why 
cities are spread out unevenly across space or explain why systems of 
cities exist.

Already in 1682, Alexandre Le Maitre remarked on a systematic pattern in 
the size distribution of French cities.1 Power laws were discovered more 
than a hundred years ago by Vilifredo Pareto.24 Felix Auerbach, in 1913, 
and George Kingsley Zipf, in 1949, formally established an empirical 
regularity: the sizes of the large cities are inversely proportional to their 
ranks.1 The proportionality of rank and size implies a power distribution 
with exponent equal to one – a phenomenon that became known as 
Zipf’s law for cities, a special case of a Pareto distribution. It is a striking 
pattern of agglomeration that may well be the most accurate regularity 
in economics and it holds for many countries and dates.2 If a sample of 
cities is ranked according to population size and presented as a graph 
of log population size (independent variable) and log rank (dependent 
variable), a straight line with slope -1 indicates a Zipf distribution.23 If 
the slope is higher than one, cities are more dispersed than predicted by 
Zipf’s law, and if the slope is less than one, cities are more even-sized 
than the prediction.23 

The reason for the existence of Zipf’s law for population distribution 
is still rather obscure and Krugman3 remarked: ‘At this point we are in 
the frustrating position of having a striking empirical regularity with no 
good theory to account for it.’ However, Gabaix2 stated that the reason 
why cities become large is essentially because of inertia in the creation 
of jobs: the number of new jobs is roughly proportional to the number 
of existing jobs. Eeckhout1 remarked that once population mobility is 
understood, the underlying economic mechanisms can be examined. 
Agglomeration and residential mobility of the population between 
different geographical locations are tightly connected to economic 
activity; the evolution of the population across geographical locations is 
an extremely complex amalgam of incentives and actions taken by many 
individuals, enterprises and organisations.

A pattern of some large towns combined with a number of smaller 
towns is also present in the three regions under consideration here. 
However, it is not known if there are Pareto rank-size regularities as far 
as populations are concerned, and, if present, whether they adhere to 
Zipf’s law or differ from one another.

What about enterprise development? Axtell25 mentioned that Gibrat 
reported a lognormal distribution of the sizes of French industrial firms 
in 1931. Such a distribution was later also recorded in the UK.26 Axtell27 
reported that the distribution of US firm sizes closely followed the 
Pareto distribution with an exponent near unity, i.e. the Zipf distribution. 
Knudsen20 reported that the size distribution of Danish production 
companies had a strong fit with a Pareto rank-size distribution with an 
exponent of 0.741.

No record was found that the distribution patterns of the number of 
enterprises in countries or regions have received research attention. 
Given the statistically significant relationships between population sizes 
and enterprise numbers frequently recorded for South African towns,7-19 it 
is clear that town size (measured by the population number), the creation 
of jobs, and thus enterprise numbers and entrepreneurial decisions, have 
similar variance patterns. It is, therefore, also necessary to examine if 
the enterprise numbers of regions have Pareto rank-size distributions. If 
they do, such regularities could be used in development decisions and 
support as suggested by Andriani and McKelvey4 and used by Morudu 
and du Plessis5.

EC Karoo towns
The EC Karoo and its 12 towns (Table 1) provided the focus of a number 
of studies.6,9,11 This area is a sub-region of the Karoo, wholly included 
in the Eastern Cape Province. Its selection for study by Nel and Hill6 
was based on the availability of comparable and continuous census data 
records over an extended period. They identified the following trends 
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based on nearly 100 years of continuous records: shifts in agricultural 
production, small town and rural population change, and evolving small 
town economies. The 12 towns were also used in a study of enterprise 
proportionality phenomena in small towns of the EC Karoo.9 The towns’ 
enterprises were identified, enumerated and classified into different 
business sectors. Statistical analyses were used to examine the enterprise 
dynamics. Regional proportionalities, i.e. fairly constant ratios between 
business sector enterprise numbers and total enterprise numbers in the 
towns, were used to construct a ‘regional enterprise structure’. 

The 12 towns have also been used to address the question of whether 
the proportionality between population numbers and enterprise numbers 
in South African towns was present at earlier times. Access to the 
century-long database of Nel and Hill6 enabled such a study.11 Ten data 
sets were extracted in which the years of the population estimates and 
enterprise counts in a specific data set differed by at most 2 years. 
Proportionalities were present over the century and a detailed picture of 
the relationship between population dynamics and enterprise dynamics 
was developed.11 The Nel and Hill6 data sets also lend themselves to 
examination of the time-dependence of rank-size distributions of the 
population and enterprise numbers of the EC Karoo. This region was 
chosen as the first region in the present study.

Karoo towns
The Karoo, which occupies some 40% of the surface area of South Africa, 
has a continuous census record and a network of small towns of 
differing sizes, which made it a suitable area to research aspects of 
small town development.28 In addition, shale gas development in the 
Karoo is being considered by the South African government. An area 
of 171 811 km2 of the Central Karoo, delimited by the applications for 
exploration rights for shale gas lodged by different companies, plus a 
20-km buffer, constituted the study area of a strategic environmental 
assessment that considered shale gas development in the Karoo.21 The 
study area includes 29 towns (Table 1). 

The Karoo was slowly urbanised after 1785 when its first town, Graaff-
Reinet, was founded.29 By 1850 only 10 of the selected 29 towns had 
been founded, but, with a couple of exceptions, all had been founded 
by 1900. These towns exhibit a spread of population and enterprise 
sizes that raises a question about the possible presence of rank-
size distributions.

There is an overlap of nine towns between the groups of the EC Karoo 
and the strategic environmental assessment study area (Table 1). 
This overlap was considered acceptable because comparison of the 
results for the two groups would help to determine if specific rank-size 
distributions, if present, are typical of a specific region. The shale gas 
development strategic environmental assessment study area, with its 29 
towns, was selected as the second region in this study.

The Gouritz Cluster Biosphere Reserve
The GCBR is located in the southern Cape area of South Africa. 
It is globally unique as it is the only area in the world where three 
recognised biodiversity hotspots converge: the Fynbos, Succulent 
Karoo and Maputaland-Tongoland-Albany hotspots.22 Two mountain 
ranges (the Swartberg Mountains in the north and the Langeberg/
Outeniqua Mountains in the south) separate the GCBR into two separate 
geographical sub-regions. To the north and nestled between the 
Swartberg and the Langeberg/Outeniqua/Tsitsikamma mountain ranges 
lies a semi-arid to arid valley, the Little Karoo.30 In the south lies a more 
verdant coastal plain bordered by the Langeberg mountains in the north 
and the Indian Ocean in the south. 

Urbanisation of the GCBR was also slow. Only one town, Swellendam, 
had been founded by 1800 for administrative purposes.29 By 1850 there 
were only five towns but thereafter the pace of urbanisation increased to 
the extent that all 15 of the GCBR towns (Table 1) had been founded by 
1900. Most of these towns were founded to cater for a rural population’s 
needs of religious services and not for commercial reasons.29 The GCBR 
was selected as the third region of this study.

Methods
Population size rank-size analyses
Population numbers for 1946 were obtained from a government report 
which provides information from 1904 to 1970.31 Population numbers 
for 2001 and 2011 of the towns were sourced from a German website.32 
Population estimates for 2014 or 2016 were based on 2011 data 
extended by the growth rate between 2001 and 2011.

The towns of each of the regions for a specific year were ranked from 
highest to lowest according to their population numbers. The following 
regression was then calculated for each time period and region:

Log rank1,2…n = a – b(log population size1,2…n)	 Equation 1

where a is the intercept, b is the regression coefficient and n is the 
number of towns in a region. Microsoft Excel software was used for 
the calculations.

Enterprise numbers rank-size analyses
Enterprise numbers for 1946/1947 and 2013/2014 or 2015/2016 of 
towns of all three regions were determined according to the methods of 
Toerien and Seaman7, using telephone directories for the specific year.

The towns of the different regions for a specific year were ranked from 
highest to lowest according to their enterprise numbers. The following 
regression was then calculated for each time period and region:

Log rank1,2…n = a – b(log enterprise numbers1,2…n)	 Equation 2

where a is the intercept, b is the regression coefficient and n is the 
number of towns in a region. Microsoft Excel software was used for 
the calculations. 

Time dependence of rank-size distributions
Once statistically significant Pareto rank-size distributions were recorded, 
it became necessary to test the time dependence of such distributions. 
The database of Nel and Hill6 was used to extract population and 
enterprise data for the 12 EC Karoo towns and their associated rural 
areas for selected years during 1911 to 2004. Twelve of the years were 
selected for the population analyses and ten years were selected for the 
enterprise analyses.

Are regions unique?
Once statistically significant Pareto rank-size distributions were 
recorded, it also became necessary to test the uniqueness of a region’s 
population and enterprise distribution. It is possible that the towns in a 
region are analogous to a random selection of towns from a database. 
To test this possibility, six random selections were made of towns from a 
database of 206 South African towns that contains, among others, 2011 
population and recent enterprise data for each town. The selected towns 
and their population and enterprise numbers are presented in Table 2. 
The rank-size distributions of population and enterprise numbers of each 
selection were analysed as described earlier. 

It was hypothesised that if there are links between the towns of a 
region resulting in unique rank-size distributions, the same would not 
be observed for random selections of towns. The null hypothesis was 
that a random selection of towns from the database would not result 
in statistically significant rank-size distributions and/or dissimilar 
regression coefficients.

Results
Population rank-size distributions
Pareto power laws describe the rank-size relationships of populations of 
the towns of the three regions for the respective years (Table 3). Figure 1 
illustrates this relationship for the towns of the GCBR in 2013/2014. In all 
cases, except the GCBR towns in 1946, more than 90% of the variation was 
explained (see R2 in Table 3). There is clearly significant orderliness in the 
population agglomeration patterns of the South African regions investigated.
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The exponent of Zipf’s law for the population distribution of cities is 
normally -1 or close to it.23 The regions investigated here do not rigidly 
exhibit Zipf’s law because their coefficients are lower than -1 (Table 3). 
Their Pareto rank-size distributions are nevertheless reasonably close 
to Zipf’s law and predict that a lower-ranked town in the three regions 
investigated here would have from 55% to 62% of the population of a 
town just above it in the rank (Table 3).

To examine the time dependence of the population rank-size distribution, 
use was made of the database for the 12 EC Karoo towns of Nel and Hill.6 
Urban and rural population data recorded by Nel and Hill6 of 12 different 
years between 1911 and 2004 for the 12 towns were subjected to the 

same rank-size analyses described earlier. The results are presented in 
Table 4.

With the exception of 1911, more than 90% of the variation for every year 
was explained (see R2 in Table 4). The results substantiate the finding 
that the population rank-size distribution follows a Pareto power law 
(Table 4) and indicate that the relationship holds true over time. Changes 
in the regression coefficient show a definite pattern. It changed from -1.2 
in the early 1900s to about -0.9 by the early 2000s. As a consequence, 
the population ratio of a lower-ranked town to a town ranked just above 
it has changed from about 40% in the early 1900s to just over 50% by 
the early 2000s (Table 4). 

Table 2:	 Six groups of 15 towns each randomly selected to examine their rank-size distributions

No. Town Population Enterprises Town Population Enterprises Town Population Enterprises

Group 1 Group 3 Group 5

1 Alexander Bay 1736 55 Alexander Bay 1736 55 Boshof 8509 36

2 Augrabies 3627 41 Britstown 5145 27 Bredasdorp 15 524 274

3 Botshabelo 181 712 203 Carnarvon 6612 78 De Aar 29 990 223

4 Brandvlei 2859 22 Gariepdam 1568 22 Edenburg 6460 26

5 Christiana 20 882 137 Hennenman 24 355 120 Fraserburg 3029 35

6 Groblershoop 4938 51 Hertzogville 9423 26 Garies 2105 26

7 Hartswater 10 465 295 Keimouth 291 30 Hertzogville 9423 26

8 Hendrina 15 871 85 Middelburg (EC) 18 861 174 Jagersfontein 5729 20

9 Hofmeyr 3680 21 Phuthaditjhaba 54 661 409 Kroonstad 97 780 701

10 Jansenville 5612 75 Richards Bay 252 968 2126 Memel 7142 32

11 Ladismith 7127 108 Springfontein 3699 20 Middelburg (EC) 18 861 174

12 Ladybrand 25 816 258 Sutherland 2836 52 Norvalspont 1198 8

13 Norvalspont 1198 8 Vanderkloof 1228 18 Paul Roux 6152 17

14 Paul Roux 6152 17 Victoria West 8254 88 Springfontein 3699 20

15 Wepener 9553 37 Winterton 6030 117 Steynsburg 7212 42

Group 2 Group 4 Group 6

1 Beaufort-West 71 011 489 De Rust 3566 54 Bethlehem 76 667 993

2 Carnarvon 6612 78 Fauresmith 3628 20 Daniëlskuil 13 597 85

3 Edenburg 6460 26 Kleinmond 6634 210 Douglas 20 083 127

4 Fort Beaufort 25 668 108 Koffiefontein 10 402 39 Gansbaai 11 598 254

5 Greyton 2780 59 Lady Frere 4024 35 Gariepdam 1568 22

6 Keimouth 291 30 Lime Acres 4408 42 Hotazel 1756 16

7 Koffiefontein 10 402 39 Loeriesfontein 2744 29 Koppies 13 803 68

8 Lime Acres 4408 42 Memel 7142 32 Memel 7142 32

9 Phalaborwa 109 468 543 Mossel Bay 89 430 1949 Nieu-Bethesda 1540 58

10 Prieska 14 246 108 Odendaalsrus 63 743 189 Nieuwoudtville 2093 30

11 Reitz 20 183 133 Parys 45 746 506 Sannieshof 11 016 84

12 Sutherland 2836 52 Reddersburg 4886 26 Thabazimbi 28 847 323

13 Swellendam 17 537 398
Schweizer-
Reneke

41 226 224 Viljoenskroon 31 468 143

14 Vredendal 18 170 351 Somerset East 18 825 200 Vosburg 1259 16

15 Wepener 9553 37 Viljoensdrif 751 18 Williston 3368 32
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Figure 1:	 Example of a power law describing the rank-size relationship of 
population numbers (in 2011) of towns in the Gouritz Cluster 
Biosphere Reserve (GCBR), South Africa. The GCBR is used as 
an example.

Table 3:	 Population rank-size distributions of three South African 
regions for 1946 and 2011. Towns were ranked according to 
population sizes, and then regressed as log10 values against 
log10 values of rank numbers.

Region
Time 

period
Correlation R2 Regression 

coefficient
n

Ratio 
(%)†

Eastern Cape 
Karoo

1946 -0.97* 0.943 -0.87 12 54.7

2011 -0.96* 0.914 -0.86 12 55.1

Strategic 
environmental 
assessment 
study area

1946 -0.97* 0.943 -0.86 28 55.1

2011 -0.96* 0.919 -0.75 29 59.1

Gouritz Cluster 
Biosphere 
Reserve

1946 -0.90* 0.808 -0.70 15 61.6

2011 -0.97* 0.944 -0.75 15 59.1

*Statistically significant at p<0.01. 
†The percentage ratio of the population of a lower ranked town to the population of the 
town ranked just above it.

Table 4:	 Population rank-size distribution analyses spanning the period 
1911 to 2004 of the 12 Eastern Cape Karoo towns. Towns 
were ranked according to population sizes of their urban and 
rural areas, which were regressed as log10 values against log10 
values of rank numbers.

Year Correlation R2 Regression 
coefficient

n Ratio (%)†

1911 -0.91* 0.836 -1.19 12 44

1921 -0.95* 0.902 -1.27 12 42

1936 -0.96* 0.915 -1.19 12 44

1946 -0.96* 0.918 -1.11 12 46

1951 -0.96* 0.917 -1.07 12 48

1960 -0.96* 0.926 -1.07 12 48

1970 -0.96* 0.924 -1.09 12 47

1980 -0.97* 0.942 -1.03 12 49

1985 -0.96* 0.922 -0.99 12 50

1991 -0.95* 0.906 -0.93 12 50

2001 -0.96* 0.915 -0.9 12 54

2004 -0.96* 0.915 -0.89 12 54

*Statistically significant at p<0.01. 
†The percentage ratio of the population of a lower ranked town to the population of the 
town ranked just above it.

Enterprise number rank-size distributions
The rank-size relationships of enterprise numbers in 1946/1947 and 
2013/2014 of the towns of the three regions and the ranks of their 
enterprise numbers are also described by power laws (Table 5). Figure 2 
shows the relationship for the GCBR towns in 2013/2014. Except for 
the GCBR towns in 1946/1947, more than 90% of the variation was 
explained for both time periods (see R2 in Table 5). This result is not 
unexpected given the often-observed linear relationship between 
population sizes and enterprise numbers of South African towns.7-19 If 
the rank-size population distribution of towns in a region is described by 
a power law, the enterprise number rank-size distribution of the region 
should exhibit the same pattern. 

Figure 2:	 Example of a power law describing the rank-size relationship 
of enterprise numbers (in 2013/2014) of towns in the Gouritz 
Cluster Biosphere Reserve (GCBR), South Africa. The GCBR is 
used as an example.

Table 5:	 Enterprise number rank-size distributions of three South African 
regions for 1946 and 2011. Towns were ranked according to 
their enterprise numbers, and regressed as log10 values against 
log10 values of rank numbers.

Region Time period Correlation R2 Regression 
coefficient

n
Ratio 
(%)†

Eastern Cape 
Karoo

1946/1947 -0.96* 0.924 -0.98 12 51

2015/2016 -0.96* 0.918 -0.68 12 63

Strategic 
environmental 
assessment 
study area

1946/1947 -0.95* 0.907 -1.12 28 46

2015/2016 -0.98* 0.951 -0.76 29 59

Gouritz 
Cluster 
Biosphere 
Reserve

1946/1947 -0.92* 0.847 -0.88 15 54

2013/2014 -0.99* 0.980 -0.77 15 59

*Statistically significant at p<0.01. 
†The percentage ratio of the population of a lower ranked town to the population of the 
town ranked just above it.

The ratios observed for the enterprise distribution of the three regions 
indicate that lower-ranked towns in the three regions have from 50% 
to over 60% of the enterprises of the towns ranked just above them 
(Table 5). The ratios of all towns in 2015/2016 were higher than those of 
1946/1947, suggesting a shift over time. Based on these ratios there is 
no clear distinction between the different regions (Table 3). 

To examine the time dependence of the enterprise number Pareto rank-
size distributions of the EC Karoo towns, use was also made of the 
database for the 12 EC Karoo towns of Nel and Hill6. Enterprise numbers 
recorded by Nel and Hill6 of 10 years between 1904 and 2000 for the 
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12  towns were subjected to the same rank-size analyses described 
earlier. The results are presented in Table 6. 

Pareto-like rank-size distributions of enterprises in the EC Karoo towns 
were observed between 1904 and 2000. Pareto rank-size distributions 
appear to be enduring and time-independent characteristics. The ratios 
observed for the enterprise distributions indicate that lower-ranked 
towns in the region varied from 42% to over 64% of the enterprises of 
the towns ranked just above them (Table 6). A definite shift in the ratio 
was observed after 1951: lower-ranked towns progressively had more 
enterprises relative to higher-ranked towns. This shift could be because 
lower-ranked towns had over time increased populations relative to 
higher-ranked towns (Table 3).

Table 6:	 Enterprise number rank-size distributions of Eastern Cape 
Karoo towns for the period 1904 to 2000. Towns were ranked 
according to enterprise numbers, which were regressed as 
log10 values against log10 values of rank numbers.

Year Correlation R2 Regression 
coefficient

n Ratio (%)†

1904 -0.96* 0.927 -1.06 12 48

1911 -0.96* 0.926 -1.26 12 42

1921 -0.95* 0.907 -1.22 12 43

1935 -0.95* 0.900 -1.05 12 48

1951 -0.97* 0.935 -1.16 12 45

1961 -0.97* 0.948 -0.91 12 53

1970 -0.96* 0.923 -0.86 12 55

1980 -0.97* 0.941 -0.85 12 55

1990 -0.95* 0.912 -0.74 12 60

2000 -0.95* 0.905 -0.65 12 64

*Statistically significant at p<0.01. 
†The percentage ratio of the population of a lower ranked town to the population of the 
town ranked just above it.

Distributions of randomly selected groups of towns 
The rank-size population distributions of six randomly selected groups of 
South African towns exhibited Pareto-like properties and the correlations 

are statistically significant (Table 7). The regression coefficients varied 
from -0.48 to -0.70 with an average of -0.58±0.073, which is clearly 
lower than the regression coefficients of the three selected regions 
(Table  3). The average is also much lower than the century-long 
coefficients of the towns of the EC Karoo (Table 4). The ratios of more 
than 60% of lower-ranked towns to towns ranked just above them are 
consequently higher than those of the three regions (compare Table 7 
with Tables 3 and 4). In randomly selected groups of towns, population 
numbers tend to be more evenly distributed.

The rank-size enterprise distributions of the selected groups also exhibited 
Pareto-like properties and the correlations are statistically significant 
(Table 7). The regression coefficients of the randomly selected groups 
varied from -0.56 to -0.71 with an average of -0.64±0.0059, which is 
somewhat lower than the regression coefficients of the three selected 
regions (Table 5). These coefficients are also lower than the century-
long coefficients of the EC Karoo towns except for the year 2000. As 
a consequence, the ratios of lower-ranked towns to towns ranked just 
above them are higher (compare Tables 5 and 7). The enterprise numbers 
of randomly selected groups of towns were more evenly distributed than 
those of the three regions.

Because the database of more than 200 towns contains large as well 
as small towns, the random selection of 15 towns from it should yield a 
group that has a spread of town sizes (measured in terms of populations 
or enterprise numbers). This spread could lead to the recording 
of statistically significant log-log rank-size distributions, as was 
observed (Table 7). The coefficients of the randomly selected groups 
were, however, lower and their ratios higher than those of the three 
regions, which suggests that population agglomeration and enterprise 
development patterns of regions do have uniqueness. Expressed 
differently: what happens in one town of a specific region influences 
what happens in other towns of that region. Regions, however, do not 
appear to differ from one another.

Returning to the questions initially raised in this contribution, the follo
wing can be concluded:

•	 Statistically significant log-log rank-size distributions apply 
to population agglomerations of towns in different regions of 
South Africa. 

•	 Such rank-size distributions also apply to the number of enterprises 
in these towns. 

•	 Based on the relationships observed, there is no clear distinction 
between different regions. However, the regional agglomerations 
differed from those of groups of towns randomly selected from a 
database (compare Tables 5 and 7). Regions, therefore, appear to 
have some uniqueness regarding such agglomerations. 

Table 7:	 The rank-size distributions of populations and enterprise numbers of six groups of 15 towns each randomly selected from a large database

Group

Populations Enterprises

Correlation R2 Regression 
coefficient

Ratio (%)† Correlation R2 Regression 
coefficient

Ratio (%)†

Group 1 -0.98* 0.951 -0.62 65 -0.93* 0.861 -0.69 62

Group 2 -0.88* 0.776 -0.48 72 -0.96* 0.918 -0.71 61

Group 3 -0.96* 0.979 -0.59 66 -0.99* 0.979 -0.59 66

Group 4 -0.95* 0.896 -0.55 68 -0.98* 0.959 -0.56 68

Group 5 -0.97* 0.931 -0.70 62 -0.97* 0.939 -0.61 66

Group 6 -0.94* 0.877 -0.56 68 -0.98* 0.970 -0.65 64

*Statistically significant at p<0.01. 
†The percentage ratio of the population of a lower ranked town to the population of the town ranked just above it.
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Discussion
Population distribution across geographical areas is not random: there 
is a strong tendency toward agglomeration.1 Why then are there large 
and small towns? This question led Christaller to theorise about the 
centrality of towns, based on the services that towns deliver to their 
hinterlands.33 Christaller argued about a system of central places that 
exhibits a hierarchical principle: any goods supplied in a central place 
of order i is also supplied in all central places of order j>i. Centrality 
became an important issue in studies of South African towns.34

However, Eaton and Lipsey35 argued that Christaller’s theory of central 
places is simultaneously a theory of the location and agglomeration of 
economic activity in which there is no force creating agglomeration, 
in which agglomeration serves no purpose, and in which no firm ever 
chooses a location. Despite this criticism, economic geographers 
and regional economists remain interested in the reasons for uneven 
regional development. They still ask why economic growth does not lead 
to similar levels of prosperity, employment and welfare across space 
(for example see Gardiner et al.36); a question of relevance also about 
South African regions.

A number of questions were posed in this study that can now be 
answered. Whereas population agglomeration patterns in many 
countries are subject to Zipf’s law, a power law with Pareto-like 
characteristics1,2, this study has demonstrated that Pareto-like population 
and enterprise distributions close to Zipf’s law are present in the towns 
of different South African regions (Tables 3 and 5) – a fact hitherto 
unknown. Morudu and du Plessis5 reported Zipf-like distribution of the 
population, employment and economic value addition characteristics of 
South African municipalities. The latter are organisations that are man-
made constructs, often containing more than one town, which do not 
necessarily reflect the ‘natural’ way in which agglomeration phenomena 
evolve in towns of a region.

The Pareto distribution types encountered in this study have endured 
over a long time even when the regression coefficients progressively 
changed (Tables 3 and 6). The patterns recorded in regions differ from 
that of randomly selected groups of towns, suggesting that there is some 
uniqueness in the orderly way in which regions give rise to population 
and enterprise agglomeration patterns.

This study has revealed an additional dimension of the regularities 
observed between population and/or enterprise characteristics in 
South  African towns.7-19 Previously, linear relationships between 
population and enterprise numbers and enduring power law relationships 
between total enterprise numbers and the enterprise richness (total 
number of enterprise types) of South African towns15,19 were recorded. 
This study recorded log-log agglomeration patterns for the population 
and enterprise numbers of regional towns. Population growth and 
distribution, and enterprise development and distribution, are clearly 
highly orderly processes. This fact should be factored into local 
economic development planning and support, as was also suggested 
by Morudu and du Plessis5.

The similarities in the variance patterns for population and enterprise 
distributions observed in this study, raise a ‘chicken or egg’ scenario, 
that is, does population growth precede enterprise development, or 
does enterprise development precede population growth? Fujita and 
Thisse37 argue that consumer behaviour predicts agglomeration because 
consumers face search costs and have incomplete information about 
the retail landscape, so they find it efficient to patronise larger centres. 
Firms cluster because of consumer behaviour and benefit from demand 
externalities by locating in the larger centres. Their thinking, therefore, 
implies that population growth precedes enterprise development. 
Eaton and Lipsey35 also commented that because the clustering of 
heterogeneous firms facilitates multipurpose shopping, it allows 
consumers to economise on shopping costs.

However, the contrary – that enterprise development could precede 
population growth – should also be considered. Gabaix2 stated that 
the creation of jobs is important and people are attracted to where 
there are jobs. This implies that enterprise growth has to take place 

before population growth results from immigration of people seeking 
employment. Eeckhout1 remarked that agglomeration and residential 
mobility of the population between different geographical locations 
are tightly connected to economic activity and that the evolution of 
populations across geographical locations is an extremely complex 
amalgam of incentives and actions taken by many individuals, 
enterprises and organisations.

Fransen29 remarked that most towns in the former Cape Colony in 
South Africa were not founded for commercial reasons. So-called ‘church 
towns’ developed around churches that were built to satisfy the needs of 
farming communities for religious services. In many cases following the 
building of a church, members of a congregation built ‘town houses’ for 
use when the rural families attended church services. Regular gathering 
of people in these settings created informal markets where goods were 
exchanged or bartered. These markets attracted entrepreneurs and the 
establishment of enterprises followed. In this case, population growth 
preceded enterprise growth. However, over time, the presence of 
enterprises and the possibility of finding employment, attracted more 
people to the fledgling towns, thereby growing the local market. 

Population growth and enterprise development, therefore, seem to 
proceed hand in hand. On the one side, an entrepreneur might start 
a new business and if it is successful, it contributes to employment, 
which enhances the image of the town as a place to find employment. 
On the other side, a new immigrant attracted to the town enhances its 
total disposable income, thereby increasing the ability of the town to 
‘carry’ more enterprises. This interdependence probably causes the 
similarities of the population and enterprise distribution patterns. This 
fits in with Eeckhout’s suggestion that agglomeration and residential 
mobility of the population between different geographical locations are 
tightly connected to economic activity.1

However, a better understanding of the links between population and 
enterprise growth in regional towns still does not explain fully why some 
towns grow large and others stay small. Krugman’s3 lament that there 
is not a good theory to account for the striking empirical regularities in 
population agglomeration patterns observed, which is now also the case 
for enterprise agglomeration patterns, still applies. There is a need to 
further explore these issues. The extreme skewness in population and 
enterprise numbers of different towns’ distributions should, however, be 
considered in local economic development planning and execution.
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Many studies, mostly in temperate regions of the northern hemisphere, have demonstrated that agricul
tural practices affect the composition and diversity of soil microbial communities. However, very little is 
known about the impact of agriculture on the microbial communities in other regions of the world, most 
particularly on the African continent. In this study, we used MiSeq amplicon sequencing of bacterial 16S 
rRNA genes and fungal ITS regions to characterise microbial communities in agricultural and natural 
grassland soils located in the Mpumalanga Province of South Africa. Nine soil chemical parameters were 
also measured to evaluate the effects of edaphic factors on microbial community diversity. Bacterial and 
fungal communities were significantly richer and more diverse in natural grassland than in agricultural 
soils. Microbial taxonomic composition was also significantly different between the two habitat types. 
The phylum Acidobacteria was significantly more abundant in natural grassland than in agricultural soils, 
while Actinobacteria and the family Nectriaceae showed the opposite pattern. Soil pH and phosphorus 
significantly influenced bacterial communities, whereas phosphorus and calcium influenced fungal 
communities. These findings may be interpreted as a negative impact of land-use change on soil 
microbial diversity and composition.

Significance:
•	 This report is the first of the effect of land-use changes on the diversity of the soil microbial communities 

in African grassland soils.

•	 Land-use changes influence the diversity and structure of soil microbial communities in the Grassland 
Biome of South Africa.

•	 This study serves as a baseline for future studies on South African soil microbial diversity.

Introduction
Soils represent a reservoir for a wide diversity of microorganisms such as bacteria, fungi and viruses.1 Bacteria and 
bacteriophages are typically the most abundant microorganisms present in soils, although their prevalence is highly 
variable and affected by edaphic factors such as soil mineral content and pH1,2 and by local plant biodiversity3. 
Soil microbial communities are important drivers of ecosystem functioning and climate change mitigation through 
the fixation, immobilisation and cycling of greenhouse gases.4 Plants synthesise organic matter via photosynthetic 
activities and provide energy to soil microbes through root exudates.5,6 In return, soil microorganisms provide the 
plants with critical ‘services’, including decomposition of organic matter, mineral cycling and biocontrol of soil-
borne pathogens.4,7

Land use, such as the modification of a natural ecosystem for agriculture purposes, has been proven to have 
significant effects on soil microbial communities by changing the physical and chemical properties of the soil. Such 
effects on the microbial community include changes in microbial species abundance, richness and diversity.8-11 
The effect of changing land use on the diversity of soil microbes has also been observed in grassland ecosystems. 
For example, Acosta-Martinez et al.12 studied soil bacteria diversity in a single soil type in Texas, USA. They found 
much higher bacteria diversity in soils under agriculture than in natural grassland soils, providing evidence of the 
positive influence of land use on soil bacterial diversity. The overall bacterial community diversity and composition 
in different grassland soils from across South and North America were significantly influenced with soil pH.13 
Similar results were reported in a study of bacterial communities in German grassland and forest soils.14,15 In a 
more recent study, both bacterial and fungal communities exhibited contrasting beta diversity among two types of 
European subalpine/alpine grasslands, and both bacterial and fungal communities were influenced by grassland 
type.16 However, most of these studies have been conducted in temperate northern hemisphere grasslands and 
none is directly relevant to the unique and defined biomes of South Africa.17 We argue that more geographically 
diverse comparative analyses are required in order to better understand how microbial communities are altered by 
land use.

South Africa is one of the world’s biodiversity hotspots, and is ranked third in the global list; it is composed of 
nine biomes which together contain between 250  000 and 1  000  000 species including animals and plants, 
many of which are endemic to the country.17 However, while higher eukaryotes have been intensively studied 
in southern Africa, there has been only very limited focus on the biodiversity of soil microbial communities in 
any of South Africa’s major biomes. Mpumalanga is a province in the northeast of South Africa, much of which 
is designated as Grassland Biome.17 The Grassland Biome is the cornerstone of commercial maize cropping, 
and many grassland areas have been converted to arable production. Sorghum, wheat and sunflowers are also 
farmed in the region but on a smaller scale.18 Agriculture is, therefore, one of the important economic sectors in 
Mpumalanga, with significant contributions toward national economic growth19, but with major modifications to 
much of the original natural grassland habitat.
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In this study, we evaluated the differences in bacterial and fungal com
munities across a series of paired agricultural and natural grassland 
soils in the Mpumalanga Province, South Africa. We used an amplicon 
sequencing based approach to characterise the soil bacterial and fungal 
communities and to quantify their differences across 15 sites, and related 
these differences to measured soil chemical parameters. Inventories of 
the composition and differences in the bacterial and fungal communities 
in Mpumalanga’s agricultural and natural grassland soils will contribute 
to the body of knowledge, and can provide a description of the core soil 
microbial communities in the unmodified grassland.

Materials and methods
Sample collection
The study sites are situated on the Highveld escarpment in the 
Mpumalanga Province, which makes up 6.5% of South Africa’s land 
area, and form part of the Grassland Biome.20 The climatic conditions of 
the Grassland Biome of South Africa span a rainfall gradient from about 
400 mm to >1200 mm per year, a temperature gradient from frost-free 
to snow-bound in winter, and an altitude from sea level to >3300 m; a 
spectrum of soil types occurs in the Grassland Biome, from humic clays 
to poorly structured sands.21 In April 2016, 15 paired agricultural and 
natural sites in the Grassland Biome were localised using a geographic 
information system (GIS) technology (Supplementary table  1). The 
distance between sampling sites spanned 18–240  km, and at each 
sampling site, the sampling points between the two habitat types 
(agricultural vs natural grassland soil) were approximately 200 m apart. 
At each GPS-located sampling site, five pseudo-replicate soil samples 
(50–200 mm depth) were recovered from within a 10 x 10 m quadrat. 
All pseudo-replicate samples from each habitat type (agricultural vs 
natural grassland soil) were bulked into a single sample. This process 
was repeated for all 15 sampling sites, resulting in a total of 30 soil 
samples (15 agricultural and 15 grassland soils). The samples were 
transported to the laboratory at 5 °C and stored at -20 °C for subsequent 
DNA extraction.

Analysis of the soil chemical parameters
Nine soil chemical parameters were analysed to evaluate their influence 
on the structure and composition of the soil bacterial and fungal 
communities. Soil pH was measured using a Crison pH meter (Crison 
Instruments, Barcelona, Spain) from the supernatants of 1:2.5 (g/g) soil/
deionised water suspensions, after soil particles had settled after 2 min 
of vigorous shaking.22 Total inorganic phosphate was measured from the 
supernatant of 4 g of soil in 39 mL of the Bray-1 solution after 1 min of 
vigorous shaking and filtration through Whatman paper.23,24 Extractable 
cations (K, Ca, Na, Mg) were measured from the supernatants of 
1:10 (g/g) soil/ammonium acetate suspensions.24 Total carbon content 
was determined by oxidation with potassium dichromate and sulfuric 
acid as described previously.24 Total ammonium (NH4) and nitrate (NO3) 
contents were analysed by Bemlab (Pty) Ltd (Strand, Western Cape, 
South Africa) using standard protocols.

Genomic DNA extraction, amplification and high-throughput 
sequencing
Genomic DNA was extracted from 0.25 g soil (dry weight) using the 
PowerSoil DNA Isolation Kit (Mo Bio Laboratories Inc., Carlsbad, CA, 
USA) within 48 h of sampling, following the manufacturer’s instructions. 
Soil samples were ground with an electric Powerlyser (Mo Bio 
Laboratories Inc.) before further processing. Aliquots of 5 µL of genomic 
DNA were premixed with GelRedTM Nucleic Acid Gel Stain (Biotium, 
Hayward, CA, USA), separated on 1% agarose gels and visualised under 
UV light to determine the success of the extraction.

DNA amplification was done at MRDNA (www.mrdnalab.com, Shallo
water, TX, USA) sequencing facility in a 30-cycle PCR, using the 
HotStarTaq Plus Master Mix Kit (Qiagen, Germantown, MD, USA). For 
bacteria, 16S rRNA gene V4 variable region PCR primers 515/80625 were 
used. For fungi, internal transcribed spacer region (ITS) primers ITS1f 
and ITS426 were used. The thermal cycling conditions for amplification 
of the two gene regions were as follows: 94  °C for 3 min, followed 

by 28 cycles of 94 °C for 30 s, 53 °C for 40 s and 72 °C for 1 min, 
with a final elongation step at 72 °C for 5 min. After amplification, PCR 
products were checked on 2% agarose gels to determine the success of 
amplification and the relative intensity of bands. Multiple samples were 
pooled together (e.g. 30 samples) in equal proportions based on their 
molecular weight and DNA concentrations. Pooled samples were purified 
using calibrated Ampure XP beads. Pooled and purified PCR products 
were used to prepare DNA libraries following the Illumina TruSeq DNA 
library preparation protocol. High throughput sequencing was performed 
at MRDNA on a MiSeq platform following the manufacturer’s guidelines.

Sequence analysis
Sequences were processed using Qiime V1.9.1.27 Bacterial and fungal 
sequences were analysed independently. Firstly, the mapping file was 
checked to ensure that it is formatted correctly. Barcodes were extracted 
from the sequence reads. The split libraries command was used to 
demultiplex the fastq file and assign sequence reads to their respective 
sample according to their corresponding barcodes, using sample 
mapping information (Supplementary tables 2 and 3) at the default 
parameter implemented in Qiime. Chimeric sequences were screened 
and then removed using the USEARCH software28 and the Greengenes-
derived 16S reference database implemented in Qiime29 for archaea 
and bacteria, respectively, and the UNITE-INSD (release 7) derived ITS 
reference database for fungi. High-quality reads were clustered into 
operational taxonomic units (OTUs) at 97% sequence similarity and 
assigned taxonomy using blast search against the Greengenes database 
(for archaea and bacteria) and the UNITE-INSD database (for fungi), 
respectively. Sequences identified as singletons were removed before 
sub-sampling to a depth of 3001 (for bacteria) and 12 358 (for fungi) 
sequences per sample to ensure equal sampling effort across samples. 

Data access
The DNA sequences from this study were deposited in the Sequence 
Read Archive (SRA) of the National Center for Biotechnology Information 
(NCBI) database, with accession numbers SRR5341506 and 
SRR5341505 for bacterial 16S and fungal ITS, respectively.

Statistical analyses
All statistical analyses were conducted in R version 3.2.1.30 Differences 
in community composition were visualised using non-metric multidimen
sional scaling with Hellinger-transformed Bray–Curtis dissimilarities. 
Abiotic data were standardised (mean=0, SD=1) and the resulting data 
matrices were used to perform principal component analysis to evaluate 
differences in soil chemistry between agricultural soils and natural 
grassland soils. An analysis of similarity (ANOSIM) was performed 
to determine whether differences between habitats (agricultural vs 
natural grassland soils) were statistically significant (999 permutations, 
α<0.05). The number of shared OTUs between communities or samples 
was visualised using Venn diagrams. Differences in means for bacterial 
and fungal diversities metrics (species richness, Shannon–Wiener index, 
Simpson index and Pielou’s evenness), phyla abundance and abiotic data 
were compared using paired two-tailed Student’s t-tests. The compositions 
of major bacterial and fungal phyla were visualised using a heatmap with 
unweighted pair group method with arithmetic mean (UPGMA) clustering 
on Bray–Curtis distances after Hellinger transformation. Distance-based 
redundancy analysis was used to evaluate the effects of the environment 
on microbial community composition.31 

Results and discussion
We evaluated and compared the compositions of the bacterial and fungal 
communities in agricultural and natural grassland soils from 15 sites in 
the Mpumalanga Province in the Grassland Biome of South Africa using 
deep amplicon sequencing. We also evaluated the effect of edaphic 
factors on the patterns of the bacterial and fungal communities in the 
two habitats.

After quality filtering, removal of chimeras and singletons and sub-sampling, 
90 030 bacterial and 370 740 fungal sequences remained, clustering into 
42 866 bacterial and 9730 fungal OTUs (Figure 1, Table 1), respectively. 
Although the relative numbers of bacterial versus fungal taxa cannot be 
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quantified from our data, our results suggest that natural grassland soils 
are richer in bacterial taxa than in fungal taxa, which is in agreement 
with previous studies showing that soil microbial biomass in natural 
grasslands is usually strongly dominated by bacteria.32,33

Bacterial alpha diversity metrics (Shannon and Simpson diversity 
indices and Pielou’s evenness) revealed no significant difference 
(paired t-test, p>0.05) between agricultural and natural grassland soils 
(Table  1). However, natural grassland soils were significantly richer 
(paired t-test, p<0.05) in bacterial OTUs than were agricultural soils 
(Table 1), confirming the effects of land-use perturbation in decreasing 
soil microbial diversity.34,35 However, this finding contradicts previous 
studies on grassland soils, in which higher bacterial diversity was 
associated with land-use changes.11,36,37 The high level of bacterial 
genotypic richness detected in natural grassland may be explained 
by the influence of the high diversity of plant species in the grassland 
ecosystem, compared to the monoculture of agricultural crops.8,38 Plant 
species differ in the quantity and variety of their root exudates, as well 
as in the range of organic compounds in plant litter detritus: both factors 
are potential drivers of the higher microbial diversity often associated 
with more diverse plant communities.34,39-41 Our results are therefore 

consistent with the view that plant diversity promotes soil microbial 
diversity in grassland ecosystems.3

Fungal alpha diversity metrics (species richness, Shannon and Simpson 
diversity indices, and Pielou’s evenness) were significantly higher 
(paired t-test, p<0.05) in natural grassland soils than in agricultural 
soils (Figure 1, Table 1), which is also consistent with previous studies 
on grasslands.11,36,37 The relatively low fungal diversity detected in 
agricultural soils is probably as a result of land-use management 
processes such as tillage. Tillage has been shown to damage fungal 
mycelia, leading to a reduction in fungal abundance and diversity in 
the soil.42,43 However, these results should be treated with caution as 
rarefaction curves obtained for both bacteria and fungi (Supplementary 
figures 1 and 2) did not plateau, indicating that the diversity of bacteria 
and fungi in both agricultural and natural grassland soils had not been 
fully sampled.

Differences in microbial diversity in managed agricultural soils, as 
compared to natural grassland soils, have been disputed in several studies. 
Some studies reported high bacterial diversity in conventionally managed 
arable soils as well as grassland soils.32,33,36,37 Others have shown that 
extensively managed grassland soils are richer in fungi than bacteria.37,44 

Natural grassland

Agriculture

18 544 4628

1611

3491

6526

17 796

Agriculture

Natural grassland

a b

Figure 1:	 Venn diagrams of shared and unique (a) bacterial and (b) fungal operational taxonomic units between agricultural and natural grassland 
soil communities.

Table 1:	 Characteristics of sequences, diversity and richness between agricultural soils and natural grassland soils

Bacteria Fungi

Agriculture Grassland Agriculture Grassland

Raw sequences 1 910 115 1 537 765 674 574 502 509

Post pre-processing 80 112 82 105 605 544 453 965

Post sub-sample and filter† 45 015 45 015 185 370 185 370

Number of operational taxonomic units 25 070 24 322 5102 6239

Unclassified 5663 (22.6%) 5015 (20.6%) 104 (2.04%) 116 (1.9%)

Richness 2116a ±242.1 2250b ±105.4 556.4a ±176.3 748.5b ±137.8

Shannon index 7.38a ±0.37 7.54a ±0.11 3.48a ±0.8 4.09b ±0.6

Simpson index 1.00a ±0.005 1.00a ±0.0004 0.88a ±0.12 0.93a ±0.006

Pielou’s evenness 0.96a ±0.04 0.98a ±0.009 0.55a ±0.11 0.62a ±0.009

†Sub-sample depth was at 3001 (for bacteria) and 12 358 (for fungi) sequences per sample. Values are the mean ± standard deviation.

Diversity indices followed by different superscript letters are significantly different (agricultural vs grassland soils) according to paired Student’s t-tests (p<0.05).
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The contrasting pattern of bacterial and fungal diversity in agricultural 
compared to natural grassland soils has been explained by the difference 
in nutrient availability in the two ecosystems.45,46 In extensively managed 
agricultural soils, high fertility and nutrient availability derived from the 
input of fertiliser favour bacterial communities, while the low soil fertility 
characteristics of natural grassland soils favour the fungal communities.45,46 
In comparison, the factors that shape the differences in bacterial and fungal 
diversity in managed soils are still largely unknown. The bacterial and fungal 
taxa unique to agricultural soils and natural grassland soils accounted for 
the majority of the raw sequences (Figure 1, Table 1). In addition, more than 
20% of the bacterial sequences and about 2% of the fungal sequences could 
not be classified (Table 1), suggesting that these soils remain understudied.

A total of 13 prokaryotic phyla (12 bacterial phyla and 1 archaeal 
phylum) were detected in the two habitats (Figure 2), of which 
Actinobacteria, Proteobacteria and Acidobacteria were the most 
abundant (Supplementary table 4). These three bacterial phyla are 
the most dominant taxa found in soils worldwide and make up the 
large proportion of bacterial 16S rRNA sequences available in public 
databases.47,48 Seven fungal phyla were detected in the two habitats 
(Figure 3), of which Ascomycota accounted for the majority of the 
sequences (71.6% and 63.4%) in agricultural and natural grassland soil 
samples, respectively (Supplementary table 4). Both the bacterial and 
fungal phyla identified are typically ubiquitous in soils and are thought 
to be important role players in soil geochemical cycling processes.3,14

Species of the phylum Acidobacteria were significantly more abundant 
(paired t-test, p<0.05) in natural grassland soils than in agricultural 
soils (Figure 2, Supplementary table 4). Acidobacteria abundance 
is commonly reduced in soils under conventional tillage11,49, which 

may explain this pattern. This phylum includes many environmentally 
important species, which provide a wide range of functions including the 
biodegradation of cellulose, hemicelluloses and chitin, nitrate and nitrite 
reduction, and the production of antimicrobial compounds.50

The most abundant bacterial and fungal taxa accounted for at least 
10% of the total number of sequences in both agricultural and natural 
grassland soil samples. Analysis of these sequences at class, order, 
family and genus levels is shown in Supplementary table 4. At the 
class and order levels, Actinobacteria were significantly more abundant 
(paired t-test, p<0.05) in agricultural soils than in natural grassland 
soils (Supplementary table 4). These results suggest that land-use 
changes favour Actinobacteria abundance, which contradicts the 
results of previous related studies on non-African grassland soils, which 
suggested that Actinobacteria are more abundant in non-disturbed 
grassland soils than in agricultural managed soils.11,12 Actinobacteria are 
major producers of extracellular enzymes and secondary metabolites, 
and are thought to play significant roles in carbon cycling, plant disease 
suppression and enhancement of plant growth.51,52

At family level, Nectriaceae (Hypocreales) was the most abundant fungal 
family with 17.4% and 8.7% of all the fungal raw sequences in agricultural 
soils and natural grassland soils, respectively (Supplementary table 4). 
However, species of the family were significantly more abundant 
(paired t-test, p<0.05) in agricultural soils than in natural grassland 
soils (Supplementary table 4). The family Nectriaceae includes species 
of both economic and health importance. Species of the genus 
Fusarium produce mycotoxin and are both crop and opportunistic 
human pathogens.53,54
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Figure 2:	 Heatmap displaying the bacteria and archaea phyla detected. Paired-site samples are clustered based on the per cent relative abundance. Each 
row was scaled so that the mean of each taxonomic group across samples was calculated and coloured by the corresponding z-score of each 
cell. Sample names starting with A were obtained from agricultural soils while those starting with G were from grassland soils.
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Non-metric multidimensional scaling analysis showed that bacterial and 
fungal communities in agricultural soils were distinct from those of the 
natural grassland soils (Supplementary figures 3 and 4). These results 
were confirmed by an analysis of similarity (ANOSIM: Rbacteria=0.46, 
p=0.001; Rfungi=0.16, p=0.001). A principal component analysis 
showed a clear discrimination of soil chemistry between agricultural 
soils and natural grassland soils. Soil pH and Ca concentrations tended 
to be higher in natural grassland soils, while NH4, NO3, K, C, P and 
Na concentrations were higher in agricultural soils (Supplementary 
figure  5). However, only three of the chemical parameters evaluated 
(Ca, P, pH) were significantly different (paired t-test, p<0.05) between 
the two habitats (Supplementary table 5). The high concentration of 
phosphorus observed in agricultural soils may be explained by mineral 
fertilisation commonly used in agriculture practices to improve plant 
performance.55,56 Members of the soil microbial community, particularly 
bacteria, are capable of solubilising soil phosphate minerals into a usable 
form for plant uptake, which may influence the mineral concentration in 
the soil.57 The differences observed in the composition and pattern of 
the bacterial and fungal communities (according to ANOSIM analyses) 
in agricultural soils compared with those in natural grassland soils, can 
potentially be explained by the differences in the soil chemistry of the 
two habitats. In previous studies on grassland soils, soil fertilisation and 
land-use intensification have both been linked to shifts in richness and 
diversity of soil microbial communities.55,56

Using distance-based redundancy analysis, we found that the composition 
and pattern of the bacterial communities in agricultural soils compared 

to natural grassland soils were influenced significantly by both soil pH 
(R=0.008, p=0.002) and phosphorus concentrations (R=0.013, 
p=0.002) (Supplementary figure 6). Our results are in agreement with 
previous studies which have shown that soil pH and nutrient availability 
shaped soil bacterial diversity.2,9,13-15 In contrast, the differences found 
in the composition and pattern of the fungal communities between the 
two habitats were better explained by calcium (R=0.019, p=0.01) 
and phosphorus (R=0.01, p=0.004) concentrations (Supplementary 
figure 7), and corroborated previous studies.9,58

In summary, our results have shown that bacterial and fungal communities 
were significantly influenced by land-use changes, with agricultural soils 
containing distinct bacterial and fungal communities compared with 
natural grassland soils. Natural grassland soils consistently exhibited 
higher numbers of OTUs than did agricultural soils. The differences in 
microbial communities between the two habitat types were influenced 
by differences in soil chemical properties, supporting the concept that 
both soil chemical properties and microbial community compositions 
and diversities are altered after a conversion from a natural to an 
agricultural ecosystem. 

This study was focused on a single economically important biome and 
represents the first demonstration of the effect of land-use changes on 
the diversity and structure of the soil microbial communities in African 
grassland soils. The study therefore serves as the benchmark for future 
studies on South African soil microbial diversity, and for monitoring 
future changes in soil microbial communities resulting from changing 
land use and climate.
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Figure 3:	 Heatmap displaying the fungal phyla detected. Paired-site samples are clustered based on the per cent relative abundance. Each row was scaled 
so that the mean of each taxonomic group across samples was calculated and coloured by the corresponding z-score of each cell. Sample names 
starting with A were obtained from agricultural soils while those starting with G were from grassland soils.
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