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Is the decline and fall of South African universities looming? 

Over the past few weeks, hundreds of thousands, if not millions, of words 
have been written or spoken about the student protests and marches that 
led to President Zuma’s clearly panicked response, declaring that there 
would be no fee increases at South African universities in 2016. 

There are three considerations that reveal the extent of the President’s 
alarm. Firstly, it is not clear who in his cabinet he consulted before 
making his announcement. Secondly, it is very clear that, at the very 
least, he did not consult anyone in his financial cluster as to how he 
expected his country’s universities to survive without the funds they 
need in order to operate effectively and to deliver decent tertiary-level 
education. And, thirdly, it is constitutionally unclear as to whether or not 
the President has the authority to arrogate, to himself, powers that are 
legally assigned to the councils of South African universities.

The most fundamental reason for the President’s inopportune and 
alarmist response without (it would seem) any consideration of the 
short- and long-term consequences of his announcement, is that 
the government has, for 20 years, paid little or no attention to the 
critical role and significance of post-school and higher education, and 
scientific research, in the country. While other BRICS countries which 
are, apart from India, all in dire financial straits are, as a consequence, 
providing substantial funding for higher education as they understand 
the importance of education in creating and sustaining development, 
South Africa has shown short shrift for this sector. The history of 
neglect and its consequence – the absence of consultation and careful 
planning – resulted in newspaper headlines such as ‘Scramble to fund 
0% hike’, ‘Blade waits to hear from Zuma’, ‘Chaos rocks Nene’s budget’, 
‘Zuma slips away’, ‘Blade beats a retreat’ and, perhaps the most telling 
of all, this statement from the Director General of the Department of 
Higher Education and Training (DHET), Mr Gwebs Qonde: ‘We don’t 
know where we’ll get the money. That’s a fact.’ 

Of course, one might point to what would seem to be policies and practices 
that are contrary to these three assertions. The Department of Science 
and Technology (DST) has, through a number of ventures, managed 
primarily by the National Research Foundation (NRF), invested funds in 
support of postgraduate students, institutional research projects and the 
Square Kilometre Array, amongst others. But the country’s investment in 
research through the DST, the NRF and private sources remains below 
1% (at 0.92%) while China’s contribution is 1.98%, and Brazil’s is 1.21%. 
The irony is that the National Development Plan, approved by the Cabinet, 
mentions (almost 150 times) research as being critical to economic growth 
and development, and specifically states that the National Treasury is to 
use fiscal instruments to subsidise research and development, and that 
research capacity in higher education must be nurtured and coordinated, 
and linked to postgraduate studies in universities. 

In direct contradiction to this, the Minister of Finance has effectively 
frozen research and post-education budgets for 2016, and has reduced 
the funds available for technical and vocational education and training. 
At the same time, he has increased the budget for public service salaries 
by ZAR20 billion a year for 3 years, bringing the total to ZAR359 billion 
for 2016 or 35% of the total national budget.

One might also point to efforts made by the DHET to fund research 
publications, support improved teaching and help to develop research 
skills in universities. None of these is in any way insignificant – but the 
funds for these ventures come from an existing and diminishing budget 
rather than from additional funds. In other words, these admirable and 
necessary ventures serve to reduce the overall funds available for the 
general support for and operations of South Africa’s universities, whose 
expenditures increase far above the official inflation rates. 
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The cost of electricity is increasing at close to 25% each year, and the 
increase in the cost of water is, on average, about 9%. Worse still, 
however, is that the cost of scholarly and scientific books is escalating 
rapidly; universities have to pay for the research that is core to their role, 
and then pay for that research to be published. As if that were not bad 
enough, the universities have then to pay, yet again, for students and 
staff to have access to the books and journals in which their researchers 
have published their findings, with each of these costs increasing 
beyond the so-called ‘official’ inflation rate. Operational costs – those 
which make it possible for universities to do their best by way of 
teaching well, supporting their students, and undertaking development-
related research – keep going up and state contributions keep declining, 
in real terms.

And then there is a further challenge, lurking in the shadows of the future. 
Demands, backed by protests (some violent), that are so rashly and 
ignorantly acceded to, produce the understandable notion that the next 
round of demands will also result in acquiescence. 

Here, then, are the remaining items on the ‘demand list’. Polity recently 
reported1 a meeting between members of the ANC National Executive 
Committee (NEC), and the Progressive Youth Association (PYA) chaired 
by ANC Secretary General Gwede Mantashe:

The [NEC] led by the Secretary General of the ANC…
received a report from the PYA on the student 
protests against increments in university fees.

The meeting acknowledged and commended 
students for running a predominantly peaceful 
protest campaign nationally that brought to the 
fore the critical challenges facing education, 
particularly in the context of fees that excludes 
many students from tertiary education.

The meeting agreed to urgently raise…the demand 
for a 0% increase in university fees, the scrapping 
of registration fees, long-term solution to realise free 
education, a review of the autonomy of universities 
and the capping of earnings of academics.

The agreement reached by the meeting formed part of a presentation and 
recommendations tabled before President Zuma ahead of his meeting 
with student representatives.

That the NEC commended the students for their lack of violence is, 
at the very least, disingenuous, as there were violent protests outside 
the Union Buildings in Pretoria, threats of violence on campuses, and 
the destruction of, or damage to, buildings on at least two university 
campuses. The agenda is, however, of greater concern.

The first item – a 0% increase in fees – has been achieved, with conse-
quences yet to be understood and resolved, other than that universities 
have been asked to trim their budgets, while Minister Nzimande 
scrambles around to find ways of determining where the compensatory 
funds may be found – and the civil service salary budget is increased by 
ZAR20 billion a year for 3 years. 

A start, of course, would be a compensatory reduction in the budgets of 
those state departments identified by the Auditor General as having spent 
large sums of monies fraudulently and unaccountably – funds which, 
then, they would not have needed had they been operating honestly and 
accountably in their use of public monies. 
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That item one was met, makes the others cause for concern. Where will 
the Minister and/or the President draw the line? And why would they do 
so at that point?

The second item – scrapping registration fees – reduces university 
income in addition to the loss of fee increases – while institutional 
expenses continue to grow. The third item – free education – means 
one of two things: growing DHET support for universities through the 
state, or inevitable decline. Unless ‘no fee’ education is replaced by a 
continuing and growing state income that will retain and improve the 
quality of the country’s world-class universities and, at the same time, 
develop and improve those institutions that were the victims of apartheid 
and extended periods of mismanagement, this item simply means that 
students (and the government) would be happy for their successors in 
universities to receive a low-quality education.

So to item four: a review of the autonomy of the universities. This 
item is difficult, because it is not clear what is meant by ‘autonomy’. 
If it is just a matter of control over fee increases or no fees at all, then 
it is the same issue covered by item three. If, however, the ‘review’ 
means looking at autonomy more widely, as is envisaged in the Higher 
Education Amendment Act now before Parliament, then this could mean 
that universities might no longer select their own Chancellors, appoint 
their own Vice Chancellors, set staff salaries, and determine and teach 
their own curricula. This would turn South Africa’s universities into 
the equivalent of those elsewhere in Africa 20 years ago, and end 
any notion of international standing and quality – and intellectual and 
scientific integrity. This is not to say that universities should not be 

expected to act in ways that are socially accountable – but the means 
for holding institutions to their legal and social responsibilities are 
already firmly in place.

Finally, item 5: capping earnings of academics. It is almost tempting 
to laugh at this notion; yet it is not a laughing matter. South Africa’s 
academics are not particularly well paid, and in face of salary increases 
for the employees of the state sector amounting to ZAR20 billion a 
year for the next 3 years, this item is nothing less than insulting – and 
thoughtless. It is to be assumed that students who wish to pay no fees 
nonetheless wish to be educated in ways that make them effective players 
in the world economy. Capping the salaries of researchers and teachers 
will have two consequences: those staff who can, will leave; and those 
who are unable to do so will take on additional work – unpublishable 
contract research or multiple teaching responsibilities. Either or both 
consequences will result in the move from the decline to the fall of South 
Africa’s universities.

Is this really what the PYA, the NEC and the government wish for? To 
move a reasonably sound system into the backwaters of international 
higher education, producing little or no serious research? And, worst of 
all, graduating students whose education will join the worst in the world?

Reference
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Recent discoveries of more than 1500 hominin fossils from the site of Rising Star in the South African Cradle of 
Humankind, attributed to a new species (Homo naledi),1 have attracted global interest. As yet no secure date for this 
extraordinary material has been obtained, and the relationship of this species to other Plio-Pleistocene taxa has been 
greatly debated in the media. Here I report results of morphometric analyses that may facilitate an assessment of the 
age and affinities of crania attributed to H. naledi.

The method is based on a least squares linear regression analysis of mean values of measurements for crania of 12 
hominin species (Table 1), as published by Berger et al.1 The analyses were performed to obtain standard errors of 
m-coefficients (sem) in regression equations of the form y = mx + c, based on pairwise comparisons of cranial data, 
as described elsewhere for pairs of hominin specimens,2,3 taking into account criticisms raised by Gordon and Wood4. 

The degree of scatter around a regression line of pairwise comparisons is quantified by the sem statistic. Log transformed 
sem values for conspecific pairs of modern vertebrates (as well as invertebrates) display a normal distribution with 
a mean value of -1.61,5 which has been considered to be an approximation of a biological species constant (T) with 
a standard deviation of circa 0.1,3 and which has been used to facilitate a mathematical (probabilistic) definition of 
a species5. 

It is of great interest to use this approach by comparing cranial measurements of H. naledi to those of other species 
listed in Table 1, using data published by Berger et al.1 Log sem Hn (x axis) values refer to results of pairwise comparisons 
when the measurements for H. naledi are on the x axis, and measurements for other taxa are on the y axis in regression 
analyses. Log sem Hn (y axis) values refer to results of pairwise comparisons when the measurements for H. naledi 
are on the y axis, and measurements for other taxa are on the x axis. ‘Log sem mean’ refers to the mean of these two 
values, and ‘delta log sem’ refers to the difference between the two values, which can also be used to assess degrees 
of similarity or dissimilarity in the context of log sem values.3

In the context of results reported for conspecific pairs of modern taxa, it is relevant to report two results from the 
current study. Firstly, H. naledi appears to be significantly different (dissimilar) from other species listed in Table 1, 
because all of the mean log sem values listed in Table 1 are outside the 95% confidence limits around the mean value 
of -1.61 +/- 0.1 for conspecifics. Secondly, H. naledi appears to be most similar to specimens attributed to early 
Homo, notably H. habilis, and (to a lesser extent) H. rudolfensis and H. erectus (see numbers listed in bold in Table 1).

Table 1: Results of pairwise comparisons between cranial measurements of Homo naledi and corresponding 
measurements of other species

 Log sem

Hn (x axis)

Log sem

Hn (y axis)

Log sem

mean

Delta

log sem
 

Paranthropus aethiopicus -0.852 -0.980 -0.916 0.128

P. boisei -1.098 -1.067 -1.082 -0.031

P. robustus -1.156 -1.119 -1.137 -0.037

Australopithecus afarensis -1.110 -1.139 -1.124 0.029

A. africanus -1.189 -1.142 -1.165 -0.047

A. sediba -1.192 -1.120 -1.156 -0.072

Homo habilis -1.326 -1.331 -1.328 0.005

H. rudolfensis -1.200 -1.272 -1.236 0.072

H. erectus -1.131 -1.256 -1.193 0.125

H. sapiens (Middle Pleistocene) -1.062 -1.285 -1.173 0.223

H. sapiens (modern) -1.102 -1.202 -1.152 0.100

Log sem Hn (x axis) values refer to results of pairwise comparisons when the measurements for H. naledi are on the x axis, and 
measurements for other taxa are on the y axis. Log sem Hn (y axis) values refer to results of pairwise comparisons when the measurements 
for H. naledi are on the y axis, and measurements for other taxa are on the x axis. Log sem mean refers to the mean of these two values, and 
delta log sem refers to the difference between the two values. Relatively low log sem values in bold reflect the fact that H. naledi appears to 
be most similar to specimens attributed to H. habilis, H. rudolfensis and (to a lesser extent) H. erectus, associated with ages in the order 
of 2 (+/- 0.5) mya.

A conclusion from this analysis is that the claim that H. naledi represents a distinct species appears to be warranted, 
at least from cranial data. Without assuming that log sem values can provide accurate dates, the results presented in 
Table 1 may be used to provide an estimate for the age of H. naledi, here considered to be in the order of 2 million years 
(+/- 0.5 years), recognising that the maximum age for H. rudolfensis is circa 2.5 mya, the age for African H. erectus 
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in this comparative study is circa 1.5 mya, and the age for H. habilis from 
sites such as Olduvai Gorge in Tanzania is circa 1.8 mya.
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As an article in the last issue of the South African Journal of Science1 highlighted, in the last few months we have 
seen a bonanza of early hominin material from the Cradle of Humankind – Homo naledi – presented to the world, 
courtesy of Lee Berger, John Hawks, Paul Dirks and the Rising Star science team. Firstly, there were papers on 
the taxonomy2, and the geological and taphonomic3 context, followed shortly afterwards by the detailed functional 
anatomy of the hands and feet of H. naledi in papers led by Tracy Kivell4 and Will Harcourt-Smith5, respectively. The 
media attention surrounding the fossils, and inferred mortuary behaviours, has been intense, but it has definitely 
put South African palaeoanthropology back on the world stage, and more importantly, encouraged the public to 
engage directly with the science and – via social media and exhibitions – with the scientists themselves. 

The metrics for the two primary papers2,3 have been nothing short of astonishing: 243 485 views and 25 435 
downloads for the taxonomy paper, and 82 399 views and 9207 downloads for the context paper at the time of 
writing. In addition, there has been over 5500 downloads of the 3D surface models of the Dinaledi fossils, which 
allow users (both in academia and the public) to generate their own models of the fossils, provided they have a 
suitable 3D printer (Figure 1). This open-access public science has been a triumph in the democratisation and 
dissemination of data.6 However, along with the media attention has come more than a fair degree of scientific and 
professional scrutiny (some as measured responses, some far from it) which has exposed some ugly truths at the 
heart of what we might like to think is a dispassionate and logical scientific debate. 

Photo: Patrick Randolph-Quinney. 

Original specimen cc Evolutionary Studies Institute, University of the Witwatersrand

Figure 1: An example of 3D model sharing of the Homo naledi fossils. The figure shows a rendered surface scan 
of the U.W. 101-0396 (DH3) calvaria. The scan (3D Mesh, polygon file format) is free to download from 
Morpho Source (http://morphosource.org) and is displayed using Microsoft 3D Builder. The scan mesh is 
suitable for direct 3D printing. 

First, the good scrutiny. The initial launch of the taxonomy and context papers was accompanied by a thoughtful 
and insightful commentary from Chris Stringer of the Natural History Museum in London. Stringer7 highlights the 
issue of the (as yet) lack of radiometric dating from the site, and makes the important point that because H. naledi 
is currently only known from one site (as is also the case with Australopithecus sediba8), it is unclear whether or 
not the taxon was restricted to southern Africa. If H. naledi was more geographically widespread, its moderate body 
size may force palaeoanthropologists to re-examine other small-bodied fossils from across Africa, which have 
usually been attributed to a small form of Homo erectus.7 

Other commentaries (all web based) followed from researchers such as Darren Curnoe (University of New South Wales) 
and Daniel Lieberman (Harvard University). Curnoe9 states:

Reading the scientific article describing Homo naledi you realise that the work is detailed, 
rigorous and careful. It involved a large number of specialists covering a very wide set of 
physical features on the bones and teeth. The case for the new species is, in my opinion, 
detailed, compelling and praise worthy.
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Lieberman (interviewed by Allison Pohle10 of Boston.com) was also 
broadly in support. He states: 

The head of this thing is extremely like the 
Homo erectus. It has a brain that’s a little larger than 
a chim panzee, which is the smallest end of the range 
of brain sizes in the genus Homo. The shape of skull 
is Homo erectus. And its brow ridge, the shape of 
the face, and teeth, pretty much from the neck up, 
a lot looks like the Homo erectus. …From the neck 
down, there’s a mixture of features….the foot was 
beautifully preserved and looks a lot like a human 
foot, except for the arch being a little flat. The upper 
body, arms and shoulders, look very primitive, 
like Lucy [Au. afarensis]. There was a beautifully 
preserved hand that was also very humanlike. The 
hands were humanlike in most regards except for 
the fingers and thumbs, and the shape of the wrist 
bones. The phalanges…are extremely curved, which 
you’d find in apes. It’s an interesting mixture of stuff, 
some modern, some early Homo, and a few things 
you’d find in the Australopithecus [sic]. It’s entirely 
reasonable for them to create a new species. 

Elsewhere science bloggers have described the H. naledi papers as a 
textbook example of how to do science.11 

Now for the bad scrutiny. There were a number of negative commen-
taries, although it becomes abundantly clear that many of them are 
ad hominem attacks. The three primary nay-sayers to date have been 
Professors Christoph Zollikofer (University of Zurich), Jeffrey Schwartz 
(University of Pittsburgh) and Tim White (University of Berkeley). All 
three are senior scientists, and all three have profoundly negative views 
of the validity of H. naledi as a new and distinct species. Zollikofer, 
quoted in an interview with Johan von Mirbach12, states:

The idea that this is a new genus is just another 
headline grabber. About 90% of this publication 
addresses the media and not the scientific com
munity. I call this a ‘media species’, which is usually 
quite short-lived….My intuition says it is a primitive 
Homo erectus. But I’m just speculating, since 
nobody knows its exact biological age. Assuming 
that it is 2 million years old, you could say it is an 
early Homo erectus, but not a new genus. 

This statement gives pause for thought on two fronts: firstly, 
taxonomy should be divorced from chronology, and secondly, Berger 
and colleagues2 do not name a new genus – naledi has been placed 
firmly within the existing genus Homo, thus joining a pantheon of 
taxa including manifestly primitive forms such as H. habilis and H. 
rudolfensis, evolutionary novelties such as H. floresiensis, and advanced 
(humanlike) morphs such as H. ergaster, H. erectus, H. antecessor, H. 
heidelbergensis, H. neanderthalensis and our own species, H. sapiens. 
Quite where the notion that naledi is representative of a ‘new genus’ 
comes from escapes me.

Writing for Newsweek on the day of the publication of the primary eLife 
papers2,3, Jeffrey Schwartz13 seems to suggest that the fossils should be 
placed in Australopithecus, and that several species are represented in 
the assemblage. He states:

Viewed from the side, two partial skulls are long 
and low, with a long gently sloping forehead that 
flows smoothly into the brow – nothing like us, or 
most specimens regarded as Homo. A third partial 
skull is very short and rounded, with a high-rising 
forehead that is distinguished from a distinct, well-
defined brow by a shallow gutter – not like the other 
skulls, and not like us or most specimens regarded as 
Homo. The femur has a small head (the ball end that 
fits in the hip socket) that is connected to the shaft 
of the bone by a long neck, and, below the neck, 

is a ‘bump’ of bone that points backward. These 
features are seen in every australopith femur. In us, 
and all other living primates, the head of the femur 
is large and the neck short, and the ‘bump’ points 
inward. Further, the teeth are very similar to those 
from a nearby fossil site that has yielded various 
kinds of australopith. Even at this stage of their being 
publicized, the ‘Homo naledi’ specimens reflect even 
greater diversity in the human fossil record than their 
discoverers will admit. 

In response, John Hawks highlights that H. naledi presents a uniform mix 
of primitive and derived traits, noting that every feature that is repeated in 
the sample is nearly identical in all individuals that preserve it. Hawks14 
states: ‘…It would be very strange to have a mix of different species 
where all seven proximal femora come from one species, while all of 
a dozen lower third premolars come from a different species.’ One 
could also be a little less charitable, and suggest, given the rapidity with 
which the Newsweek article came out, that Professor Schwartz did not, 
perhaps, have sufficient time to fully absorb and assimilate the 35 pages 
of primary taxonomic description2 and 26 pages of supplementary data 
and measurements before making his assessment. 

Finally, Tim White has been the most prominent critic of both the taxonomy 
and the behavioural interpretation of H. naledi. White has challenged the 
primary nature of the deposit (he suggests it was mixed and disturbed), 
the care with which the fossils were recovered (he suggests that fresh 
breaks were caused by rushing the work, and by the excavators rather 
than the ingress of recreational cavers prior to the site being secured), and 
the specific taxonomy and composition of the assemblage (he attributes 
all to small-bodied H. erectus). This latter criticism may be considered 
somewhat ironic from a scientist who wrote (p. 291) that no one should 
publish on a fossil without seeing the original,15 but who has not set foot in 
South Africa in a decade. Finally, White (along with Zollikofer) claim that the 
evidence for mortuary behaviours by the naledi hominins were specifically 
hyped for the press. In an interview with Glen Martin16, White states, ‘There 
is no evidence of burial rituals…the only evidence seems to be “We can’t 
think of anything else”. This is not evidence.’ 

I will leave it to others to address the criticism of the taxonomy and specific 
phylogenetic assessment of material from the Dinaledi Chamber, and 
instead concentrate on the issues raised about the inferred behaviour of 
H. naledi – deliberate body disposal. The case for this behaviour is based 
on geological, sedimentological, taphonomic and archaeological grounds; 
to contradict Professor White, what we present is evidence, and whilst we 
raise a number of alternative hypotheses to test against the physical data 
(hominin occupation of the cave, water transport of the remains, predator 
accumulation, mass fatality and death trap), the filter through which one 
assesses claims for each of these alternative scenarios simply does not 
fit the evidence at hand. In his commentary, Chris Stringer draws parallels 
between the depositional context of H. naledi and the ‘sepulchral’ pit from 
Sima de los Huesos (Atapuerca) in Spain, which provides evidence of at 
least 28 early Neanderthals who excavators suggest had been intentionally 
thrown into the pit, although it is worth noting that Sima does contain 
material from other large mammals, unlike the Dinaledi Chamber. There 
is general acceptance that Sima de los Huesos represents a charnel 
pit, for which large-brained archaic hominins (certainly more modern-
looking than H. naledi) practised intentional disposal of the dead. Stringer 
highlights that such a mortuary behaviour in H. naledi is a surprisingly 
complex one for a hominin with a brain no bigger than that of H. habilis or 
a gorilla; others (myself included) would disagree. 

The primatologist and professor of psychology at Emory University, 
Frans de Waal17, writing in the New York Times, rightly takes Stringer 
to task for this assumption of linking brain size with complex social 
behaviour, and you may feel De Waal’s frustration as he writes 

…The problem is that we keep assuming that there 
is a point at which we became human. This is about 
as unlikely as there being a precise wavelength at 
which the color spectrum turns from orange into 
red. The typical proposition of how this happened 
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is that of a mental breakthrough – a miraculous 
spark – that made us radically different. But if we 
have learned anything from more than 50 years 
of research on chimpanzees and other intelligent 
animals, it is that the wall between human and 
animal cognition is like a Swiss cheese. Apart from 
our language capacity, no uniqueness claim has 
survived unmodified for more than a decade since 
it was made. You name it – tool use, tool making, 
culture, food sharing, theory of mind, planning, 
empathy, inferential reasoning – it has all been 
observed in wild primates or, better yet, many 
of these capacities have been demonstrated in 
carefully controlled experiments.

We know, for example, that apes plan ahead. They 
carry tools over long distances to places where 
they use them, sometimes up to five different 
sticks and twigs to raid a bee nest or probe for 
underground ants. In the lab, they fabricate tools 
in anticipation of future use. Animals think without 
words, as do we most of the time. Since they never 
stay in one place for long, they have no reason 
to cover or bury a corpse. Were they to live in a 
cave or settlement, however, they might notice 
that carrion attracts scavengers, some of which 
are formidable predators, like hyenas. It would 
absolutely not exceed the ape’s mental capacity 
to solve this problem by either covering odorous 
corpses or moving them out of the way.

The suggestion by some scholars that this requires 
belief in an afterlife is pure speculation. We simply 
don’t know if Homo naledi buried corpses with 
care and concern or unceremoniously dumped 
them into a faraway cave to get rid of them. Apes 
appear to be deeply affected by the loss of others 
to the point of going totally silent, seeking comfort 
from bystanders and going into a funk during 
which they don’t eat for days. They may not inter 
their dead, but they do seem to understand death’s 
irreversibility. After having stared for a long time 
at a lifeless companion – sometimes grooming or 
trying to revive him or her – apes move on.

Other researchers are more critical, but unfortunately seem fixated 
on the act of burial, on ritualistic symbol-laden interment, which we 
never suggest H. naledi as undertaking. This misunderstanding may 
come down to an inadvertent conflation of any form of mortuary 
behaviour with the notion of the burial act – they are categorically not 
the same. Curnoe9 for instance, despite being happy with the taxonomic 
interpretation, comments: ‘My ‘nonsense-filter’ also tells me that all the 
talk in the media about this new species burying its dead and having 
human-like morality [my emphasis], or that it dismantles one of the key 
pillars of human uniqueness, needs to be called out for what it truly is: 
absurd.’ Views shared by Zollikofer who is quoted as saying12:

If you look more closely at the site where the 
skeletons were found, the cemetery theory becomes 
less probable. Think about it: according to the 
publication, there had never been direct access 
to the Dinaledi Chamber, where the bones were 
found. So our prehistoric human had to climb down 
there, squeeze through the narrow cave in complete 
darkness while dragging a corpse belonging to a 
member of its own species. From a purely practical 
standpoint, that makes no sense whatsoever. 

Well, archaeologists and primatologists would disagree with both Curnoe 
and Zollikofer, although specialists in palaeolithic burial have as yet not 
entered the fray…or perhaps they are winding up to address these 
issues through the correct medium – the peer-review process. Scientific 

discourse and peer-review is what drives the process of modern science, 
but being personally involved with the Dinaledi research has made me 
question the very nature of how the scientific community works, and in 
particular, how it fundamentally deals with evidence (ugly, inconvenient 
or otherwise) – the bedrock on which the modern scientific process is 
allegedly based.

Although I originally trained in archaeology and palaeoanthropology, 
and worked for many years in and around the sites of the Cradle of 
Humankind, the focus of my work in recent years has been forensic 
science, specifically anthropology and archaeology.18 I am a specialist 
in the recovery and analysis of buried remains, burial environments 
(defined as the sedimentary and environmental context in which a body 
or bodies are contained post-mortem) and post-mortem processes.19 
I have recovered bodies from archaeological cemeteries, clandestine 
graves, homicides, fatal fires, and mass graves as the result of war 
crimes. My input into the Rising Star excavations was primarily as a 
forensic taphonomist and archaeologist.3 As anyone with even a cursory 
interest in the forensic media circus which is ‘real-life crime’ or ‘CSI’ will 
know, forensic science is deeply steeped in concepts of admissibility of 
evidence, and the application of basic sciences to the judicial or medico-
legal process. In the USA, the admissibility of scientific evidence has 
been formalised through a number of legal case judgements, the most 
pertinent of which are those termed the Daubert Protocols or Daubert 
Standard.20 In practice, Daubert is used by a trial judge to make an 
assessment of whether an expert’s scientific evidence or testimony is 
based on scientifically valid reasoning or methodology and can properly 
be applied to the facts of the case.21-23 Under Daubert, the factors 
considered in determining whether the science is valid are whether the 
hypothesis or technique in question (1) can be, and has been, tested; 
(2) has been subjected to peer review and publication; (3) has known 
or verifiable error rates; (4) has standards (professional or otherwise) 
controlling its operation; and (5) has attracted widespread acceptance 
within a relevant scientific community.24 

So, does the science behind both the taxonomic and the context 
papers meet these definitions of admissibility? Of course it does. The 
science behind H. naledi is not controversial and is applied elsewhere 
in palaeoanthropology, evolutionary biology, geology, sedimentology, 
archaeology, etc., with widespread acceptance. Data are carefully collected 
(whether they be measurements of crania, teeth or femora, or elemental 
composition of cave sediments) and compared to existing standards and 
data sets. These data are subject to assessable error rates in terms of 
measurement error in data collection, or the effects of statistical sample 
size. Those undertaking the fieldwork and analyses are highly trained. 
And, most importantly, the work was peer reviewed before publication in 
a Thomson Reuters Web of Science accredited international journal. The 
evidence behind the science is sound – and presented in exceptional detail 
in the primary papers and supporting materials.2,3 We present primary 
raw data, and interpretations of those data in such a way that scientists 
can use the published evidence to either accept the hypotheses presented 
or, if they so choose, re-analyse the data in a rigorous scientific fashion, 
and refute or (and this is the critical point) falsify our hypotheses. This 
process – observation, hypothesis, data collection, analysis and review, 
acceptance or rejection of hypothesis – is the cornerstone of how most 
modern science is conducted. 

What critics perhaps fail to grasp is the difference between primary 
historical data (the physical evidence of the past – of which there is only 
one) and interpretation of intentionality or process in the past.25 It is the 
creative tension between these two which basically defines the science 
of archaeology, particularly when it comes to understanding behavioural 
repertoires in hominins closely related to us.26,27 Unfortunately this is 
complicated in species for which we have no clear modern analogue, 
falling as they are biologically somewhere between ape and human. To 
assist us in interpretation we triangulate data from a variety of disciplines 
– human archaeology, primate archaeology, ethology, evolutionary psy-
chology, geology and taphonomy, to name a few. 

Taphonomy is my area of primary interest, and an understanding of how 
we interpret the process of the introduction of bodies into the Dinaledi 
Chamber through taphonomic data is critically important. Because 
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of the confines of the Chamber, the Rising Star team applied forensic 
recovery and analytical techniques in order to extract the maximum 
amount of information about the formation of the assemblage, how 
the bodies had decomposed and skeletonised, and ultimately how 
they were introduced into the Dinaledi Chamber. As such, we adopted 
a multidisciplinary framework, bringing in a wide range of expertise in 
buried environments (more used to being applied to clandestine burials 
or forensic mass graves) to ensure that the most complete range of 
evidence was collected; the epistemological core of this is termed 
forensic taphonomy.19 Whilst taphonomy can be considered the ‘laws 
of burial’,28-33 forensic taphonomy34 is perhaps unique in that the subject 
area marks a shift in the temporal nature of taphonomic studies, away 
from complex time-averaged assemblages accumulated over millennia, 
to shorter post-mortem timeframes spanning days to years, with the 
acknowledgment of humans as taphonomic agents and the emergence 
of the individual cadaver as the unit of analysis.35 Much of the research is 
either derived from actual forensic casework, or applies neotaphonomy 
or actualistic taphonomy which concentrates on experimental work in 
the modern environment and applies its results to the past by analogy. 
This approach differs from ‘classic’ vertebrate taphonomy which is 
sometimes referred to as palaeotaphonomy36; this examines the context 
and content of depositional sites in great detail using temporo-spatial 
patterning, skeletal part representation and the pattern of skeletal damage 
as a means of interpreting formation processes. The neotaphonomic 
approach can be seen as primarily hypothetico-deductive in nature19 and 
implicitly attempts to deal with issues of equifinality.37 This is defined 
as reaching the same final state from different initial conditions and in 
different ways, without consideration of whether a system was open or 
closed. This is one of the great problems with taphonomic interpretation, 
in that whilst there is only one physical past, there may be multi-
causative agents which produce that past, and as such can affect our 
reconstruction of an event or a taphonomic trace.38-40 

To reiterate our interpretation based on physical evidence, the assemblage is 
unique by what it does not evidence – there is no evidence of peri-mortem 
breakage or trauma indicative of a fall or death trap as seen at sites such 
as Malapa41, no carnivore modifications, no cut marks, no sub-aerial 
exposure or weathering indicative of death outside the cave, no evidence 
of water transportation of bodies or bones within the cave, and no evidence 
of burning or charring3. Despite an exhaustive search by a professional 
caving team and geologists, we failed to find any other plausible access 
points into the Dinaledi Chamber, and there is no evidence to suggest that 
an older, now sealed, entrance to the Chamber ever existed. Detailed surface 
mapping of the landscape overlying the cave system indicates that no large 
flowstone-filled fractures occur in the region above the Dinaledi Chamber. 
These findings, taken together with evidence that the Chamber in-fill was 
derived from in-situ weathering and from filtered exogenous clays and silts, 
indicates that there was not an easy or more accessible entrance from the 
surface into the Dinaledi Chamber at any time in the past (despite what 
some commentators choose to believe). No other animals found their way 
into the Dinaledi Chamber, indicating that it has always been a tortuous 
route. Hominins came into the Chamber as whole bodies, averaged over 
considerable time, and are not found distributed through the wider cave 
system as would be the case if they had wandered blindly into the labyrinth 
or been chased by predators. The accumulation of so many individuals 
in such an isolated specific locality, over a considerable period of time, 
suggests the route into the cave was intentional and deliberate. Following on 
from his comments on the taxonomy, Dan Lieberman suggests: 

…It was a crazy deep cave, and getting in there 
wasn’t easy. When they got in, there was nothing 
but the remains of this species. It’s hard to imagine 
them getting there other than being intentionally 
deposited there. It smells to me like that’s a form 
of burial, and it’s a reasonable conjecture.10

Again, Lieberman uses the word burial. This word is perhaps where part of 
the problem lies – with semantics – an entirely human problem, and one 
in which the meaning of ‘burial’ obviously causes confusion. Paul Pettitt42 
draws a very nice distinction with regard to mortuary behaviours in his 
excellent book The Palaeolithic Origins of Human Burial. He discusses the 

difference between non-human primate grief, suffering and loss as seen 
in the chimp communities of Gombe, TaÏ and Bossou, and Huntington 
and Metcalf’s notion of the universality of human death. Huntington 
and Metcalf suggest that the diversity of cultural reactions to death and 
mortality is a measure of the universal impact of death – but that any 
reaction to it is not random; it is always meaningful and expressive. Pettitt 
draws the distinction that the chimpanzee reaction to death is certainly 
expressive (involving grooming, carrying, patting, vocalisations, etc.) but 
it is not meaningful. That then is the gulf between the mournful primate 
(expressive, even ritualistic at times) and the origins of complex mortuary 
behaviours (enriched with ritual symbolism, meaning and cognitive 
depth). Pettitt makes the point that mortuary practices form a wider set 
of transitions marked by ritual activity, but that how we contextualise 
them is important. Thus, there are a number of well-understood social 
concepts within our understanding of mortuary rituals, but these have 
differing physical expressions, functions and meanings. The most critical 
in the case of H. naledi is to differentiate among three most basic forms 
of mortuary practice: structured abandonment, funerary caching, and 
formal burial or inhumation. The former is the deliberate placement of a 
corpse at a certain point in the landscape, for simple functional reasons 
(protection from scavengers or predators). The second is structured 
deposition of a corpse, or parts of a corpse, in a chosen place, without 
modification of that environment, such as at the back of caves. Unlike 
structured abandonment, however, the place is given some ‘meaning’ 
beyond simple function. The third term is the creation of an artificial place 
for the purposes of containing a corpse, and involves at least three stages: 
excavation of an artificial pit or trench to serve as a grave, the interment 
of a body within the grave, and the covering of the body with the extracted 
sediment. Physically, and based on the contextual evidence, H. naledi 
may have practised funerary caching over multiple generations; we do not 
know where this behaviour fits on a scale from primate grief expression to 
symbolic meaning, but for palaeoanthropologists to dismiss the notion of 
a small-brained naledi showing a degree of social complexity in relation to 
mortality is arrogant and anthropocentric in the extreme. 

None of the commentary and criticism in the media would lead me in 
any way to modify the working hypothesis of deliberate body disposal by 
H. naledi. Although research is ongoing on the assemblage and its context, 
no new data have come along to force us to reject our hypothesis. If at 
some point in the future such data do arise, then we will readdress the 
theory and, if appropriate, re-evaluate, rethink and raise new hypotheses 
which fit the data and present those to the scientific community through 
peer-reviewed publications. That process is how science works – it is 
provisional. But that provision is based on data and evidence…not belief. 
To reject a hypothesis because you simply do not like or do not believe 
the evidence presented to you is not science – it is pseudoscience at best 
and wilful ignorance at worst. It remains abundantly clear that many of the 
criticisms of the discovery and interpretation of H. naledi are not based 
on evidence; if they were, they would be published through the scientific 
peer-review process, and not through the popular media. They are either 
ad hominem, or perhaps caused by lack of appreciation or understanding 
of areas of science outside the comfort zone of the scientists concerned; 
I am not sure which I find the most depressing. 

And with that, I leave you with closing remarks from Frans de Waal17 – who 
views the discovery of H. naledi as an opportunity to re-contextualise our 
understanding of hominin behaviour back into the ‘real’ natural world, and for 
us not to view our own ancestral lineage as something unique and separate 
from our shared primate heritage. He closes his New York Times article with 

…It is an odd coincidence that ‘naledi’ is an anagram 
of ‘denial’. We are trying way too hard to deny that 
we are modified apes. The discovery of these fossils is 
a major paleontological breakthrough. Why not seize 
this moment to overcome our anthropocentrism and 
recognize the fuzziness of the distinctions within 
our extended family? We are one rich collection of 
mosaics, not only genetically and anatomically, but 
also mentally.

Well said.
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In a recent reply to the ‘ideology of no transformation’ in higher education, Cloete1 shows that African women PhD 
graduates grew from 10 in 1996 to 106 in 2012 – a 960% increase. But read on, because this figure translates to 
a participation rate of only 2.4% per 100 000 of the relevant population. When white women are compared, their 
participation rate is 40 times higher. My argument, therefore, is that black African women are invisible in leadership 
and the ‘masculinity of power’ marginalises them.

The question to be asked then, is whether or not the picture changes for other areas of leadership beyond 
performance in advanced degrees? The answer is ‘no’. At present, there is just one black African woman with 
an A rating from the National Research Foundation and only two who are B-rated in comparison to 12 white 
women who are A-rated and 67 who are B-rated. I am certainly not suggesting that black African women should 
be awarded A and B ratings even when they do not deserve them. Rather, I ask why is it that, after 21 years of 
democracy, only three black African women have risen to these levels. What is it that we are not doing to ensure 
that more black African women get to these levels? Although we thank Minister Pandor for the 42 SARChI chairs 
recently awarded to women, most of the recipients were white women. So irrespective of what the CREST data 
say, the point is that black African women remain invisible despite the increased number of black African women 
who hold doctorates. 

Looking at the government’s latest report on the status of women in South Africa, it is clear that despite educational 
gains, women are generally employed in low-skilled occupations. Gender inequality in South Africa varies across 
sectors, from 12th in the world in terms of political empowerment, to 83rd for economic participation, and 85th for 
educational attainment. 

Although statistics are helpful, they are inadequate. On the matter of women and leadership, I believe that words 
are more important, perhaps because we have the figures and their power to speak often needs amplification. We 
know, for instance, that there are few women CEOs, that academic management is slow to appoint women, and 
that only the South African parliament can boast parity between men and women. In most cases, the numbers paint 
a dismal picture, despite the triumphalism of our democracy. 

The representation of women in government has made us think that we are doing much better than we really are in the 
leadership stakes. We see rows of women in parliament, some taking prominent positions. In the media, women leaders 
in the political and judicial arena capture our imagination, and we congratulate ourselves on gender transformation. 
Of course these achievements are important, but in our space – research and higher education – the picture seems 
very different, especially when one begins to disaggregate both ‘women’ and ‘leadership’. Which women? What 
kinds of leadership? My concern is that for all the demographic transformation in government, does it translate to 
anything approximating equity in leadership more broadly? 

Even the relatively positive achievements of women in government mask the real relations of power within social 
and political movements, and Hassim2 argues that ’questions concerning who has voice and agency …remain 
largely obscured’. This is not to say that women have not benefitted from the new procedural and institutional 
arrangements of the state after 1994: of course we have, but we have to see this transformation as very much 
still a ‘work in progress’.

So today I choose words to help the numbers. In a recent book entitled The Colour of Our Future, Netshitenzhe3 

argues that black women have suffered ‘triple oppression’: first, as disadvantaged and marginalised in class terms; 
secondly as black in a racialised society that privileges the white minority; and thirdly as women in patriarchal 
African cultures. 

It seems to me that black women are also affected by the assertions of Africanness which are a strong feature of 
contemporary politics, because their promotion of pristine forms of African culture generally valorises patriarchal 
practices. This important return to heritage as a way of restoring dignity to African identity sometimes depicts 
women in subject roles. Obbo4, for example, cites the effect of modernity on women, as elite African men abandon 
their ‘traditional’ wives in villages to marry younger, educated women in urban centres. The irony, says Obbo, is 
that this is equally true of intellectuals who ‘exhorted the celebration of African culture’. 

Feminism among Africans has also not fared well, because of its epistemological whiteness which, understandably, 
has not had much purchase in South Africa. Feminism therefore often sets up a rivalry between black and white 
women, because it has generally been soft on racial and class inequality.5 

Behind the numbers, therefore, there is an analysis of our historical and contemporary status as women. I can’t 
speak for white women, but in academia they seem to have been the beneficiaries of democracy more than black 
African women, rising to senior professorial positions and even executive management, although there is a glass 
ceiling at vice-chancellor level for almost all women. 

This brings me to my own experience, beginning in the township with its economic and educational deficits, 
making the best of apartheid higher education at the University of Bophuthatswana, and eventually earning a 
place at Wits. There, I had to contend with its forms of ‘coloniality’ in racial, gender, linguistic and curricular 
terms, until I graduated with a PhD. The academic totem pole has its own challenges, as I climbed the ranks to 
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professor, dean and deputy vice chancellor, against considerable odds. 
Hard work is important, but I have also learned the hard lesson that it is 
not sufficient in itself.

My experience has taught me that women have to be much better than 
men to land top jobs, they have to work doubly hard, and this gradually 
becomes an albatross as more women attain executive positions, because 
talented women are often constructed as ambitious rivals; and gender 
politics harshly depicts them in patriarchal stereotypes, caricaturing their 
personalities to curb their influence. 

The ‘Rhodes must fall’ and the ‘Open Stellenbosch’ movements tackle 
the ‘coloniality of power’, as Grosfoguel6 has coined it, but I don’t see 
issues of gender equality being asserted in these current politics. In this 
sense, gender is trumped by race, which tends to make women compete 
with women, which often leaves black African women at the back of the 
colonial procession. 

If I have lamented the invisibility of black African women in leadership, I am 
also challenging the ‘masculinity of power’ along with the coloniality of 
power in higher education and other sectors of the economy. Changing the 
numbers does not change influence, and leadership is not the outcome. 
So what do young up-and-coming women in science and research need 
to do to rise to leadership? 

Firstly, they need to stay in the system. Often people do not think of research as a 
career. In fact, research and academia are not marketed as careers – perhaps 
because the salaries are not that great. Many of our young scientists aim 
to complete a PhD as a passport to another professional destination. 
This emigration of research capacity from universities weakens potential 
leadership in the academy and reduces our influence in knowledge 
creation and production.

It is true that a career in research is not immediately glamorous – it 
means exploring new, unknown paths with patience and persistence 
without losing focus or hope, even when setbacks and difficulties occur, 
as they frequently do. So my encouragement to all young researchers is 
to stay the course, no matter what the challenges might be – because 
challenges there will be. Young researchers, especially young, black 
African women, just stay the course! 

Since black African women are almost entirely invisible, the possibilities 
of becoming, and then being, visible are an enormous challenge. Yet 
staying the course means not just your own progress and success, but 
the possible lowering of the glass ceiling for even younger potential black 
African women scholars. The prospects for leadership are immense: our 
critical mass efforts to attain improved higher education qualifications, 
greater research success and better positions open to us opportunities for 
intellectual growth, personal development and career advancement, and 
for feminising universities by changing ways of knowing, ways of doing 
and ways of leading to achieve a more equal society. 

My advice to young black women scholars is to make the most of every 
opportunity that presents itself. Learn, connect with fellow researchers, make 
friends and take a firm hold on leadership possibilities, because that is 
how leadership starts – for all young people.
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Although the matter still is contested, there is growing agreement amongst national policymakers and other socio-
economic actors that the university is a driver for economic growth and development. This belief has to do with the 
role of the university in producing a highly-skilled and competent labour force, and in producing new knowledge. 
Both contributions are essential to the building of innovation and development for a national economy that aspires 
to be globally competitive. Both come together in the doctorate. There is also increasing recognition that research-
intensive universities in low- and middle-income countries have an indispensable role to play in a differentiated 
academic system that can respond to the diverse requirements of contemporary development.1

According to Altbach2, a differentiated academic system is needed for research-intensive universities to flourish:

The fact is that few if any developing countries have a differentiated academic system in 
place; and this central organisational requirement remains a key task…These institutions 
must be clearly identified and supported. There must be arrangements so that the number 
of research universities will be sufficiently limited so that funding is available for them and 
that other resources, such as wellqualified academics, are not spread too thinly.

But as Altbach points out, research universities with strong doctoral programmes usually constitute a relatively 
small percentage of the higher education sector. In the USA, it is about 5% (220 research universities in a system of 
more than 4000 post-secondary institutions); in the UK, 15% (15 research universities amongst 100 universities); 
and in China, 3% (100 research universities out of more than 3000 institutions countrywide). In many developing 
countries there is often only one research university, and too many countries have none.2 

A key component of a research-intensive university is a strong doctoral programme. Within the developed 
countries, with high doctoral production integral to their knowledge economy, there is a debate about whether 
an increase in doctoral graduates is required, and about what kind of contribution (research skills, innovation 
capacity, or something else) a doctorate makes to their knowledge economies. In sharp contrast, there are a 
range of developing countries, like Brazil and Mexico in Latin America, and China, Malaysia and Singapore in East 
Asia, where higher education, and specifically the doctorate, is seen as a development driver towards becoming a 
knowledge economy. These countries have invested massively in the expansion of doctoral programmes.3

In South Africa, the state, through its various bodies like the Department of Higher Education and Training (DHET), 
the Department of Science and Technology (DST) and the National Research Foundation (NRF), has responded 
to a knowledge economy discourse, even if the real economy is still mired in a low-skill, mineral extraction, 
export-dominated model. In a surprise move, in 2012, the National Planning Commission (NPC) made the target, 
of increasing the percentage of academic staff with a doctorate from the 2010 level of 34% to 75% by 2030, their 
number one priority in the section on higher education in their final report. This target replaces student enrolments 
and throughput rates as number one priority.

The rationale for this change between the draft and final report centres on the poor quality at the heart of poor 
performance in the higher education sector: ‘The most important factor that determines quality is the qualifications 
of staff’4. The basic argument runs as follows: raise the qualifications of staff – in other words, increase the number 
of academics with doctorates – and the quality of the student outcomes will improve. This will also significantly 
improve throughput, the capacity to supervise higher degrees and, ultimately, the research productivity of the 
sector. In short, ‘quality defined as having a doctorate is seen by the National Development Plan (NDP) as being the 
key that will unlock a virtuous cycle of effects’5.

The NDP went further and set a target for the sector of producing more than 100 doctoral graduates per one million 
of the population by 2030. Broadly speaking, these numbers mean that the annual production of doctoral graduates 
will have to increase from 1420 per annum (in 2010) to 5000 per annum in 2030. This target was confidently 
repeated by Vice President, and Vice Chair of the NPC, Mr Cyril Ramaphosa, at the Transformation Summit in 
October 2015.

The DST, DHET and the NPC have all supported the notion of strengthening well-performing research-intensive 
universities in their policy documents. For example, the DHET White Paper6 declared that ‘in the university sector 
this continuum will range from largely undergraduate institutions to specialised, research-intensive universities 
which offer teaching programmes from undergraduate to doctoral level’.

In its rhetoric, the DHET is quite in line with the sentiments of the NDP4 which urged government to:

… strengthen universities that have an embedded culture of research and development. 
They should be assisted to access private sector research grants (third stream funding) in 
addition to state subsidies and student fees, attract researchers, form partnerships with 
industry and be equipped with the latest technologies.

In terms of financial policy, DHET has rewarded research output and doctoral enrolments and graduations through 
its subsidy formula. The DST and NRF have awarded scholarships, research chairs (through the South African 
Research Chairs Initiative) and Centres of Excellence based on merit and equity, and the research-intensive 
institutions have benefitted accordingly, as could be expected if merit is an important, if not the only, criterion. 
Whether these initiatives are enough to grow this sub-sector in line with the target set by the NDP is the question.
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The question is not whether the higher education landscape should 
be differentiated; it is already differentiated in terms of a range of 
indicators, and has been so for some time.7,8 The question is whether 
the government will support targeted differentiation in policy and fiscal 
terms. Left as it is, the system will grow modestly, or just drift. Policy 
inaction is also a choice.

A comprehensive study on doctoral education in South Africa offers an 
interesting lens on the differentiation debate, and on the categorisation 
of the university system.7

Differential doctoral production in South Africa
Table 1 shows that in 2012, seven universities produced 68% of all doctoral 
graduates and six universities produced only 1%. Table 1 also shows:

•	 Regarding graduation growth, during the 2008–2012 period, five 
universities grew their doctoral graduates by more than 20% 
annually while three posted 0% growth. 

•	 Regarding efficiency, in 2006, four universities had a completion 
rate above 55% after 7 years, and seven universities had a 
completion rate lower than 35%. Another indicator of efficiency is 
the ratio of doctoral graduates as a percentage of academic staff 
with doctorates. In 2012, five institutions had a ratio higher than 
0.3 and four universities had a ratio lower than 0.1. 

•	 Regarding transformation, in 2012, five universities produced more 
than 90 black doctoral graduates each, while six between them 
produced only 15 in total. Five universities produced more than 75 
female doctoral graduates each, and six universities just 13 in total. 

•	 Regarding percentage of academic staff with a doctorate, in 2012, 
six universities had more than 50% of their staff with doctorates, 
five had fewer than 20%. 

Of course, it is not the same institutions that perform well for all of the 
doctoral indicators. In 2012, Stellenbosch University and University of 
Pretoria both produced 200 or more doctoral graduates, while University 
of Fort Hare and Tshwane University of Technology grew at more than 
35% annually during the 2008–2012 period. Stellenbosch University and 
the University of the Western Cape had a 60% completion rate for the 
2006 cohort. Stellenbosch and Rhodes Universities had a ratio of above 
0.39 doctoral graduates to academic staff with doctorates. Regarding 
transformation, the University of KwaZulu-Natal and Stellenbosch 
University produced more than 100 black doctoral graduates each and 
both of these two institutions each graduated more than 90 women. 
Finally, the Universities of Cape Town and the Witwatersrand had more 
than 55% of staff with a doctorate. 

Looking at doctoral performance across the seven indicators, there is 
a grouping of at least seven traditional universities which consistently 

Table 1:  Indicators for performance in doctoral production 

GROWTH EFFICIENCY TRANSFORMATION QUALITY

University
Doctoral 

graduates in 
2012

Average annual 
growth rate: 
2008–2012

Percentage of 
2006 cohort 

graduating after 
7 years

Ratio of doctoral 
graduates to 

academic staff with 
doctorates in 2012

Number of 
black doctoral 

graduates

Number of 
female doctoral 

graduates

Percentage of 
academic staff 
with doctorates

Cape Peninsula 24 16.6% 34.0% 0.19 19 5 16%

Cape Town 199 7.1% 55.8% 0.28 98 78 65%

Central 5 0.0% 30.8% 0.07 3 1 26%

Durban 6 18.9% 46.2% 0.07 4 5 15%

Fort Hare 43 40.6% 34.1% 0.36 41 9 38%

Free State 94 14.3% 50.7% 0.25 42 44 40%

Johannesburg 109 10.5% 55.0% 0.37 52 53 29%

KwaZulu-Natal 177 6.8% 50.3% 0.27 138 91 47%

Limpopo 17 5.0% 32.0% 0.13 16 7 16%

Mangosuthu 0 0.0% 0.0% 0.00 0 0 9%

Nelson Mandela 86 16.3% 51.4% 0.36 51 26 41%

North West 154 11.4% 52.1% 0.25 42 82 50%

Pretoria 200 2.7% 51.5% 0.32 83 99 49%

Rhodes 67 25.5% 50.6% 0.39 34 32 51%

South Africa 152 22.7% 24.5% 0.25 94 60 39%

Stellenbosch 240 18.9% 65.1% 0.46 107 96 53%

Tshwane 44 35.6% 51.1% 0.25 33 14 21%

Vaal 2 0.0% 0.0% 0.05 2 0 13%

Venda 4 18.9% 29.4% 0.04 4 1 31%

Walter Sisulu 3 10.7% 25.0% 0.04 2 1 12%

Western Cape 75 15.6% 59.8% 0.26 62 23 52%

Witwatersrand 150 9.1% 44.5% 0.25 92 56 55%

Zululand 28 21.1% 51.6% 0.35 26 11 27%
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perform well: Stellenbosch, KwaZulu-Natal, Cape Town, Pretoria, 
Rhodes, Western Cape and Witwatersrand. There is a second grouping 
of nine institutions which are consistently in the top 10 in terms of at 
least five of the indicators: four traditional universities (Fort Hare, Free 
State, North West and Limpopo), four comprehensive universities 
(Johannesburg, Nelson Mandela Metropolitan, South Africa and 
Zululand), and one university of technology (Tshwane). The third 
grouping of seven universities performs indifferently across the 
indicators. This group consists of five universities of technology and two 
compre hensive universities.

It is worth noting that in terms of the official government classification 
of the system into traditional universities, comprehensive universities 
and universities of technology, four of the comprehensive universities 
(Johannesburg, Nelson Mandela Metropolitan, South Africa and Zululand) 
perform comparably with the second grouping of traditional universities 
as far as doctorate production is concerned. Regarding the universities 
of technology, Tshwane is the only one that could be classified as being 
in the doctorate-producing grouping. 

High performance relative to indicators and goals has often been attributed 
to historical advantage (some universities are more than a 100 years 
old) and particularly to the apartheid practice of discriminatory allocation 
of resources and human capital.6 Table 1 shows that in post-apartheid 
South Africa, some of these differences in performance – particularly 
in terms of the doctorate and research output – have persisted. More 
interestingly, the Table also shows that there is a differentiation occurring 
amongst the historically disadvantaged institutions. For instance, the 
Universities of the Western Cape and Fort Hare and the Mafikeng campus 
of North West University have become much more productive, and 
the Tshwane University of Technology is comparable to the traditional 
university grouping. 

Also interesting to note, the ‘transformationally challenged’ universities 
Stellenbosch and Cape Town are, along with KwaZulu-Natal and Pretoria, 
the biggest producers of black and women doctoral graduates. 

Tough questions
How will South Africa try to gear up the system to meet the target of 
5000 new doctorates a year by 2030 set by Mr Ramaphosa and the 
NDP? These findings pose anew at least six policy questions that 
South Africa has struggled with since 1994 and continues to struggle 
with. Firstly, should the seven institutions that make up 30% of the 
system and produce 70% of the doctorates be regarded and recognised 
as having an ‘embedded research culture’, as research-intensive 
universities with strong doctoral programmes? If so, what are the policy 
levers for further strengthening such universities? Secondly, should 
nine institutions in the next cluster be encouraged and incentivised to 
develop and expand their research and doctoral education capacities? 
While this would broaden the base of the system, it would run counter 

to the international trend of singling out a smaller group of institutions 
worthy of high-level support. Thirdly, should the six institutions that 
produce 1% of the doctoral graduates be allowed to continue to offer 
doctoral programmes? In the USA and Norway for example, doctorate-
awarding status is attained only after meeting fairly stringent conditions. 
Fourthly, if a decision is taken to increase full-time doctoral programmes 
(the main recommendation from Cloete et al.’s7 study), with the attendant 
considerable costs involved, should these programmes be distributed 
across all institutions or be concentrated in the most efficient universities 
with demonstrated supervisory capacity? Fifthly, are we likely to meet 
the target without actively welcoming candidates and supervisors from 
the rest of Africa? Can this approach be encouraged in the face of the 
prevailing national mood? Last but certainly not least, can we afford 
not to incentivise (highly productive) universities to produce more black 
women doctoral graduates?
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Students entering a foundation course in economics are often told, ‘economics is the study of choice; of decisions 
on the allocation of scarce resources between competing needs’. Ecological economics extends this definition 
to include choices made across time and between generations. In doing so it debates competing views of 
technological advances, questioning the security they can offer, and interrogates the natures of welfare, growth, 
development and the measurement of them. It is in the growth/development debate that ecological economics 
deviates furthest from the common conventions of environmental economics. Where modern economics still 
assumes a frontier economy, with boundless opportunities for growth, the ecological economist sees a world that 
is already nearly full.

It has to be stressed that this book is, as the title indicates, an introductory text. Anyone hoping for more will be 
disappointed. It is also a compendium with seven authors. This imposes a cost: the book feels like a series of linked 
pools rather than a unified stream. It is, however, a text whose authors have dominated the discipline for the last 
30 years; it certainly summarises the ‘state of the art’ in the discipline.

The book has four sections. The first, ‘Humanity’s Current Dilemma’, identifies the evidence that the current path of 
economic growth faces limits. It introduces the idea that economic policy should not simply target the expansion 
of outputs, but the reduction of raw inputs; making more with less.

The second section surveys the history of economics and ecology. Necessarily, much has been left out, and it would 
be easy to quibble about the balance, but for anyone new to the subject it manages to cover the basics in 60 pages. 
This section is not easy reading. It feels ‘bitty’, again probably as a result of multiple authorship; nonetheless, it 
does offer a reasonable summary of all but the contribution of conventional ‘neoclassical’ economics. The mention 
accorded to the neoclassical view is so brief that an uninformed reader might be forgiven for believing that modern 
economics has had nothing to say on the issue of sustainability. In reality, this topic has been a rapidly growing 
focus of study since the early 1970s, and a driving passion of major economists including the Nobel laureate 
Robert Solow.

The really interesting portion of the book is provided by the last two sections. From the perspective of a North 
American reader there is much in them that makes sense and is convincingly argued. However, viewed from a 
developing world standpoint, some of these arguments are far less persuasive.

The third section covers the principles and objectives of ecological economics. It compares growth and development, 
explaining that the former is merely increasing real GDP while the latter embodies improved national welfare. It also 
explains clearly the deficiencies in our current system of national accounts. Among the concerns raised are the 
ways in which both the market mechanism and the democratic process often undermine sustainability – both 
tending to support short-term advantage over long-term resilience. The authors discuss some of the alternatives 
to GDP and national income as measures of development from the original Tobin/Nordhaus ‘measure of economic 
welfare’ onwards, and include a very clear presentation of the theory underpinning Salah el Sarafy’s proposed 
reforms to the national accounts. 

The ecological threats posed by the modern market system and its use of advertising to promote consumption 
are extensively discussed. The authors argue that consumption and welfare are not closely linked, and indeed this 
seems to be the case in high-income states. However, in economies with high levels of poverty, this argument is 
more difficult to support. Also criticised is free trade. The authors seem to have adopted the narrow arguments 
made by the protestors at the ‘Battle in Seattle’ during the 1999 World Trade Organization meeting – trade does 
indeed cause job losses in the developed world, but the employment opportunities typically reappear in greater 
numbers in the developing world. They object that trade causes a pollution control ‘race to the bottom’ because 
dirty producers can undercut those bound to clean production techniques. Ironically, this argument ignores the 
World Trade Organization’s willingness to allow tariff protection in such cases. They also complain that trade 
benefits those who pay low wages in the developing world, ignoring the way in which it has caused equalisation 
of worker incomes, driving up salaries in places like Japan, Singapore, Korea and now China, the very countries 
to which production has migrated. The authors have not addressed the basic notion that free trade rewards those 
who produce most efficiently, and that this should surely rationalise resource use and increase efficiency at a 
global level.

The final section, ‘Institutions, Instruments and Policies’, is the book’s high point. Herman Daly has been writing 
on these issues for decades, and one sees his hand in much of the chapter. The 10-point synopsis of his policies 
for a ‘steady state economy’ could be usefully read to parliamentarians every year. He is the complete eclectic, 
happy to take good ideas from the workerist left (to limit the gap between worker and management incomes, 
provide more leave, etc.), from Keynes (to treat the International Monetary Fund as a bank clearing house with 
penalties imposed on those with substantial trade surpluses or deficits), from conservative Chicago monetarists 
(to do away with fraction reserve banking and to back all bank deposits 100%) and from modern China (to restrict 
population growth). 

The three policy proposals for sustainability show similar eclecticism. The first, use of a natural capital (e.g. mineral 
deposits) depletion tax, adopts proposals made by Robert Solow. The size of the tax is not specified, but one 
assumes it would follow the Hartwick rule. The second policy proposal will be recognised by those familiar with 
current South African mining regulations, a ‘precautionary polluter-pays principle’ – specifically, a deposit system in 
which an operator is required to leave an interest bearing deposit sufficient to clear up expected damages in a worst-
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case situation. The third is the use of countervailing duties on goods 
produced using unduly ‘cheap and dirty’ technologies. Interestingly, it 
is recognised here that this proposal accords with longstanding GATT 
(General Agreement on Tariffs and Trade) guidelines, whereas the book’s 
objections to trade mentioned earlier did not recognise these guidelines. 
Again, multiple authorship can lead to internal inconsistencies.

In summary, Costanza et al. have put together a useful handbook but not 
an enjoyable read. An author with a mission can educate and convert 
readers far more easily than can a consortium of writers. Aldo Leopold, 
Rachel Carson, Kenneth Boulding and Herman Daly all did this admirably 
in the past. This text unfortunately reads like the product of a committee, 
certainly serviceable, but not pretty.
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Ask anyone on the street who Albert Einstein is or was and you will more often than not see their faces light up as 
they describe the eccentric man with crazy white hair and an infectious grin who changed our views about space 
and time, infinity and beyond – the very definition of genius. Karl Popper proclaimed that ‘relativity’ should be 
what all science should aspire to be. Like a work of art, Einstein’s vision of the universe continues to fill us with 
wonder and delight. A reality filled with black holes and time warps, rapidly spinning neutron stars and gravitational 
waves, general relativity represents a magnificent unification of space and time, matter and energy, providing an 
explanation of some of nature’s most profound mysteries and, as Pedro Ferreira describes it in his new book, very 
much ‘The Perfect Theory’.

In The Perfect Theory, Professor Ferreira, a cosmologist at the University of Oxford tells the story of one of science’s 
greatest accomplishments. He takes us from those early exploratory days of gedanken experiments, through the 
golden years of the late 1960s and 1970s when doing research in relativity was one of the trendiest things you 
could do as a theoretical physicist, all the way to the present day, when some are beginning to question its validity 
on the largest cosmological scales. 

In the early 1900s, the scene was set for a scientific revolution. The clockwork deterministic world of Newton and 
Galileo, which had survived intact for more than 200 years, was about to be overturned by a 26-year-old patent clerk 
named Albert Einstein. The problem related to the way objects from elementary particles to rocket ships moved 
relative to each other. According to Newtonian mechanics, speeds should add up in a straightforward way. If two 
cars moved towards each other, for example, the driver of one car would observe the other car to be moving at their 
speed plus the speed of the approaching car. The consensus at the time was that this fundamental law of addition 
should apply to everything, even particles of light called photons. Unfortunately, Maxwell’s theory of electricity and 
magnetism painted a very different picture. The speed of light in a vacuum seemed to be the exception to this basic 
rule of addition. All observers, irrespective of their state of motion, should observe light to be travelling at the same 
speed. From 1887 to 1902, Michelson and Morley and others confirmed this exception experimentally, which led 
to a fundamental and irreconcilable mismatch between two of the major pillars of classical physics – a crisis only 
Einstein with his natural intuition, imagination and a pinch of common sense could resolve. How did he resolve it? 
Simply, by keeping the speed of light constant and determining what the consequence would be for the Newtonian 
equations of motion. It seems almost obvious now, when one looks back, but the result of making this rather simple 
change to the framework of physics was revolutionary. Not only did it unify mechanics and electromagnetism, it 
banished the Galilean notions of absolute space and time to the dustbin of history. 

It is worth mentioning at this point that Einstein’s 1905 paper on special relativity was one of four remarkable 
pieces of work that shook the world of physics that year. One explained how to measure the size of molecules 
in a liquid, the second determined their movement – Brownian motion – and a third described how quanta of 
light could knock out electrons in metals (the photoelectric effect became the basis of quantum mechanics and 
electrochemistry). It was this idea, not special (or general) relativity, that eventually won him the Nobel Prize. At this 
point, most mortals would have put down their pen and taken a well-deserved break, but not Einstein. A few months 
later, he pointed out in a fifth paper that matter and energy are interchangeable at the atomic level through E=mc2, 
arguably the most famous equation in history, providing the scientific foundations of the nuclear age. And with that, 
Einstein’s ‘miracle year’ came to an end. 

Einstein and others now turned their attention to the problem of how to make gravity fit into this new spacetime 
description of nature. As Ferreira explains, Einstein’s real genius lay in his ability to take well-known observations 
about the way the universe worked and then use his imagination to construct outlandish thought experiments 
which revealed deep physical insight and concrete testable predictions. It was Galileo’s fabled Pisa experiment 
which lay the foundations of Einstein’s famous lift experiments. The fact that balls of different masses fell to the 
ground at the same rate implied that gravity was just another inertial effect and that experiments performed in small 
regions of spacetime should be indistinguishable from what would be obtained in special relativity (in the absence 
of gravity). This equivalence of gravity and acceleration was the critical ingredient for building a theory of gravity 
which included special relativity as a local limit. The lift experiments also pointed to some key predictions of this 
more general theory. For example, imagine accelerating a lift in empty space and observing the motion of a light ray 
within. The light ray would appear to curve down. Now magically transport the lift to the surface of the earth. The 
equivalence of acceleration and gravity would imply that the light ray would also bend in the earth’s gravitational 
field. Without any equations, Einstein was able to predict gravitational lensing, a powerful method now used to 
constrain cosmological models. Finally, take the lift and throw it down a mine shaft. Two particles initially at rest 
appear to move towards each other, suggesting that gravity is described by spacetime curvature, so do not move 
on lines that remain parallel. 

Thought experiments are one thing, but converting these visualisations into a set of precise equations is another 
matter. With help from Marcel Grossman, Einstein was able to build a mathematical framework based on Riemannian 
geometry able to describe how mass and energy distort the fabric of spacetime and how particles move on curved 
spacetime. Ferreira compares this undertaking to ‘learning Sanskrit from scratch and then writing a novel in it’. 
With the gravitational field equations in the bag, general relativity could be used to determine the correct orbit of 
Mercury, which Newton’s theory of gravity never quite got right because it did not take into account the curvature 
of spacetime. A paradigm shift in the understanding of gravity and how it affected the cosmos had occurred. 

With general relativity largely accepted by the physics community and Einstein now one of the most famous 
men in the world, the exciting quest to discover its consequences started in earnest. From the trenches of the 
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First World War, Karl Schwarzschild discovered an exact solution of the 
field equations describing the spacetime around spherically symmetrical 
objects such as stars and the cores of galaxies. This discovery provided 
a way of determining the correct motion of planets around our sun, 
and how light moves on the curvature of spacetime – a key step in the 
development of the theory of gravitational lensing which is used today to 
map the distribution of dark matter. Even in weakly gravitating systems 
like the earth, this solution is required to calculate the precise orbits of 
GPS satellites. You see, general relativity is even important for navigating 
through cities using our smartphones! 

The discovery of the Schwarzschild solution also represented the begin-
ning of an exploration of the most exotic objects in the universe – black 
holes. The idea that the end state of stars could lead to a singular point, 
at which gravitational tidal forces become infinite and the laws of physics 
break down, was one of the most radical consequences of Einstein’s 
theory. Even more mysterious was the fact that singularity was hidden 
from the rest of the universe by a surface (called the horizon) from 
which not even light could escape. It took decades of research before 
a complete understanding of this solution was obtained and even now 
there is still controversy over the exact nature of the surface that hides 
the singularity from prying eyes. 

During the late 1960s and 1970s, Einstein’s description of nature’s most 
mysterious force reached maturity. By now numerous exact solutions had 
been found to describe objects from wormholes to cosmic strings and 
even the universe itself. However, it was on the smallest possible scales, 
where the determinacy breaks down and the mysterious quantum world 
rules supreme, that general relativity finally met its match. It seems that 
despite decades of searching for a self-consistent theory of quantum 
gravity, we are still a very long way from describing what happened at 
the moment of the Big Bang itself. 

If this is not troubling enough, even the classical theory might have 
issues on the largest possible scales, when one deals with the universe 
as a whole. In 1998, our view of the expansion history of the universe 

was fundamentally changed – a result which rocked the cosmology 
community to its core. Two international groups of astrophysicists 
collected data on the light output from distant stellar explosions called 
type Ia Supernovae in order to measure how the universe has expanded 
over its 13.7-billion-year lifetime. Based on the simplest cosmological 
model at the time, which they originally had proposed, Einstein and de 
Sitter expected that the expansion would be slowing down as galaxies 
pulled toward each other as a result of their gravitational attraction. What 
they found was quite remarkable and such a surprise that initially both 
teams did not believe their results. 

The interpretation of these observations was startling. Firstly, the 
Einstein–de Sitter model was completely ruled out, and secondly, if the 
geometry of the universe was still taken to have Friedmann–Roberton–
Walker form, an almost preposterous conclusion resulted: the universe 
has an accelerated expansion today! Now, the problem is that ordinary 
matter cannot do this, so some new form of matter with negative pressure 
(known as dark energy) must be dominating the expansion history today. 
The nature of dark energy is without doubt the most puzzling mystery in 
cosmology and astrophysics today, and finding an explanation to what it 
is (or is not) is almost certainly the Holy Grail of theoretical cosmology. 
Part of the mystery is that we really do not have any clue what it is or 
whether we will even be able to find an answer to this deep fundamental 
question. New physics, or a change in how gravity behaves, might be 
required to resolve this impasse. 

The last chapter of Ferreira’s book, ‘Something is going to happen’, 
brings us almost full circle to the beginning of this story. Like then, the 
time is ripe for the next great revolution in physics. Only time will tell, 
but future developments in gravitational physics and cosmology might 
lead to an explanation of what the dark side of the universe is, whether 
the universe ends in a cataclysmic Big Rip or in frozen isolation, and 
whether we might again be forced to change the fundamental laws of 
physics. It is even possible that ‘The Perfect Theory’ might not be so 
perfect after all. 
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The rapid rise of a growing African middle class is one of the most dramatic transformations of the post-1994 period. 
Its emergence has long been a cornerstone of African National Congress (ANC) policy – the ‘patriotic bourgeoisie’– 
with its rise being a central feature of former President Mbeki’s economic policies. This middle class has long been 
the focus of considerable political, popular and scholarly interest. Much has long been placed on the shoulders of 
this newly expanding vibrant and powerful class. A class that is viewed as: central to de-racialising the political 
economy of apartheid; the driving force in economic growth; key to the ANC’s continued power in government (a very 
senior member of the ANC alliance and government minister presented his PhD on the very question of the patriotic 
bourgeoisie); the bulwark against revolutionary threats; and more.

Not surprisingly, much vital scholarly research, first led by anthropologists, has focused on this long aspirant class. 
Leo Kuper’s scholarly and accessible An African Bourgeoisie, published in 1967, is rightly a classic. Given the 
centrality of this long-developing class’s place in post-apartheid South African transformation, the contemporary 
period is also much studied in various criss-crossing disciplinary approaches ranging from economics and cultural 
anthropology to politics and sociology. James’ work is an important monograph within this latter scholarly focus. 
As James, an anthropologist, sees matters, contemporary South African public culture offers three rather differing 
perspectives on this class. There is the notion of the ‘black diamonds’: ever more successful wannabe plutocrats, 
with access to hitherto undreamt of state power, political influence and, as a direct consequence, unimagined riches. 
A comment by Smuts Ngonyama, one of former President Mbeki’s advisors, has entered the political lexicon: 
‘I didn’t join the struggle to be poor’ (James does not not mention him by name and uses ‘revolution’ not ‘struggle’). 
Life-like characters from this new class also provide the dynamic drama in South Africa’s television soapies. 
And, there is another publicly expressed view too: of avarice and brash self-seeking conspicuous celebrity. Yet 
increasing indebtedness will soon see their lifestyles crashing down in ruins. Despite entitlement and near limitless 
aspiration, profligacy will quickly result in wealth receding ever further from this self-absorbed parvenu class. 

Beyond the plutocratic high end (it exists and shows itself too), soap opera dramas, and Schadenfreude, there 
are other increasingly more topical and pressing public perspectives, which also need important mention. Aimed 
specifically at this new consumer class, media, advertising and marketing campaigns, and magazines such as 
the high-end Destiny, present heroic, expensively dressed, urbanely chic icons of triumphal progress: here is 
the aspirational image of life fulfilment – destiny – at the top. Recently, persons from within this new class have 
provided vivid insights into the economic health and social places and responsibilities of this new class, including 
what is termed the ‘black tax’. Interlinked to these insights is a further issue. As South Africans look towards local 
government elections in 2016, many, including respected political analysts, place great store in the black middle 
class’s shifting political allegiances from the ANC, thereby allowing the increasingly multiracial Democratic Alliance 
and the newly formed Economic Freedom Fighters to gain increased influence, if not also control, over key urban 
metropolitan councils, including those in Gauteng – the country’s economic heartland and the home of the densest 
concentration of this new class. 

James’ monograph is based on fieldwork, which included interviews, conducted during a pivotal time: 2008 and 2009, 
and in three areas. These areas are Langa, one of the first African townships in Cape Town; in the greater Bushbuckridge 
region in the Limpopo Province, where vibrant new sprawling towns have quickly grown; and in urban areas in 
Johannesburg and Midrand. Added to this fieldwork is good use of source material from South Africa’s ubiquitous talk 
radio stations and other material from public media, including newsprint. 

The key strength of this book lies in this fieldwork and James’ ability to show and analyse the internal domestic 
financial, social and cultural dynamics of this class. With the global backdrop being the easy expansion of credit 
and consumer-led boom periods, here we get insights into South Africa’s newest class, both before and after the 
2008 financial crisis. Its roots are professional, nascent middle class, and aspirational plebeian too. But as a class 
it has risen quickly and established a set of often hugely diverse values. Religious senses range from Methodism to 
the Prosperity Bible – a very wide spectrum. Lifestyles have rapidly extended across the purchase of fixed property, 
house rentals, new household domestic goods, motor vehicles and other consumer goods, often of conspicuous 
kinds. But it is more complicated. This class is not based on a nuclear family. Its roots are as much single-parent 
and inter-generational extended family networks. Core concerns relate to needs and investments, not just wants, 
and duties and responsibilities. Social dynamics are not simply the pursuit of celebrity bling and brashness. Much 
stress is placed on the education of children and the social welfare needs of a wider extended family, including 
unemployed and other dependants. The realms of ‘traditional culture’, for example for bride wealth, weddings or 
funerals, become idealised and hyper valuated into often crippling cash payments. Not surprisingly, considering the 
apartheid past, credit is vital to this class. And this credit is rotating and revolving, with debtors often continuously 
seeking new sources of false liquidity in order to pay off often usurious existing credit debts. The democracy 
dividend is questioned. 

And these characteristics reveal the critical roles of the state. The ANC government has ensured the rise of this 
new class, through black empowerment, tender policies and the direct employment of a new civil service and in 
related and dependent sectors. Yet, significantly, the state has left the formal banking and retail sectors, and partly 
regulated private credit market, to provide financing. With deep irony, James notes how the original sources of 
credit were largely recently retrenched white Afrikaans-speaking civil servants, amassing their retrenchment lump 
sums to form micro-lending enterprises. Their borrowers were the new civil service. The now well-known latter-day 
variant of those micro-lenders are the mashonistas, whose influence in plebeian debt-ridden credit cycles became 
tragically evident in the judicial commission of enquiry into the Marikana killings. Despite continual re-regulation, 
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this private credit market operates in conjunction with the larger formal 
credit, banking and retail institutions. 

James is at her most powerful tracing the human dynamics of this 
class. Aware of the ever pervasive public examples of material success, 
there is a dynamic competitive edge to the pursuit of progress. 
Therein is a complicated mixture of seeking state grant or preferment, 
black employment equity policies and self-help. Attitudes towards 
debt span the range from negative to positive views. Throughout the 
interviews certain keywords are common; under the appearances, and 
indeed realities, of upwardly mobile success, words such as ‘plight’, 
‘problem’, ‘stress’ and ‘suffering’ are oft used. The cynic would say, 
‘Welcome to the middle class’, but given the historical legacies of this 
class’s long struggles, and inabilities to secure fixed capital bases 
(for example, in real estate – even apartheid’s 99-year-old leases were 
intended not to be freehold tenure) – the vicissitudes of aspiration, debt 
and progress make for precarious life choices.

In dealing with this complex world, James offers humane insights. But 
the monograph is often repetitive and overwritten. Differences between 
academic interpretations often appear forced. And the analysis of the new 
African middle class and the South African suburban housing market is 
weak, and ignores the greatest change in the South African contemporary 
real estate market: suburban African middle-class home ownership.

There are wider contexts to these important accounts and analyses, 
some of which South Africans are becoming all too aware of. Surprisingly 
so, James hardly touches on these. They include the failure of African 
Bank; the continual scandals and disasters relating to Ponzi schemes 
masquerading as stokvels or cooperatives; the Prosperity Bible and the 
popularity of the new evangelical churches; casino companies reporting 
record profits; increasing indebtedness of South African households; 
rising levels of labour militancy; how indebtedness is assuming an ever 
more central place in labour relations; the reluctance, despite militancy, of 
labour – including the civil service – to embark on legal but unaffordable 
strike action; and courageous battles to prevent usurious lending and 

impoverishment through garnishee orders. Granted, this latter long-fought 
battle – led by Wendy Appelbaum – one of the country’s wealthiest persons, 
and not the ANC or its communist or trade union federation allies, has just 
been won. But case study monographs need contextual relevance, and the 
information is easily accessible. 

There also are historical contexts. Stokvels and cooperative societies 
have long been a central aspect of African rural and plebeian life. 
They were often linked to the isolomuzi, local level community 
associations with strong affiliation to the ANC, and church communities. 
Indeed, many of these links were part of the origins of the ANC itself. 
By the 1940s, as the pace of urbanisation increased so dramatically, 
such cooperative societies became recognised within African political 
circles as the sources of credit for ambitious self-help schemes: for 
artisan training, for the growth of African-owned enterprises and for 
African factory-owning industrialists. Here was the power of ‘New Africa’. 
As is now recognised in political parties and government, this was 
precisely the way in which Afrikaner Nationalism acquired its powerful 
economic and financial meaning and muscle. And key to this acquisition 
was a bank: Volkskas (Peoples’ Bank).

Despite great, often liberal, often patronising, or now presumptuous, 
political stress and expectations being placed on the growth and 
importance of the African middle class, this class has, and still struggles, 
against much adversity to develop. Why, after 20 years of ANC-led 
government, have more sustainable ways, including ones embedded in 
plebeian cycles of community aspiration and saving, joined to capital 
investment markets, and the burgeoning financial services sector, not 
been developed? How is it that an ethically based, properly financed and 
focused private sector banking initiative has not developed? Just how 
appropriate are the public and private sector’s developmental and social 
policies? Can a properly funded and founded people’s bank not be a 
sustainable alternative to social grants? And is the vital African middle 
class to be cast between the new ‘race to the top’ and the old i-kasi ‘fear 
of falling’? Is this the rightful destiny of this class?
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University Access and Success represents an extremely valuable contribution to the higher education literature 
related to access to universities. But, contrary to the mainstream approaches to access which rely on school 
performance and admissions tests, Wilson-Strydom poses at the centre of the analysis the issue of social justice. 

As Wilson-Strydom explains: ‘When we consider issues of justice or injustice, we cannot merely ask whether 
different people have achieved the same outcome, but rather, whether different people have had the same 
opportunities to achieve this outcome’ (p. 151). This shift from outcomes to opportunities is very different from 
other approaches to access and readiness in higher education (see Chapter 2). 

The theoretical framework is provided by the capabilities approach, which is well known thanks to the writings 
of Nobel laureate Amartya Sen1 and the contributions of philosopher Martha Nussbaum2. Capabilities could be 
defined as the substantive freedoms or real opportunities that people have to lead the kind of lives they have reason 
to value.1 Those real opportunities are shaped and mediated not only by the personal characteristics of people 
(personal conversion factors in the capabilities literature), but also by the social context (social conversion factors), 
which is very different from other approaches to readiness which are more focused on the personal characteristics 
of the learners (see Chapters 3 and 4).

Wilson-Strydom explores ‘the capability to participate in higher education’ – the real opportunities first-year 
students have to participate in higher education. She conducted excellent research between 2009 and 2014 with 
high-school learners and first-year university students in the Free State Province in South Africa. The data collection 
methods included a quantitative survey, individual interviews, focus groups, visual methods and written reflections. 
From a methodological perspective, this book is an excellent contribution in the educational research domain and it 
brings a richness of data that allow the author to explore in a deeper way the personal and social conversion factors 
that influence the capability to participate (see Chapters 5 and 7).

Wilson-Strydom draws a vivid picture of students entering university, in which feelings such as loss, fear and 
confusion have a big impact on their confidence to learn. Students’ personal conversion factors – such as the will 
to learn, the confidence to learn and home language – are affecting the readiness of the students and so need to 
be carefully considered by universities. 

Moreover, Wilson-Strydom highlights the social conversion factors that affect students’ opportunities. The school 
context is of paramount importance; and absent or poor-quality teachers, a general lack of resources, limited 
subject choices, and few opportunities to engage with a diversity of ideas and people are major influencing factors 
in the capabilities of learners. 

Also, the socio-economic context has proved to be relevant in the way learners spend their time outside school. 
Learners living in township areas spent more time than other students walking to school and caring for family 
members than engaging in educational enrichment activities. This finding is especially remarkable for girls: they tend 
to have more responsibility than boys at home, but at the same time girls tended to be better prepared academically 
for university than boys; in that sense, gender appears to operate in ‘somewhat conflicting ways’ (p. 144). 

It is not only the richness of data and its interpretations that make this book worthwhile, but its theoretical contri-
butions are also extremely valuable. Rooted in previous work that has used the capabilities approach in higher 
education,3-5 Wilson-Strydom proposes ‘a list of capabilities for the transition to university’ (p. 131) formulated using 
a comprehensive theoretical analysis and taking into account the voices of learners that emerged from the research. 

The list, presented in Chapter 6, includes the following capabilities: (1) practical reason, (2) knowledge and 
imagination, (3) learning disposition, (4) social relations and social networks, (5) respect, dignity and recognition, 
(6) emotional health and (7) language, competence and confidence. 

This list could provide a normative framework for understanding what is needed for access to university. This 
framework poses at its centre, the well-being of students, and raises issues of equity, participation and diversity. Also, 
as Wilson-Strydom points out (p. 132), the capability of language takes us beyond the traditional focus of access 
to research on measurable performance as a basis for making admission decisions and predicting the likelihood 
of success. 

In that sense, this book offers interesting avenues for action in the university realm. As Wilson-Strydom notes 
in Chapter 8, universities should confront injustice, and even if the changes are complex and difficult to achieve, 
scholars and researchers committed to social justice should take action to focus on the ‘remediable injustices 
we see around us’6. Coherently, Wilson-Strydom not only proposes some ideas, but she also translates them 
into practice and provides some preliminary results of a workshop with students in a Social Work department. 
Her honest and coherent commitment to social justice that you can perceive through the pages of this book, makes 
this contribution, in my view, even more valuable. 
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Ionic liquids have been the subject of active research over the course of the last decade and have in the 
past been touted as one of the most promising technologies for revolutionising the chemical and petro-
chemical industries. The sheer abundance of potential ionic liquid structures coupled with their tuneable 
physico-chemical properties has endeared ionic liquids to the scientific community across a broad range 
of disciplines with potential applications that include pharmaceuticals, electrolytes, thermal energy storage 
media and liquid mirror telescopes. Within the context of a biorefinery for the production of biofuels and 
other bio-based products from renewable resources, the unique abilities of some ionic liquids to selectively 
dissolve biomass components or whole native biomass have been demonstrated. This ability has sparked 
extensive investigations of ionic liquids for the pretreatment of different biomass types, particularly for the 
production of cellulosic biofuels. However, the esoteric nature of ionic liquids persists and constructing a 
fundamental framework for correlating ionic liquid structures with useful applications remains a significant 
challenge. In addition to the above, the more practical challenges of toxicity, high costs, high viscosities, 
low solids loading and complex recycling are key factors hindering the wide-scale uptake of ionic 
liquids as pretreatment solvents in a commercial biorefinery. This critical review provides insights from 
academic studies and the implications thereof for elevating ionic liquids from the status of ‘promising’ to 
‘commercialisable’ in the pretreatment of biomass. It is vital that key hurdles for the commercialisation of 
ionic liquids in the form of high costs, high viscosities, poor water tolerance, toxicity, low solids loading and 
recovery/recycling be addressed.

Introduction
Lignocellulosic biomass is the most abundant plant material on the planet1 and is a veritable treasure of renewable 
resources for the production of energy, chemicals and materials. The biomass-producing forestry and sugarcane 
industries in South Africa are mature industries that could benefit greatly from diversification of their product 
portfolios to achieve long-term sustainability. Based on the amount of sugar cane crushed in the last 5 years,2 
the South African sugarcane industry produces an average of ca. 2.6 million tonnes per annum of dry bagasse 
(Figure 1), the fibrous residue remaining after sucrose-rich juice has been extracted from sugarcane stalks. The 
major use of bagasse is boiler fuel with limited value addition for products that include furfural, animal feed and 
paper.3 Deriving additional value from agro-industrial biomass such as bagasse involves addressing the inherent 
recalcitrance of biomass to access the lignocellulosic building blocks of cellulose, hemicellulose and lignin 
(Figure 2)4 which possess useful chemical functional groups. Achieving an efficient, simple and cost-effective 
pretreatment step is a key enabler for the development of sustainable value chains for biomass-producing industries 
by unlocking value addition steps to produce saleable bio-based products. Amongst the various types of biomass 
pretreatments, chemical pretreatments (traditionally acid, alkali and organic solvents) have been quite popular5, 
with one of the most studied classes of chemicals in recent times being ionic liquids.

Figure 1: Sugarcane bagasse.
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Source: Oak Ridge National Laboratory4

Figure 2:  Spatial representation of cellulose, hemicellulose and lignin in 
lignocellulosic biomass. 

An ionic liquid (IL) is generally defined as a salt with a low melting point 
(at or close to room temperature)1 that consists of an organic cation (e.g. 
pyridinium) and an organic (e.g. acetate) or inorganic (e.g. chloride) anion. 
A well-known property of most ILs is their ‘negligible’ volatility under 
ambient conditions. Mainly because of this property, ILs have frequently 
been described as environmentally friendly solvents. They have a host of 
potential applications from thermal energy storage to pharmaceuticals.6 
With the potential number of ILs that can be synthesised estimated as 
at least a billion,7 coupled with the tuneable nature of their physico-
chemical properties, the opportunities for designing task-specific ILs 
are abundant. However, the upscaling of ILs from being mere laboratory 
curiosities to wide-scale commercially viable technologies has remained 
to date a significant challenge. This challenge is primarily a result of 
the high costs of ILs and difficulties in addressing the conundrum of 
structure–property relationships.8 However, a few ILs have achieved 
the ‘holy grail’ of commercial application, most notably for the BASILTM 
(biphasic acid scavenging utilising ionic liquids) process of BASF9 in 
which the formation of 1-methylimidazole chloride is an integral part of 
the cost-effective and efficient production of alkoxyphenylphosphines.

There has been considerable interest in ILs for the processing of ligno-
cellulosic biomass derived from a variety of sources (woods, grasses, 
crop residues, etc.) over the course of the last decade,1 but commercially 
significant progress has largely been hindered as a result of a combination 
of technical, economic and environmental factors to be expounded upon in 
this work. It is beyond the scope of this review to undertake any exhaustive 
surveys of ILs for biomass processing. To this end, there are recent 
reviews that can be consulted.1,7,10-12 This review will focus specifically on 
the use of ILs as solvents for the pretreatment of lignocellulosic biomass 

and then provide insights into where a concentration of research efforts 
might be warranted to expedite the development of commercialisable IL 
pretreatment processes in a biorefinery.

Dissolution of lignocellulosic biomass in 
ionic liquids
There has been a plethora of studies on the selective and total 
dissolution of lignocellulosic biomass in ILs. Findings from these studies 
have stimulated interest in the use of ILs for biomass pretreatment 
in a biorefinery. Imidazolium ILs have been the most popular ILs for 
experimental investigations of lignocellulosic biomass treatments. The 
majority of the ILs of interest contain 1-ethyl-3-methylimidazolium 
or [EMIM], 1-allyl-3-methylimidazolium or [AMIM] and 1-butyl-3-
methylimidazolium or [BMIM] cations. A selection of ILs that have been 
investigated extensively for biomass pretreatment is shown in Figure 3. 
Currently, the 1,3-dialkylimidazolium acetates, especially [EMIM]
[CH3COO], are amongst the most widely investigated ILs.1

Name / abbreviation Structure

1-ethyl-3-
methylimidazolium 
chloride 

[EMIM][Cl]

1-ethyl-3-
methylimidazolium 
acetate

[EMIM][CH3COO]

1-allyl-3-
methylimidazolium 
chloride

[AMIM][Cl]

1-ethyl-3-
methylimidazolium 
diethylphosphate

[EMIM][DEP]

1-butyl-3-
methylimidazolium 
chloride

[BMIM][Cl]

1-butyl-3-
methylimidazolium 
acetate 

[BMIM][CH3COO]

1-butyl-3-
methylimidazolium 
methylsulfate

[BMIM][MeSO4]

Figure 3:  Ionic liquids commonly used for the pretreatment of ligno cellu-
losic biomass.

Cellulose remains the most widely investigated lignocellulosic biomass 
component for IL dissolution.13 In the pioneering study by Swatloski 
et al.14, it was demonstrated that [BMIM][Cl] could dissolve up to 
25% (w/w) of dissolving pulp cellulose with microwave heating. The 
regeneration of the dissolved cellulose in an amorphous form was also 
demonstrated through the use of anti-solvents (such as water) which 
were IL soluble. This work showcased the ability of ILs to not only 
dissolve cellulose but also to modify its crystalline structure. Also noted 
was the marked influence of water present in the ILs in amounts greater 
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than 1% (w/w) to diminish the ability of the ILs studied to dissolve 
cellulose. In addition to cellulose, the solubilisation of other ligno-
cellulosic biomass components – hemicellulose15 and lignin16 – in ILs 
has been demonstrated. 

Dissolution of whole biomass has been demonstrated across a wide 
variety of woody and non-woody biomass types. Sun et al.17 demonstrated 
that [EMIM][CH3COO] could achieve the complete dissolution of a 
softwood (southern yellow pine) and a hardwood (red oak). Rayne 
and Mazza18 achieved the rapid (less than 2 min) dissolution of both 
woody (oak, ponderosa pine and sumac wood) and herbaceous (grape 
stem, flax shives and triticale straw) biomass materials in [BMIM][Cl] 
with microwave irradiation. In the study by Li et al.19, it was shown that 
0.5 g of sugarcane bagasse (<0.25 mm particle size) dissolved much 
more rapidly (15‒16 h) than 0.5 g of pine (46 h) in 10 g of [EMIM]
[CH3COO] at 100 °C, even compared with smaller particle sizes of the 
latter (<0.125 mm particle size). In addition, they showed that rapid 
dissolution of bagasse could be achieved with heating at 175 °C for 
10 min or at 185 °C for 5 min. Edye and Doherty20 also described a 
procedure in which bagasse with a larger particle size (2 mm) and lower 
biomass loading of 1.3% (w/w) in [EMIM][CH3COO] was heated at a 
lower temperature (170 °C), resulting in complete dissolution of bagasse 
in 50 min. 

It has been shown in the above-mentioned studies that ILs are able to 
dissolve each of the major components of lignocellulosic biomass and 
are also able to completely dissolve the entire native lignocellulosic 

biomass itself. In general, herbaceous biomass is more easily dissolved 
than woody biomass (in particular softwoods) under similar conditions.1 

Ionic liquids as solvents in 
biorefinery applications
The dissolution of lignocellulosic biomass and/or its constituents in ILs 
addresses the key issue of reducing biomass recalcitrance to facilitate the 
utilisation of biomass for bio-based products. A schematic representation 
of IL pretreatment and fractionation in a biorefinery process10 is shown 
in Figure 4 and depicts the pretreatment of biomass with ILs, followed 
by fractionation, IL regeneration and downstream processing of the 
biomass components. The dissolution of the lignocellulosic biomass 
in the IL pretreatment allows for the cellulose and other lignocellulosic 
components to be accessible to external reagents and catalysts 
(chemical and biological) dissolved or dispersed in the same medium for 
conversion processes.21 Current biorefinery research with ILs is heavily 
weighted towards the fermentation of cellulosic monosugars for the 
production of bioethanol.22 For the hydrolysis of the cellulosic materials 
to yield fermentable sugars in ILs, there are three types of approaches 
that have been typically employed23 as described below.

Enzymatic hydrolysis of materials regenerated from 
ionic liquids
The regeneration of dissolved cellulosic materials from an IL medium 
with anti-solvents such as water or ethanol was demonstrated in the 
pioneering work of Swatloski et al.14 in which a reduction in cellulose 
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Figure 4:  Ionic liquid pretreatment and fractionation in a biorefinery.
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crystallinity is made possible by the regeneration.24 This alteration of 
the macromolecular structure of lignocellulosic components allows for 
more effective penetration of the enzymes for hydrolysis of the relevant 
chemical bonds in the lignocellulosic components. 

Liu and Chen25 investigated the enzymatic hydrolysis of regenerated 
cellulose from wheat straw and steam-exploded wheat straw after 
pretreatment with water or [BMIM][Cl]. The enzymatic hydrolysis rate 
of the IL-treated wheat straw was 70.37%, whereas complete hydrolysis 
was observed for the IL-treated steam-exploded wheat straw. The 
hydrolysis rates of the wheat straw and steam-exploded wheat treated 
only with water were 42.78% and 68.78%, respectively. The marked 
increase in hydrolysis rates for the biomass pretreated with [BMIM]
[Cl] was attributed to the decrease in the degrees of polymerisation in 
cellulose and hemicellulose, the reduction in the crystallinity of cellulose 
and the increased accessibility of reactive sites for the enzymes. 

The necessity of anti-solvents to regenerate the dissolved biomass 
dictates that the anti-solvent must be removed to allow for the recovery 
of the ILs for the process. An alternative for the recovery of ILs from 
aqueous solutions is the use of solutions with kosmotropic (water-
structuring) anions (such as phosphate, carbonate or sulfate) to form 
aqueous biphasic systems, as demonstrated by Gutowski et al.26 and 
later by Shill et al.27 for the enzymatic hydrolysis of [EMIM][CH3COO]-
pretreated cellulose (from Miscanthus, Avicel® or corn stover) through 
the addition of K3PO4 or K2HPO4. The triphasic process decreased the 
amount of water to be evaporated for the IL recycling, allowing for greater 
efficiency in water and energy usage. The major findings were that a more 
rapid and higher-yielding enzymatic conversion of cellulose to glucose 
is achieved in the three-phase system when compared to cellulose 
obtained from IL-pretreated biomass precipitated with water. Also, the 
kosmotropic salt allowed for partial delignification of the biomass, which 
made the substrate more accessible for enzymatic hydrolysis. 

Enzymatic hydrolysis in ionic liquids
Direct use of ILs as reaction media for biocatalytic applications offsets 
the process complexity and high costs by eliminating the requirement 
of anti-solvents to regenerate the dissolved materials. However, this 
elimination places an additional strain on the selection of ILs for biomass 
pretreatment as the efficacy of the IL for the dissolution of the biomass 
must be considered synergistically with the biocompatibility of the IL 
with the enzymes used. Despite the fact that ILs are generally described 
as green solvents, toxicity of some ILs towards microorganisms has 
been demonstrated.28 It is unfortunate that ILs that have been most 
studied based on their ability to dissolve cellulose – such as 1,3 
dialkylimidazolium ILs with chloride, dicyanamide, formate and acetate 
anions – are not very compatible with enzymes.23 These anions, which 
are strong hydrogen-bond acceptors, tend to denature the enzymes. 
Also the high viscosity of these ILs has an adverse effect on the in 
situ biocatalytic transformations. As a result, research efforts have 
been made to find ILs that are both enzyme compatible and able to 
dissolve cellulose.

Kamiya et al.29 performed enzymatic saccharification studies with cellu-
lase enzymes on Avicel® cellulose in an aqueous solution of [EMIM]
[DEP]. Direct correlation between the volumetric ratio of IL to water and 
the cellulase activity was observed. For ratios greater than 3:2 there was 
little cellulase activity observed and for lower ratios, cellulase activity 
was greatly enhanced where an IL to water ratio of 1:4 allowed for the 
conversion of over 70% of cellulose to glucose and cellobiose. A later 
study by Wang et al.30 revealed that a mixture of cellulases retained high 
enzymatic activity in 15% (v/v) of [EMIM][CH3COO] for the hydrolysis 
of Avicel® cellulose with a conversion efficiency of approximately 91%. 
This finding demonstrated the compatibility of [EMIM][CH3COO] with 
the cellulase mixture under the conditions of investigation. Bose et al.31 
tested the reactivity and stability of a commercial mixture of cellulases 
in eight ILs (not including [EMIM][CH3COO]). Of the ILs investigated, 
cellulose hydrolysis was observed only in 1-methylimidazolium chloride 
and tris-(2-hydroxyethyl)methylammonium methylsulfate (HEMA). The 
high viscosity of the ILs was seen as a retarding factor for the enzymatic 
hydrolysis, as it inhibited the diffusion of the enzyme, resulting in the 

lower enzymatic activity observed when compared to the cellulose 
hydrolysis in a buffer solution. The thermal stability of the cellulase 
enzymes in the two ILs was also investigated in terms of the reversibility 
of the folding and unfolding processes of the enzymes and it was found 
that HEMA imparted greater stability to the enzyme when compared to 
the imidazolium IL. The folding and unfolding processes were reversible 
even at temperatures up to 120 °C in HEMA, indicating that excellent 
cellulase thermal stability can be achieved in particular ILs.

Overall, the use of ILs as a medium for the pretreatment and in situ 
enzymatic hydrolysis of lignocellulosic materials holds great promise as 
a feasible technology for the application of ILs in biorefining. However, 
the realisation of a commercial process based on this technology has 
remained very challenging to date, as it requires the use of ILs that meet 
the very demanding requirements of good cellulose dissolution, enzyme 
compatibility and low viscosity.23 

Acid-catalysed hydrolysis in ionic liquids
The list of shortcomings for the traditional acid hydrolysis of ligno-
cellulosic materials includes harsh conditions, high capital costs and the 
inefficiency of the process with mineral acids.32 The inherent advantage of 
acid hydrolysis in ILs is the homogeneity that ILs can potentially provide 
as a reaction medium for the lignocellulosic biomass and the reagents, 
in addition to the significant disruption of the macro molecular structure 
of cellulose through IL dissolution. Both solid-phase acid catalysts and 
liquid acids have been used for cellulose hydrolysis in ILs.32 

Li and Zhao33 studied cellulose hydrolysis by mineral acids (H2SO4, 
HCl, HNO3 and H3PO4) in [BMIM][Cl]. It was shown that H2SO4 (with 
acid/cellulose mass ratios as low as 0.11) dissolved in [BMIM]
[Cl] was able to drive Avicel® cellulose hydrolysis reactions. For the 
Sigmacell® cellulose hydrolysis reactions, it was observed that HCl and 
HNO3 behaved similarly to H2SO4, while H3PO4 was less effective. The 
results indicated that acid strength had an important role to play in the 
hydrolysis of cellulose in [BMIM][Cl]. A preliminary kinetic study of the 
experimental data indicated that cellulose hydrolysis proceeded much 
faster than total reducing sugar degradation. It was noted that excess 
acid loading in the IL system reduced sugar yields as a result of side 
reactions which consumed the hydrolysis products. In the study of Li 
et al.34 for the acid catalysis of lignocellulosic biomass with various 
acids, total reducing sugar yields as high as 66%, 74%, 81% and 68% 
for the hydrolysis of corn stalk, rice straw, pine wood and bagasse, 
respectively, were achieved in the presence of only 7% (w/w) HCl at 
100 °C within 60 min. Overall, the catalytic activity of the acids followed 
the hierarchy: hydrochloric acid > nitric acid > sulfuric acid > maleic 
acid > phosphoric acid.

Rinaldi et al.35 analysed the mechanism for acid-catalysed cellulose 
hydrolysis, which is thought to consist of three sequential steps, as 
shown in Figure 5.23 The first step is the cellulose activation through the 
protonation of the glycosidic oxygen, followed by formation of a cyclic 
carbocation via the slow unimolecular scission of the glycosidic linkage, 
and finally the nucleophilic attack on the cyclic carbocation species by 
a water molecule to create the hydroxyl group in the carbon at the C(1) 
position in the anhydroglucose unit. Even though the second step in 
the mechanism is rate limited, the protonation of the glycosidic oxygen 
has been reported to be difficult and slow with some electron-deficient 
acetals during the hydrolysis process.35 Strong acids are required for 
the activation of cellulose for hydrolysis as a result of the weak basicity 
of the glycosidic oxygen in cellulose. A ‘serious consequence’35 of 
the strong acid requirement is the severe restriction imposed upon 
the pool of cellulose-dissolving ILs that can be used as it has been 
shown that 1,3-dialkylimidazolium ILs that make effective solvents for 
cellulose are often those with anions which are weak bases (acetate, 
organophosphates, etc.). Because these anions are weak bases, they 
are protonated quite easily by strong acids to produce weak acids. As a 
result, cellulose activation in these ILs is insufficient for reasonable rates 
of hydrolysis.35 Another major challenge is that the often impressive 
solvation capabilities of ILs for a diversity of materials complicates the 
separation of the water-soluble monosugars and lower carbohydrate 
oligomers from the homogenous IL reaction medium introducing 
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additional steps and costs into the process. There are some advantages 
for the use of solid catalysts over molecular acids for the heterogeneous 
acid-catalysed hydrolysis of cellulose36 such as the ease of recycling 
of the acid catalyst32 and a more controllable process. However, there 
are practical issues associated with the use of solid acids such as the 
slower reaction times and the requirement of an additional step to further 
hydrolyse the cellooligomers to sugar monomers.

Source: ©2011 Haibo Xie, Zongbao K. Zhao. Adapted from Rinaldi et al.35 Originally 
published in Xie and Zhao23 under CC-BY-NC-SA 3.0 licence.

Figure 5:  Proposed mechanism for acid-catalysed hydrolysis of cellulose. 

Biomass fractionation with ionic liquids
From the preceding discussion, it can be noted that the overwhelming 
majority of research with ILs has been geared towards the deconstruction 
or dissolution of lignocellulosic biomass, principally for the production of 
fermentable sugars for biofuel production.22 As a result, the dissolution 
of cellulosic materials in ILs has been investigated thoroughly. The 
achievement of a process design with ILs for the complete fractionation 
of lignocellulosic biomass into three distinct streams of cellulose, 
hemicellulose and lignin has received much less attention.22,37

Tan et al.38 employed the hydrotropic pulping concept (aqueous solutions 
of sodium xylenesulfonate at elevated temperatures and under pressure) 
for the delignification of sugarcane bagasse. An IL mixture consisting of 
the [EMIM] cation and alkylbenzenesulfonates with xylenesulfonate as 
the main anion was employed to extract lignin from steamed bagasse at 
elevated temperatures (170–190 °C). The lignin fraction was recovered 
from the IL mixture by precipitation, allowing the IL to be recycled. An 
extraction yield higher than 93% could be achieved for which less than 
50% of xylan was left in the pulp (for a 2-h treatment at 190 °C). A 
rough correlation was observed between the amount of hemicellulose 
removed during delignification and the amount of extraneous material in 
the recovered lignin. This correlation could be attributed to the reactive 
breakdown products of hemicellulose being incorporated within the 
recovered lignin. Recycling of the IL was demonstrated for which the 
regenerated IL showed good retention of structure and properties, based 
on nuclear magnetic resonance spectra. 

Hamada et al.39 investigated ILs for the thermally controlled selective 
dissolution of lignocellulosic biomass. N-methyl-N-(2-methoxyethyl)
pyrolidin-1-ium 2,6-diaminohexanoate or [P1ME][Lys] was a good solvent 
for lignin below 60 °C; however, cellulose could only be dissolved at a 
temperature of 80 °C or higher. On this basis, the partial fractionation of 
9% (w/w) mixture of Japanese cedar in [P1ME][Lys] was demonstrated 
through the direct extraction of lignin from the woody biomass under 
mild conditions (stirring at 60 °C for 12 h). Hamada et al.39 reported that 
they were able to reuse the IL five times after recovery without any loss 
of its ability to dissolve lignin.

Diedericks et al.37 investigated the fractionation of sugarcane bagasse 
into three streams of cellulose, hemicellulose and lignin with [EMIM]
[CH3COO] and [BMIM][Cl]. The biomass dissolution was achieved 
through the use of the IL only or by using a dilute acid pre-extraction of the 
xylose prior to the IL dissolution of the remaining solids. The constituents 
were isolated from the reaction mixture with acetone, acetone-water 
mixtures or NaOH as the first anti-solvent and a sodium citrate buffer 
as the second anti-solvent. It was observed that delignification was 
enhanced through the use of NaOH; however, the addition of NaOH 
produced impure product streams. The xylose pre-extraction prior to IL 
treatment with dilute acid allowed for a 75% (w/w) recovery of the xylose 
content of bagasse and served to improve the lignin purity after anti-
solvent separation. The fractionation efficiency of the combined process 

(with xylose pre-extraction) was maximised (84%) by IL treatment at 
125 °C for 120 min for a removal of 80.2% (w/w) of the lignin content 
of bagasse and 76.5% (w/w) lignin recovery. Both ILs displayed similar 
degrees of delignification; however, only [EMIM][CH3COO] treatment 
was able to produce enzyme-digestible cellulose-rich solids. 

Commercialisation of ionic liquids for 
biomass pretreatment
There are major technical, economic and environmental hurdles that still 
remain for the industrial-scale design of pretreatment processes with ILs, 
as shown in Figure 6. The key considerations inherent in these hurdles 
and their implications for advancing IL research on the path towards 
achieving commercialisation are discussed below.

Screening

Recovery & 
recycling

Feedstock 
dependence

Cost

Viscosity

Water  
tolerance

Toxicity & 
renewable  

status

Solids loading

Hurdles

Figure 6:  Key hurdles for the commercialisation of ionic liquid pre treat-
ment of biomass.

Cost
ILs remain to date the most expensive research-grade solvents under 
investigation for the dissolution of biomass.1 Brandt et al.1 consider the 
ideal scenario as one in which ILs are produced for a cost in the region of 
USD2.50/kg or less. The current bulk cost for industrial organic solvents 
such as acetone is less than USD1.50/kg.40 The best-case bulk estimate 
cost of [EMIM][CH3COO] is USD20/kg.41 Recently, work has been 
performed targeting the production of low-cost ILs, and in particular, 
those based on hydrogen sulfate anions for production from sulfuric 
acid. Based on the work of Chen et al.40, the prices of triethylammonium 
hydrogen sulfate and 1-methylimidazolium hydrogen sulfate were 
estimated at USD1.24/kg and USD2.96‒5.88/kg, respectively. The 
triethylammonium hydrogen sulfate IL was also tested against the [EMIM]
[CH3COO] benchmark for the pretreatment of switchgrass and was able 
to achieve a 75% efficacy when compared to [EMIM][CH3COO].42 These 
findings bode well for the production of ‘cheap’ ILs; however, industrial-
scale production of ethylammonium hydrogen sulfate ILs has not been 
achieved as yet to verify the estimated costs. 

Viscosity
In addition to high costs, the high viscosity of ILs is another major 
factor limiting the uptake of ILs as they have much higher viscosities 
than industrial organic solvents. The viscosities of ILs are 1‒3 orders 
of magnitude higher than conventional organic solvents, with values 
ranging as widely as 4.8‒1110 mPa/s,43 depending on the cation and 
anion. The high viscosity has direct implications not only in terms of 
increased process costs and complexity for operations such as mixing 
and pumping, but also for the efficacy of ILs as reaction media in 
terms of mass transfer and reaction rates, as is the case for diffusion-
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controlled processes such as enzymatic hydrolysis. The IL currently of 
most interest in biomass treatment, [EMIM][CH3COO], has a viscosity 
of 162 mPa/s at 20 °C43, and can be classified as a high-viscosity fluid. 
The viscosity of ILs can be addressed either by designing ILs with 
lower viscosities or through the use of ILs in mixtures with aqueous 
or organic solvents.44 The first option involves designing ILs to achieve 
viscosity reduction. However, this reduction must be achieved without 
diminishing the efficacy of the IL in the intended application. This task is 
a very challenging one indeed because of the abundance of potential IL 
structures from various cation–anion pairings and a lack of a fundamental 
understanding of the correlation of the IL structure with efficacy in the 
intended application. The second option is perhaps more attractive 
for biorefinery applications with ILs, as the use of less costly organic 
solvents or water with ILs will reduce the amount of IL required, thus 
resulting in cost savings. Work has been completed for the dissolution 
of cellulose in organic electrolyte solutions containing various amounts 
of ILs45 in solvents such as dimethylformamide, in which only 10% 
(w/w) of [EMIM][CH3COO] was required for the complete dissolution 
of cellulose. The usage of cheaper solvents, especially benign solvents 
such as water, would be a recommended strategy as long as there is 
no significant reduction in the efficacy of the IL mixture for the biomass 
pretreatment. This strategy has been demonstrated in the work by 
George et al.42, in which IL-water mixtures with 20% (w/w) water were 
successfully employed for the pretreatment of switchgrass with [EMIM]
[CH3COO] and ethylammonium hydrogen sulfate ILs. 

Water tolerance
The investigation of ILs as pure solvents in many academic studies has 
necessitated scrupulous drying of ILs to provide results with ‘dry’ ILs. 
However, for the real-world application of ILs in biorefining, in addition to 
the water associated with the IL itself, the processing environment and 
the biomass will be major contributors to increasing the water content of 
the IL. Drying of the biomass and ensuring a processing environment free 
of water will place significant demands upon the process economics. It 
has been shown that the presence of water in some ILs can produce a 
very significant impairment of the ability of the IL to dissolve cellulose.1 
However, Abe et al.46 discovered that hydroxide-containing ILs such as 
tetrabutylphosphonium hydroxides with 40% (w/w) water content could 
dissolve up to 20% (w/w) of cellulose within 5 min with mild stirring 
at 25 °C. Consequently, it is recommended that emphasis be placed 
upon the design and investigation of ILs for improved water tolerance in 
process applications. As discussed above, the current IL of choice for 
pretreatment, [EMIM][CH3COO], does not require anhydrous conditions 
to be effective in biomass pretreatment.

Toxicity, biodegradability and renewability 
While initial investigations focused on chloride-based ILs, the transition 
towards ILs with lower toxicities has been supported. BASF utilised 
[EMIM][CH3COO] over [EMIM][Cl] in their commercial CELLIONIC™ 
formulation of IL solutions of cellulose.22 Chloride-containing ILs possess 
toxicities and corrosive properties that would probably not suit most 
biorefining operations. It is highly likely that potential IL biorefineries of 
the future will involve the use of biological agents (such as enzymes) 
that are exposed to ILs in fermentation or biocatalytic conversions, in 
which ILs could even serve as the media for the microbial processes. 
As a result, biocompatibility of ILs will be an important factor to offset 
process complexities and additional costs to actively purify streams of 
IL-pretreated biomass for downstream microbiological processes. In 
addition, non-toxic ILs would widen the pool of potential applications 
for ILs such as the production of food-grade chemicals. It has also 
been shown that, at elevated temperatures, some ILs are not inert 
solvents for lignocellulosic materials. Even for the favoured [EMIM]
[CH3COO], acetylation of cellulose was observed to occur at elevated 
temperatures.21 For the dissolution of lignocellulose in some chloride-
containing ILs, the thermal stability of the IL is also affected.21 There are 
also concerns over the effects of residual amounts of impurities from 
the synthesis of the ILs, such as 1-methylimidazole47 from the synthesis 
of imidazolium ILs. As a result, greater demands will be placed on the 
purification methods, which would most likely increase costs. 

Biodegradable ILs are desirable to minimise the environmental impact of 
chemicals and for ILs to live up to their billing as green solvents, especially 
with the ever-tightening grip of environmental regulations on the use of 
industrial solvents. Cholinium ILs are a class of ILs that have low toxicity 
and are readily biodegradable.48 Nockemann et al.49 demonstrated that 
the cholinium ILs, choline saccharinate and choline acesulfamate, can 
be prepared from easily available starting materials such as chicken 
feed additives (choline chloride) and artificial sweeteners (saccharinate 
and acesulfamate salts). In addition to biodegradability, the production 
of ILs from renewable materials is a very important consideration 
in a biorefinery and in this regard bio-based ILs have been prepared 
and tested for biomass pretreatment. Cholinium amino acids, such 
as choline lysine, choline glycine and choline alanine were developed 
and tested by Hou et al.50 for the pretreatment of sugarcane bagasse. 
Cholinium lysine or [Ch][Lys] was shown to be the most effective of all 
the IL solvents. Pretreatment of sugarcane bagasse (unmilled and cut 
into 60-mm lengths) at 90 °C for 6 h with a 5% (w/w) loading in a 50% 
[Ch][Lys]-water mixture provided yields of 80% for glucose and 84% for 
xylose from the enzymatic hydrolysis of the residue. The above findings 
indicate that trends towards renewable or bio-based ILs are emerging 
in the field; however, it should be borne in mind that this should not be 
achieved by increased cost of production of starting materials (in cases 
in which the renewable starting materials are more expensive).

Solids loading and size reduction
In the majority of studies involving IL pretreatment of biomass, solid 
loadings have typically been about 5% (w/w).1 This value is low when 
compared to the solids loadings of other chemical pretreatment methods. 
The solids loading has important repercussions for the throughput and 
economics of the pretreatment process as there would be cost savings 
if less of the IL solvent can be used and more biomass processed per 
pretreatment. In addition to solids loading, comminution of biomass 
has frequently been applied in studies involving ILs with limited work 
performed on biomass that has not been reduced in size. The energetic 
requirements for the comminution of biomass can adversely affect the 
economics of biorefinery processes to a significant extent. Hou et al.50 
employed biomass that was not milled and a fairly long pretreatment 
time of 6 h was required for the pretreatment at 90 °C with a solids 
loading of 5% (w/w). If a higher solids loading were to be used, the 
pretreatment time would most likely have to be increased to achieve the 
desired results. Work has been performed on the impact of high solids 
loading on the performance of ILs in biomass pretreatment. Wu et al.51 
pretreated corn stover (1–2 mm particle size) in [EMIM][CH3COO] at 
125 °C for 1 h with biomass loadings of 4.8–50% (w/w). It was shown 
that over a wide range of biomass loadings from 4.8–33% (w/w), the 
yields of glucose and xylose from enzymatic hydrolysis remained similar 
at 80% and 50%, respectively. For loadings above 33% (w/w), there was 
less lignin extracted and less disruption of cellulose crystallinity, resulting 
in a decrease in enzymatic hydrolysis efficiency. In another study by Cruz 
et al.52, switchgrass was pretreated with [EMIM][CH3COO] at 160 °C 
for 3 h with biomass loadings in the IL varying between 3% and 50% 
(w/w). The relative glucan content of the recovered solid samples was 
observed to decrease with increasing levels of lignin and hemicellulose 
recovered with increased biomass loading. Maximum glucose recovery 
(nearly 100%) was obtained for the solid recovered after pretreatment 
with a 10% (w/w) biomass loading but this amount dropped significantly 
at higher biomass loadings. However, an unexpected advantage of 
increasing the loading levels to 40–50% (w/w) was the decrease in 
the cellulose crystallinity which produced faster enzymatic hydrolysis 
kinetics and could potentially lower enzyme loading levels to improve the 
economic viability of IL pretreatment. 

Use of a priori methods for screening ionic liquids
To date, the ‘trial and error’ approach has for the most part evolved 
the landscape of IL pretreatment towards ILs such as [EMIM][CH3COO]. 
However, with the potential number of ILs that can be synthesised in 
theory being close to a billion7, the use of a priori methods provides 
a much-needed and very useful means to investigate ILs for the 
pretreatment or dissolution of biomass. The empirical Kamlet–Taft 
model parameters53 and the quantum mechanical COSMO-RS model54 
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are two popular approaches for predicting or understanding the solubility 
of lignocellulosic components in ILs.1 The Kamlet–Taft parameters 
are useful for understanding IL-lignocellulose interactions through 
arguments relating to hydrogen-bond acceptor and donor strengths 
(usually for IL anions). However, concepts such as hydrogen bonding 
may not be sufficient to understand and predict interactions between ILs 
and lignocellulose, for which there are many other factors that require 
consideration.55 The COSMO-RS model has been shown to be very 
useful for screening ILs for lignocellulose treatment1,56 as only structural 
information is typically required for the prediction of solubility and other 
thermodynamic properties. Being able to screen ILs through the use 
of predictive methods requiring a minimal amount of input properties 
would allow for much-needed savings in time, cost and effort in 
laboratory studies.

Ionic liquid recovery and recycling 
In addition to increasing biomass loading in ILs, the recovery and recycling 
of ILs represents an important means for cost savings in the process. 
The recycling of the ILs is facilitated by their negligible volatilities under 
ambient conditions. However, there are some ILs that are ‘distillable’ such 
as those based on the combination of dimethylamine with CO2 (2:1 ratio) 
to produce a dimethylammonium cation and a dimethylcarbamate 
anion.57 These types of ILs can be distilled at temperatures as low as 
45 °C, which opens up the avenue for new applications and options 
for recycling ILs.57 It is quite commendable that an increasing number 
of researchers are demonstrating the recycling of the ILs used in their 
studies.1 Hou et al.50 recovered and reused their 50% [Ch][Lys]-water 
mixture directly (not separating out extracted lignin) for three batches 
in their bagasse pretreatment. After recovering and using the IL three 
times, the glucose and xylose yields decreased to 62.7% and 73.0%, 
respectively, probably as a result of the decrease in the delignification 
capacity of the IL–water mixture as a result of accumulation of lignin in 
the solvent. Wu et al.51 also investigated the reuse of [EMIM][CH3COO] 
for their pretreatment of corn stover. The extracted lignin decreased from 
44% in the first batch to 20% in the tenth batch. However, the ability of the 
IL to disrupt the crystallinity of the corn stover cellulose remained largely 
unaffected. There was also no significant loss in the glucose and xylose 
yields of corn stover pretreated with [EMIM][CH3COO] recycled after ten 
batches. It is recommended that, as in the above-mentioned studies, 
the recycling of the IL features as an integral part of the outcomes. This 
approach would serve to demonstrate that the integrity of the IL can 
be preserved in the process through a fairly undemanding regeneration 
sequence, as an important factor in the design of an IL process will be 
the IL recycling. 

Feedstock dependence 
To ensure a steady supply of biomass throughout the year and in sufficient 
quantities for sustainable biorefinery value chains for fuels, chemicals 
and materials, the use of mixed biomass will most likely be required to 
take advantage of the regional availability of cheap feedstocks.58 Biomass 
feedstocks can differ significantly in lignocellulosic composition and bulk 
density depending on their origin, resulting in challenges for processing 
mixed biomass feedstocks. Although it has been shown above that 
ILs are capable of processing various types of herbaceous and woody 
biomass efficiently as single feedstocks, the conditions for pretreatment 
are dependent upon the biomass type, with softwoods recognised as the 
most difficult to process when compared to herbaceous biomass.1 To 
address this issue, Shi et al.58 investigated the densification and blending 
of switchgrass, lodgepole pine, corn stover and eucalyptus in flour and 
pellet form (in 1:1:1:1 ratios) with [EMIM][CH3COO] at 160 °C for 3 h 
with 10% (w/w) biomass loading. There was no significant difference 
observed between the enzymatic digestibility of the pretreated solids 
from the mixed biomass pellets and flour starting materials. The IL-
pretreated mixed pellets and flour had similar trends in terms of fast 
saccharification rates by reaching 90% digestibility in 24 h. The success 
of [EMIM][CH3COO] in effectively pretreating mixed biomass feedstocks 
augers well for demonstrating that IL pretreatment can be feedstock-
independent. However, particle size reduction and densification are high-
energy and costly processes necessitating that the economics for the 
preparation of mixed feedstocks be closely scrutinised.

Conclusions
The unique ability of ILs to selectively dissolve biomass components and 
whole biomass has been demonstrated for both woody and herbaceous 
biomass types, and is of relevance to both the South African forestry 
and sugarcane industries. Biorefinery applications for IL pretreatment 
have focused on the production of cellulosic biofuels in which the 
usefulness of ILs has been demonstrated. However, there are significant 
technical, economic and environmental barriers for the wide-scale 
commercialisation of ILs in biorefineries. To overcome these barriers, 
it is recommend that investigations are undertaken for the development 
of ILs that

•	 can combine efficacy for biomass pretreatment with the ability to be 
used under hydrous conditions (which also reduces their viscosity); 

•	 are thermally stable and inert at pretreatment conditions; 

•	 can be recycled and reused; 

•	 are non-toxic (to human life and microbiological organisms); and 

•	 are low-cost (when compared to current industrial solvents). 

In addition, for ILs to achieve an identity as sustainable technologies in 
a biorefinery context, it would be only fitting for ILs of the future to be 
manufactured from the very same renewable resources they pretreat for 
the production of renewable chemicals and materials. 
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Schistosomiasis is the second most important tropical disease in the world in terms of public health impact. 
In South Africa, more than 4 million people are estimated to be infected with schistosomiasis. School-age 
children usually have the highest prevalence and intensity of infection. Schistosoma haematobium may 
result in female genital schistosomiasis which presents as inflammation and ulceration of the genital mucosa 
and pathological blood vessels. These effects may increase the susceptibility of women with female genital 
schistosomiasis to HIV. Praziquantel is the drug used to treat schistosomiasis and it is best to treat people 
during the early stages of infection, before female genital schistosomiasis presents as lesions and sandy 
patches, as there currently is no treatment for these symptoms. Schistosomiasis is not regarded as a serious 
public health issue in South Africa despite evidence revealing the seriousness of the disease. In areas endemic 
for schistosomiasis, the World Health Organization recommends regular mass treatment of all school-age 
children. In 2001, South Africa became a signatory to the World Health Assembly resolution 54.19 which 
urged all member states to achieve the minimum goal of 75% treatment coverage in school-age children at 
risk by 2010. This goal was not achieved in South Africa, despite efforts made by the Department of Health, 
such as the first statutory school-based geohelminth control programme in the province of KwaZulu-Natal. 
However, this programme has not been continued. Therefore, there is still much work to be done in order to 
control and decrease the prevalence of schistosomiasis in endemic areas.

Introduction
Epidemiology
Schistosomiasis (also known as bilharzia) is the second most important tropical disease after malaria, in terms 
of public health impact.1 Over 800 million people are at the risk of acquiring schistosomiasis in 76 endemic 
countries, with 46 of these countries in Africa.2,3 Approximately 207 million people worldwide are infected with 
schistosomiasis4 and 85% of the estimated number of infections are in the less developed areas of sub-Saharan 
Africa. Worldwide, Schistosoma haematobium causes more than half of the schistosomiasis infections, that is, 
approximately 112 million infections.4 S. haematobium and S. mansoni are responsible for about 280 000 deaths 
annually.4 In South Africa, more than 4 million people are estimated to be infected with schistosomiasis.4 The 
endemic areas in South Africa are in the north and the east, covering about a quarter of the country.5 The most 
common species in South Africa is S. haematobium . School-aged children usually present the highest prevalence 
and intensity of infection.5

Morbidity caused by schistosomiasis
Schistosomiasis is a systemic helminth infection caused by the Schistosoma blood fluke and is a disease of 
major public health concern.1,6 Morbidity is determined by the type of schistosome species involved; for example, 
S. haematobium infection may cause haematuria, dysuria, nutritional deficiencies, lesions in the bladder, kidney 
failure, an elevated risk of bladder cancer, reproductive tract morbidity, and growth retardation in children.7 
Schistosomiasis is found in areas with poor sanitation where humans are in contact with water contaminated by 
human waste (urine, genital tract excretions and faeces) either as part of their daily lives or during recreational or 
professional activities.4,8 Schistosomiasis is transmitted to humans via cercariae released from the Bulinus snail.8 
Upon contact with contaminated water, the parasite enters the human body by penetrating the skin. The parasite is 
then transported via the lymphatic system and the lungs to the liver. Final maturation into dimorphic worms takes 
place in the liver, with male and female adult worms growing to about 12–20 mm in size.8 The adult worm pair 
migrates to the different organs in the body. S. haematobium affects the pelvic organs, whereas S. mansoni affects 
the intestines.8 

Female genital schistosomiasis
According to community based studies in S. haematobium endemic areas, 33–75% of female individuals have 
genital schistosomiasis.8 Female genital schistosomiasis is the presence of schistosome eggs and/or worms in the 
female genital organs, in the epithelium of the urinary bladder or genital mucosa where erosions, so-called sandy 
patches, contact bleeding and oedema may be found.9-11 

Adult S. haematobium worms can be found in the venules surrounding any organ of the upper and lower genital 
tract.9 These adult S. haematobium worms lay between 20 and 200 eggs per day.4 A large number of the eggs 
penetrate the vessel wall of the urogenital tract and become sequestered in the tissues of the urinary bladder, 
cervix, vagina and fallopian tubes.4,8 The S. haematobium eggs may induce blood vessel proliferation in the tissues 
surrounding the eggs.8 The eggs, whether viable or calcified, may also induce an influx of immune cells, such as 
lymphocytes, macrophages, eosinophils, neutrophils, foreign body giant cells, Langerhans cells and fibroblasts.11,12 
This influx may result in chronic inflammation in the affected organs.10,11
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The symptoms of female genital schistosomiasis include pelvic pain, 
postcoital bleeding, inter-menstrual bleeding, genital itch and abnormal 
vaginal discharge.4,10 Female genital schistosomiasis may therefore easily 
be mistaken for a sexually transmitted infection like chlamydia and women 
may be reluctant to seek medical attention. Case reports and community 
based studies have further indicated decreased fertility and abortions in 
some women.8 Female genital schistosomiasis is also associated with 
increased frequency of urination and stress incontinence.8

Female genital schistosomiasis and HIV infection
It has been hypothesised that other sexually transmitted infections 
increase the susceptibility of women to HIV infection.8,13 Increased 
susceptibility may be because of an influx of immune cells but could 
also be because of breaches in the integrity of the mucosal barrier of 
the vagina and the cervix. Similarly, female genital schistosomiasis 
has been hypothesised to increase HIV susceptibility of women. HIV in 
semen may have easier access to the systemic circulation of women 
because of these entry points on the disrupted genital tract epithelium. 
Contact bleeding during sexual intercourse and other genital mucosal 
bleeding tendencies associated with female genital schistosomiasis 
might increase HIV susceptibility in infected women.14

Cross-sectional studies conducted in Zimbabwe and Tanzania indicated 
that women with female genital schistosomiasis had a higher HIV 
prevalence than women without female genital schistosomiasis.4 Female 
genital schistosomiasis was associated with a 2.9–4-fold higher risk 
of HIV seropositivity. S. haematobium infection typically occurs during 
childhood, preceding HIV exposure, and may pose a risk for HIV in young 
girls when they become sexually active4 because the vaginal epithelium 
would be disrupted before first sexual intercourse in S. haematobium 
infected girls. HIV prevalence seems to peak at a younger age in women 
in rural areas compared to women in urban areas. It is well known 
that there is often poor sanitation and a lack of piped water in rural 
areas and these conditions may increase a woman’s risk of contract-
ing schistosomiasis. 

Immune cells in the genital lesions caused by S. haematobium infection 
may provide easy points of entry for HIV to attach to susceptible cells.12 
The eggs trapped in the genital mucosa, whether viable or calcified, may 
both induce an influx of immune cells. CD4 cells are the receptors used 
by HIV to enter the host cells and a high concentration of CD4 cells is 
contained in the egg granulomas and the adjacent areas.13

It has further been hypothesised that women co-infected with HIV and 
S. haematobium infection may transmit HIV to their partners more 
easily than HIV-infected women without S. haematobium infection.4 
Leukocytes may harbour HIV and conditions that result in recruitment 
of leukocytes to the genital tract, for example genital ulcer disease or 
S. haematobium infection, may result in an increase in viral shedding of 
HIV into the female genital tract.13 

Young people and HIV in South Africa
According to the Joint United Nations Programme on HIV/AIDS (UNAIDS) 
2012 fact sheet on adolescents, young people and HIV, there are about 
1.6 billion people between the ages of 12 and 24 in the world today.15 
In 2010, 42% of new HIV infections were among youths between the 
ages of 15 and 24.15 Among young people living with HIV, approximately 
4 of the 5 million live in sub-Saharan Africa.15 Statistics also show that, 
globally, women aged 15–24 have HIV infection rates twice as high as 
young men in the same age group. In South Africa, the National Antenatal 
Sentinel HIV and Syphilis Prevalence Survey, conducted in 2011 among 
pregnant women attending public sector clinics and hospitals, reported 
KwaZulu-Natal as the province with the highest HIV prevalence in the 
world.16 KwaZulu-Natal had an HIV prevalence of 37.4% in 2011. Of the 
women aged between 15 and 24 years tested at antenatal care facilities, 
25.5% were HIV positive.16 The Ugu district in KwaZulu-Natal had the 
highest HIV prevalence – 41.7%.

Method
Information in this article was obtained from peer-reviewed articles, 
published World Health Organization (WHO) reports and WHO statements, 

exclusively.17,18 All articles were accessed online on PubMed. Of 106 
studies reviewed, similar information was reported in several sources and 
hence only the references which were significantly relevant to this paper 
were selected and are quoted.

A brief history of schistosomiasis in South Africa
The first record of urogenital schistosomiasis in South Africa was in 
1863. Dr J Harley, a general practitioner in Port Elizabeth, diagnosed 
boys from Uitenhage in the Eastern Cape with schistosomiasis.19 This 
diagnosis was only 12 years after Schistosoma haematobium had been 
discovered by the German physician Bilharz in Egypt in 1851.20 Case 
reports between 1864 and 1899 revealed how children, mostly boys 
between the ages of 3 and 16, were infected with schistosomiasis in 
the Eastern Cape.19 Transmission among the boys was as a result of 
recreational swimming, contact with infested water in open pools, farm 
dams and furrows. The most common symptom was haematuria. In the 
1920s and 1930s, Leipoldt and colleagues reported the wide spread 
of schistosomiasis in South Africa and negative consequences of the 
disease, particularly in children.19

By 1934, sufficient information had been gathered on urinary schisto-
somiasis to produce the first map of the geographical distribution of 
the disease in South Africa.21 The map was drawn from data collected 
between the 1860s and 1932 and was published in 1938.21 Further 
research and surveys on schistosomiasis were carried out in South 
Africa after the first map was published and using disease prevalence 
data collected between the early 1950s through to the late 1970s, the 
Atlas of Bilharzia in South Africa was published by Gear et al.22 This map 
was quite similar to the first map published by Porter in 1938.21

Source: Appleton and Naidoo19

Figure 1: The areas of South Africa endemic for urinary schistosomiasis, 
as mapped by Porter21 in 1938 (shaded area) and Gear et al.22 
in 1980 (area within the solid black line).

Efforts to get schistosomiasis recognised as a serious public health 
issue and to persuade health authorities to take measures to control the 
disease started as early as the 1960s.23 After noticing in other surveys 
how serious the effects of the disease were, Bhagwandeen24 carried out 
an investigation of the clinical pathology of urogenital schistosomiasis 
in Durban. High prevalence as well as high intensity infections were 
noted for both urinary and intestinal schistosomiasis among Africans.25 
The study also showed severe hepatic damage among the patients. 
However, despite this study by Bhagwandeen and several other studies, 
schistosomiasis was still not regarded as a serious health problem 
by the public health authorities. Therefore, no government-run control 
programme was carried out in the 1960s, 1970s or 1980s.25 To justify 
this omission, the authorities often asked the question, ‘How many 
people die of urogenital schistosomiasis?’24 By 1989, Utroska estimated 
the average prevalence of schistosomiasis in the country to be 17.5% 
with 1 575 000 infected children under 15 years.25
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Unique cases of schistosomiasis recorded
A study by Pitchford in 1966 reported evidence that Schistosoma 
mattheei,  a form of intestinal schistosomiasis found mainly in sheep, 
had been found in people in Humansdorp, South Africa. However, 
in 1986, Pitchford reported that the human infection rates caused by 
S.mattheei were not as high as those caused by S. haematobium and 
S. mansoni.26

There were 14 cases of spinal cord schistosomiasis recorded between 
August 1985 and March 1987 in KwaZulu-Natal. Twelve patients were of 
Zulu origin and two patients were Caucasians.27 Of these, two patients 
required surgery and three patients were treated with praziquantel only 
and recovered.27 The other nine patients were treated with praziquantel 
and corticosteroids; six patients responded well to treatment (although 
one patient relapsed) and three patients showed a reduction in conus 
size.27 The reported prevalence of spinal schistosomiasis is low and is 
believed to be an under-reported condition.27

In 2006, an 11-year-old girl in Port St Johns (Eastern Cape Province) 
presented with an itchy genital rash; she had no history of sexual 
abuse and was in good health.28 She was later diagnosed with vulval 
schistosomiasis. This case occurred after a study carried out in 
the district from 1987 to 1989 revealed a prevalence of 42% of 
S. haematobium infection among schoolchildren in the area.28 Vulval 
schistosomiasis is classified under female genital schistosomiasis and 
is not a common diagnosis in the endemic areas of South Africa. At 
the Department of Anatomical Pathology at Walter Sisulu University in 
the Eastern Cape, only 20 cases of this condition were recorded from 
1986 to 2000.28 At the Department of Anatomical Pathology at Nelson 
R Mandela School of Medicine (also in the Eastern Cape), 27 cases of 
vulval schistosomiasis were recorded from 1994 to 1998.28

Control programme efforts in South Africa
Plans made by South Africa to control schistosomiasis
The success of any schistosomiasis control programme requires long-
term commitment. Three important aspects have contributed to the 
success of control programmes in other countries over the years.29 
These aspects are (1) recognising the public health importance of 
schistosomiasis, (2) the political will and commitment to utilising local 
resources for control and (3) readily available public health facilities for 
the delivery and maintenance of control interventions.30-32 In line with 
these control programmes, the Department of Health in South Africa put 
together a document titled ‘The Primary Health Care Package for South 
Africa – A set of norms and standards’, in an attempt to incorporate 
schistosomiasis management into the primary healthcare system.33 The 
norms and standards were intended to be used as planning guidelines 
by district and provincial health planners to help assess the unmet needs 
of their population and to draw up plans to bring services up to national 
standards. The document includes guidelines on the management of 
schistosomiasis, i.e. treatment, prevention and active surveillance of the 
disease in primary healthcare facilities in endemic areas in South Africa.33 

These guidelines33 on treatment and control strategies require every clinic 
in endemic areas to have the latest copy of Bilharzia in South Africa by 
Gear et al.22 Each clinic is required to be well stocked with anthelminthic 
drugs and must have posters and information leaflets to educate 
the public on the disease.33 Any dam, river or pond near a clinic in a 
schistosomiasis endemic area must have a notice board about the 
danger of children swimming there if the Environmental Health Officer 
has identified it as a habitat for host snails.33 The staff are expected to 
know whether or not the clinic is in an area endemic for schistosomiasis. 
The staff should know basic information about schistosomiasis and 
be able to give correct information to patients on the life cycle of the 
schistosomiasis host snail and how to prevent future infections.33 The 
staff are expected to help with mass prevention or treatment projects 
initiated by the district, e.g. treating schoolchildren in areas endemic for 
schistosomiasis.33 The staff are also expected to educate schoolteachers, 
pupils and parents on the district advocated control.33

This strategy provides an integrated approach involving treatment, 
prevention and active surveillance, but unfortunately, it has not been 
implemented in primary healthcare facilities. Schistosomiasis control 
continues to be a low priority among health authorities in South 
Africa34,35 despite the fact that schistosomiasis is endemic in South 
Africa and remains a public health concern among high risk groups, 
i.e. pre-schoolers, school-age children, women of childbearing age and 
adolescents.22,34 South Africa harbours over 25.7 million people at risk 
of schistosomiasis, with an estimated 4.5 million infections annually.35 
In order for South Africa to show that schistosomiasis has been 
successfully controlled, no new infections should be observed over a 
given period of time, or the prevalence should significantly be reduced.36 
These outcomes can only be assured if a surveillance system such as 
the one described above is properly implemented in primary healthcare 
facilities in endemic areas.

WHO recommendations
Globally, schistosomiasis is regarded as an important health issue which 
requires attention because of the significant negative consequences 
it has both on the economy and on public health.32,37 Interest in 
schistosomiasis control was revived during the 54th World Health 
Assembly held in 2001.38 Although WHO recommended large-scale 
distribution of praziquantel to at-risk populations living in endemic areas 
in the 1970s and 1980s, it was only at the 54th World Health Assembly 
that chemotherapy was endorsed officially as the key public-health 
strategy to fight schistosomiasis. South Africa endorsed resolution 
WHA54.19, which calls on member states to take effective steps to 
control schistosomiasis and soil transmitted helminths.38 The following 
is an excerpt from the resolution WHA54.19.38 All member states were 
urged to38: 

1. sustain successful control activities in low-transmission areas in 
order to eliminate schistosomiasis and soil-transmitted helminth 
infections as a public-health problem 

2. give high priority to implementing or intensifying control of 
schistosomiasis and soil-transmitted helminth infections in areas 
of high transmission while monitoring drug quality and efficacy

3. ensure access to essential drugs against schistosomiasis and soil-
transmitted helminth infections in all health services in endemic 
areas for the treatment of clinical cases and groups at high risk of 
morbidity such as women and children, with the goal of attaining 
a minimum target of regular administration of chemotherapy to at 
least 75% and up to 100% of all school-age children at risk of 
morbidity by 2010

4. promote access to safe water, sanitation and health education

5. ensure that any development activity likely to favour the emergence 
or spread of parasitic diseases is accompanied by preventive 
measures to limit its impact

In 2009, urinary schistosomiasis was renamed ‘urogenital schistosomiasis’ 
because in 75% of infected people, the disease affects both the urinary 
and genital tracts.4

What South Africa has achieved
In October 1997, South Africa set up its first helminth control programme 
in KwaZulu-Natal. This programme was funded and run entirely 
by the government.23 The programme targeted both geohelminths 
(Ascaris lumbricoides, Necator americanus, Trichuris trichiura) and 
schistosomaiasis.23 This was a primary school based programme 
and about 1.5 million primary school children were to be treated 
with praziquantel on a regular basis in high intensity areas.31,36 The 
programme was in line with WHO guidelines. Children are likely to benefit 
from treatment because of the early stage of their chronic lesions and 
because schoolgoing children present with the highest prevalence and 
infection intensities of schistosomiasis.2,36,37 The increasing number of 
children attending school in KwaZulu-Natal provided a good opportunity 
for a cost-effective programme.39 
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The overall aim of the first helminth control programme in KwaZulu-Natal 
was to significantly reduce prevalence and morbidity resulting from 
schistosomiasis and soil-transmitted helminths by the end of 2010.23 
The goals of the programme were to23: 

1. permanently reduce morbidity caused by helminth infections in 
children living in endemic areas

2. improve sanitation (e.g. build school toilets, build latrines in the 
community, identify cheap building materials) 

3. create links between parents, teachers and health personnel in the 
area in order to fight poor health amongst children 

4. improve the children’s learning potential by improving their health status

Children are especially vulnerable to schistosomiasis and may become 
physically and intellectually compromised because infection may 
result in anaemia, attention deficit disorder, learning disabilities, school 
absenteeism and high school dropout rates.3,5,34,40 The effects on child 
development may result in a generation of adults disadvantaged by 
the irreversible consequences of this infection.42 Endemic areas were 
identified using the Atlas of Bilharzia in Southern Africa23 which helped 
to provide estimates of the population at risk of the disease and to 
adequately plan for the control programme.

A high total prevalence and a large proportion of high intensity infections 
of S. haematobium were observed.24,40 This observation indicated that, 
according to the WHO guidelines, it is necessary to regularly treat 
schoolchildren in KwaZulu-Natal with praziquantel.24,40 According to 
Appleton and Kvalsvig23, a decline in infection was recorded during this 
intervention. A significant reduction (95.3%) in egg excretion 3 weeks 
after treatment and a 94.1% cure rate for heavy infections were recorded.3 
It was proposed that one treatment per year, at the end of summer, was 
sufficient to keep infection and intensities low.23 Unfortunately, this 
programme did not gain the necessary support and there is currently no 
treatment strategy of any kind in any area of the country.3

Praziquantel
Praziquantel is the drug of choice for the treatment of all forms of 
schistosomiasis.3 It is highly effective in killing adult worms.3 With 
praziquantel, the cure rates for S. haematobium are 75–85% and 
63–85% for S. mansoni.3 In studies conducted in North, West and 
East Africa, South America and Asia, mass treatment with praziquantel 
in endemic areas has been shown to reduce the burden of urogenital 
schistosomiasis.1,3,41 Studies have shown that a single treatment given 
in childhood seems to prevent half the cases of genital schistosomiasis 
in women.8 Therefore, it is vital to do an early intervention through mass 
treatment programmes in endemic communities in South Africa, to 
prevent the serious impact of schistosomiasis. 

Currently, praziquantel is given as a single oral dose of 40 mg/kg, with 
food and drink, in order to minimise gastrointestinal side effects.3,42 In 
South Africa, only Bayer’s Biltricide® (praziquantel) is available for the 
treatment of schistosomiasis.3 The Department of Health purchases 
praziquantel for schistosomiasis at a cost of USD4.49 per tablet making 
mass treatment programmes unaffordable and almost impossible to run 
in South Africa.3 Praziquantel is not even fully stocked in local clinics at 
the moment as it is too expensive.3

Contrary to the current practice in South Africa, other countries accept 
WHO-accredited generic praziquantel.3 These simple, effective, cheap 
and commercially available generics are of excellent quality, have been 
on the market for more than 20 years3 and have been used widely in 
schistosomiasis control programmes. Countries with successfully 
established schistosomiasis national control programmes using 
generic praziquantel supplied free of charge include Zambia, Nigeria, 
Mozambique and Uganda.43 There has been no evidence of development 
of resistance to praziquantel. These generics are not available in South 
Africa because only one brand of praziquantel is registered for the 
treatment of schistosomiasis.3 Therefore, for South Africa to be able to 
successfully control schistosomiasis and its debilitating consequences, 

donated or inexpensive and affordable generic medication must be made 
available for mass treatment programmes in endemic areas.

WHO strategic plan to eliminate schistosomiasis 
by 2025
Over the years, several countries have implemented schistosomiasis control 
programmes successfully. These countries include Brazil, Burkina Faso, 
China, Egypt and Uganda.44 Significant reduction in urogenital schistosomiasis 
infection and morbidity has been achieved by mass treatment. In countries 
that have not been able to successfully control schistosomiasis, the major 
obstacle has been limited access to praziquantel as well as unavailability 
of water, sanitation, environmental health infrastructure or the necessary 
resources to implement schistosomiasis control.

The WHO came up with a strategic plan to eliminate schistosomiasis in 
endemic countries by 2025.44 This plan can be used as a guide by the 
South African government. One of the goals is to successfully control 
schistosomiasis morbidity by 2020. This goal has been defined as 75% 
national coverage for schistosomiasis control and less than 5% prevalence 
of heavy infections recorded in endemic countries.44 If this goal is achieved 
by 2020, it may be possible to eliminate schistosomiasis as a public-
health problem in South Africa by 2025. By increasing schistosomiasis 
control activities in endemic areas and ensuring an adequate supply of 
praziquantel and the other resources required, this goal is attainable. 
The monitoring and evaluation of schistosomiasis control can be 
undertaken by local health facilities. Primary health facilities and school 
health teams across the country should be supplied with praziquantel 
for treating infected patients. The communities should also be provided 
with potable water in order to avoid contact with contaminated water as 
well as adequate sanitation to decrease contamination of water bodies.44 
Educational programmes are needed to encourage less recreational water 
contact, and bridges or stepping stones across rivers need to be provided.

Conclusion and recommendations
South Africa still has much to achieve in order to successfully control 
and decrease the prevalence of schistosomiasis in endemic areas. 
South Africa was unable to achieve the minimum goal of 75% treatment 
coverage in school-aged children at risk by 2010 as stated by resolution 
WHA54.19 of the World Health Assembly. Several factors contributed 
to this failure: the lack of support from public health authorities as the 
government still underestimates the seriousness of schistosomiasis, 
the price of praziquantel in South Africa and the lack of availability of 
praziquantel in public health facilities as well as the lack of blanket 
permission to use WHO-accredited generic drugs. Failure to incorporate 
schistosomiasis control into the general healthcare system, e.g. failure 
of primary healthcare systems to perform specific control tasks, is 
another contributing factor. Successful schistosomiasis control can 
only be achieved by taking into account other factors such as health 
education, improvements in sanitation (including preventing urination and 
defecation in or near the water body by building latrines and educating 
people on the importance of using them) and lastly, mass-treating the 
population in endemic areas. The latter method has been found to have 
a dual effect, by also reducing short- and even longer-term morbidity.1

To improve the control of schistosomiasis, a comprehensive primary 
healthcare district based schistosomiasis control programme needs to 
be established within the primary healthcare system. This programme 
could be led by school health teams at district level. It is important that 
there is increased awareness of the deleterious effects of schistosomiasis 
and the school health teams should provide health education to ensure 
health literacy about schistosomiasis amongst educators and learners 
and increase such awareness in the community. This programme could 
contribute to strengthening the health system as it offers the opportunity 
for linking mobile teams undertaking preventive work with schools, thus 
enabling the health service to reach many South African children before 
they need to access a primary healthcare clinic. The current initiative to 
re-engineer primary healthcare provides an opportunity for such efforts. 

As a Schedule 4 drug, praziquantel currently must be dispensed by a 
professional nurse and the rescheduling of this drug, which does not 
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have serious side effects, should be considered. Urgent action is also 
required to register the less expensive generic forms of praziquantel 
tablets in South Africa as many of these generics have been, and are 
currently used in other countries throughout the world. The negative 
effects of female genital schistosomiasis on the genital system is now 
recognised, as is the association with HIV infection. A well-structured 
schistosomiasis control programme therefore has the potential to 
contribute to a reduction in the prevalence of HIV amongst young women.
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Sweet potato is an important ‘indigenised’ root crop in South Africa. It features prominently in smallholder 
cropping systems because of its versatility, drought tolerance and positive role in food security. It outranks 
most staple crops in vitamins, minerals, dietary fibre and protein content. Much information is available on 
sweet potato as a drought tolerant and food security crop, but critical reviews that link its drought tolerance 
with food security are lacking. We review sweet potato as a food security crop, focusing on mechanisms 
associated with drought. We conclude that the crop has great potential in the light of imminent challenges 
associated with drought as a negative effect of climate change.

Introduction
Globally, sweet potato (Ipomoea batatas L.) is considered an important, versatile and underutilised food security 
crop.1,2 It belongs to the second most important set of food crops in developing countries, namely root crops.1 
The crop is highly nutritive, and it outranks most carbohydrate foods in terms of vitamin, mineral, dietary fibre and 
protein content.2,3 A recent report from the Food and Agriculture Organization (FAO)4 indicated that 24.8% of the 
population in southern Africa remain undernourished and agricultural projects and crops that can deliver quick 
results were needed to meet the first 2015 millennium development goal. Sweet potato is one crop that has a wide 
ecological adaptation, drought tolerance and a short maturity period of 3 to 5 months.3 It can also be harvested 
sequentially, thus ensuring continuous food availability and access, an important dimension of food security.

Prior to 1986, sweet potato was regarded as a low value, low status and highly perishable commodity in 
southern Africa.5 It received little research attention until the Southern African Root Crops Research Networks 
(SARRNET) intervened by distributing germplasm and encouraging demand-led research. This initiative 
prompted the release of several new varieties within southern Africa. 

Orange-fleshed and yellow-fleshed cultivars have been recognised as good sources of β-carotene, a precursor of 
vitamin A6,7 and are promoted across the developing world. According to Laurie8, vitamin A deficiency in South Africa 
is still a serious health problem. Studies by Labadarios9 reported that 64% of children between the ages of 1 and 
9 years, and 27% of women of reproductive age, were vitamin A deficient in South Africa. The highest prevalence was 
concentrated in Limpopo (43.5%) and KwaZulu-Natal (38.9%). Poor education of mothers was highlighted as the main 
cause of vitamin A deficiency in rural communities.6 This deficiency suggests that nutrition education, not just literacy, 
needs to be part of participatory studies on food security in the rural areas affected by poverty and malnutrition.

In South Africa, sweet potato is grown throughout the tropical regions, including KwaZulu-Natal.8 Its consumption 
is steadily increasing despite relatively low production levels.10 Average yields are ten times lower for small-scale 
farmers compared with commercial growers. Laurie and Magoro11 reported mean yields of 3.9–9.5 t/ha on 
communal gardens compared with 25.2 t/ha at experimental stations. These yields confirm the large yield gap that 
exists between poor and well-equipped environments. Because sweet potato is considered an important source 
of food, particularly in the dry season,12 its importance for improving food security cannot be overemphasised. 
Despite the reported low yields among smallholder farmers, the crop has flexible planting and harvesting schedules, 
especially in frost-free areas.13

Sweet potato is a drought tolerant crop with the potential to enhance food and nutrition security, especially for 
subsistence and small-scale farmers in South Africa. For sweet potato, drought stress accounts for 25% total 
annual yield loss14 compared to more than 50% yield loss or complete failure in staple crops such as maize.15 
Despite this advantage, its importance as a food security crop is still underestimated and fails to attract sufficient 
attention from agricultural researchers. The aim of this review was to illustrate, from an agronomic perspective, the 
importance of sweet potato as a traditional drought tolerant and potential food security crop.

Sweet potato as a traditional crop 
Sweet potato is amongst the oldest crops in the world, especially in the wet tropics, and was among the first staple 
crops before the introduction of cereals. Today it is counted among root crops (cassava, sweet potato, yams and 
aroids) that represent the second most important set of staple foods in developing countries, closely following 
cereal crops.1,2 According to Battisti16, sweet potato is a misunderstood vegetable, often confused with yams. 
Portuguese explorers are believed to have introduced sweet potato to Africa in the 16th century.1,17 From there it 
was taken to the eastern and western parts of the world in the form of storage roots by Spanish explorers. When 
it failed to yield in European countries because of low temperatures, it was brought back to Africa and was planted 
in the warm coastal regions where it spread rapidly.1,18

According to Laurie8, sweet potato was introduced to South Africa in 1652 around the time when the Dutch, under 
the leadership of Jan van Riebeeck colonised the Cape. It is now referred to as one of the traditional crops19 and 
a plant of the past1 because of the time it arrived in Southern Africa. Sweet potato has been indigenised13,19 and 
classified as a neglected and underutilised crop species. About 12 cultivars were released by the Agricultural 
Research Council between 1959 and 1989: 7 new (cream-fleshed) varieties and 1 locally bred orange-fleshed 
variety (Serolane) were released (in South Africa) for local production during the 2003/2004 season.11,20 According 
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to Laurie8, nine of the released varieties to date are orange-fleshed 
sweet potato (OFSP) varieties. Production of these varieties has also 
spread throughout the tropical and warm regions of the country, the 
main producing regions being the Western Cape, northeast Limpopo, 
Free State, Eastern Cape, Gauteng, Mpumalanga lowveld, and northern 
KwaZulu–Natal Provinces.

KwaZulu-Natal environment for sweet potato production
KwaZulu-Natal is a subtropical region situated on the east coast of 
South Africa with diverse climate, soils and topography, virtually making 
it a ‘world-in-one’.21 It is a summer rainfall area (600–2000 mm/annum) 
with weather that ranges from extremely hot along the coast in summer 
to heavy snow in the mountainous midlands in winter.21,22 KwaZulu-Natal 
has three climate zones of which 1% is tropical, 44% subtropical and 55% 
temperate.22 The environment in the tropical and subtropical parts of the 
province are regarded as suitable for sweet potato production throughout 
the year. Depending on whether farmers produce the white or OFSP 
varieties, the high prevalence of vitamin A deficiency7,9 in the province 
could be controlled through the consumption of this vegetable (Figure 1).

Variations in the climatic zones of KZN are bound to bring about several 
abiotic and biotic stress conditions, which have direct and indirect effects 
on the crop.23 Sweet potatoes are very sensitive to frost and require hot 
days and warm nights. The suitable conditions prevailing in the bioresource 
group areas along the coast, in parts of the midlands and the northern 
areas of Zululand,21,22 are dominated by smallholder farmers. The crop has 
a cropping season of 4–5 months so smallholder farmers can plant sweet 
potatoes from August to March, thus spreading the cropping season. 
Underutilised crops such as sweet potato tend to possess characteristics 
adaptable to abiotic stress conditions. These conditions are predicted to 
become even more prevalent in the coming decades as a result of the 
effects of climate change.24 The current and predicted challenges call for 
an agricultural system that is able to provide food crops that are capable 
of meeting current and future food demands and nutrition security. It is 
necessary to investigate whether the province that has a high population 
of rural poor people, namely KwaZulu-Natal, can be used as the major 
production areas for drought tolerant cultivars of sweet potatoes for food 
security and commercialisation in the near future.

Importance and utilisation
Sweet potato is regarded as the most important root crop of the tropics 
because of its flexibility in a number of production aspects.13 It can be 
planted and harvested at any time of the year, especially in frost free 
areas. It has a short cropping season, uses non-edible parts as planting 
material, and has a non-trellising growth habit as well as low requirement 

for soil nutrients.1,5,10 Bovell-Benjamin2 reported that it produces more 
edible energy than any other major food crop. It is more productive 
within short periods on marginal lands and plays an important role in the 
economy of poor households.12 The most important edible sweet potato 
parts are the roots and immature leaves, which are used for human 
consumption, animal feed and to some extent, for industrial purposes.2,25

It has been reported that in some African countries, starchy crops such 
as sweet potato are the staple food while other countries use it as an 
additional or as a food security crop.14,26 The use of sweet potato for food 
security concurs with earlier reports that sweet potato storage roots 
were often kept in the ground and harvested when needed.26 Keeping 
the roots in the field not harvested is an indication that sweet potato 
can provide a continuous food supply during the off season with no 
requirement for expensive storage infrastructure. It becomes important 
in the diet seasonally, typically in the month or two before the major 
grain harvest or when the grain stock from the previous year has been 
exhausted. Sweet potato also provides a food reserve when the major 
grain crop fails because of drought15 and pest infestation.

Storage roots can be boiled, baked or roasted with some people preferring 
to eat them raw. The leaves can also be consumed as a green leafy 
vegetable.10,25 Sweet potato leaves may possibly have some medicinal 
properties as the polyphenol-rich green extracts are reported to play a 
role in reducing prostate cancer.25,27,28 Reports from China, the leading 
global sweet potato producer, indicate that they also use sweet potato 
for starch production and as a raw material for biofuel production.1,29 The 
plant sap (juice) of red sweet potato has been reported to play a vital role 
in producing dye for cloth in South America. The attractive foliage adds 
aesthetic value30 and is another non-nutritive use of sweet potato.

Flavonoid compounds of fruit and vegetables are considered therapeutic 
agents because they have health benefits such as their supposed 
protection against certain cancers, cardiovascular diseases and aging.27,28 
It is necessary to investigate if and how drought affects these properties 
because phenols and flavonoids may be responsive to stress.

Nutritional value 
The sweet potato root provides almost a balanced diet for the human 
body. The crop contains significant amounts of carbohydrates when 
compared to other starchy crops such as rice, maize and sorghum 
porridge, although the protein content is slightly lower than in potatoes 
and other grain crops (Table 1).1 It contains almost all the macro- and 
micro-nutrients, substantial quantities of vitamin C, moderate amounts 
of vitamin B complex (vitamins B1, B2, B5 and B6) and folic acid, as well 
as satisfactory amounts of vitamin E.2,31
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Figure 1: Map of KwaZulu-Natal and the different agro-ecological zones.
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Orange-fleshed sweet potato has been reported by several authors to 
contain high amounts of vitamin A and is currently being promoted by 
the FAO and other in-country programmes as a supplementary food 
to combat vitamin deficiencies in children.2,3,7,20 According to Laurie20, 
South Africa is also using orange-fleshed sweet potato varieties in food 
diversification programmes to alleviate vitamin A deficiencies. Such 
programmes include school and community garden projects within the 
integrated nutrition programme.32,33

Sweet potato leaves are also nutritious (Table 2). They are a good 
source of protein and vitamins A, C and B2 (riboflavin).1 According to 
Bovell- Benjamin2, sweet potato leaf protein content is twice as much 
as that from the storage roots. Leaves are also an excellent source of 
lutein.34,35 Lutein is responsible for central vision in the human eye and 
helps to keep eyes safe from oxidative stress and high-energy photons 
of blue light. Sweet potato is also popular in low fat diets and is recom-
mended as a low glycaemic index (GI) food.2,13 Given the ailing nutritional 
status of many South African communities,11 plus the fact that many 
food sources which typically provide these nutrients are not as drought 
tolerant, the sweet potato, with its high nutritional content, is a very im-
portant food source.10

General food security aspects
The world is reported to produce enough food to feed the human 
population, yet approximately 30% of sub-Saharan Africa’s population 
(218 million people) suffers from chronic hunger and malnutrition.4 
According to the World Health Organization36, food security is built upon 
three pillars: availability, access and use (utilisation and stability). In 
trying to address the food availability pillar of food security, South Africa 
has identified small-scale agriculture as an important sector. This sector 

still needs to be investigated as little effort has been made in channelling 
investment towards it. Rising food prices, particularly of maize and 
wheat, which are the staple diet for the poor in South Africa, poses se-
rious problems for urban and rural poor people.37

From the perspective of food security, sweet potato is an excellent crop 
as it often survives where staple crops fail.1-3,13 It contributes to food 
availability by providing high output per unit of land (yields about 3.9–9.5 
t/ha under communal agriculture compared to less than 1–3 t/ha reported 
for maize under similar management) and can produce on marginal 
soils.1,11 The fact that it has higher energy (Table 1) than maize, also adds 
more strength to its potential role as a food security crop. Moreover, the 
fact that new OFSP varieties also contribute significantly towards vitamin 
A supplementation in rural households, where vitamin A deficiency is 
more prevalent, makes it a crop of choice. Good health is considered 
an outcome indicator for food utilisation in food security measurement,4 
and the high nutritional status of sweet potato qualifies the crop as a food 
security alternative. Improved early maturing varieties are often ready 
for harvest in 3–5 months and can be harvested as needed over several 
months.26,38 The benefit of harvesting early and consuming over several 
months implies that there is a quick turnover and a lasting source of 
food, hence, improved food access, availability and stability. The food 
security benefits of sweet potato mentioned above could also lead to the 
crop being removed from the ‘underutilised’ category.

Accessibility to sweet potato is also simple because the vines and roots 
can be easily stored or multiplied. In drought prone areas, roots can be 
sprouted to produce vines so that communities have access to planting 
material. According to Lebot39, sweet potato has often been a lifesaver, 
for example, it saved the Japanese nation when typhoons destroyed all 
their rice fields just before World War I. During the early 1960s, China was 

Table 1: Macro-nutrient content per 100 g boiled portion of sweet potato compared to other crops

Food
Moisture content 

(%)

Energy Dietary fibre
Total 

carbohydrates 
Fat Protein

kcal KJ (g)

Sweet potato 71 114 477 2.4 26.3 0.4 1.7

Rice 68 135 565 0.8 28.0 0.3 2.3

Maize porridge 81 76 318 – 15.6 0.8 1.8

Sorghum porridge 80 85 356 – 17.0 0.5 2.7

Pasta 66 132 552 – 26.7 0.7 4.1

Potato 78 80 335 2.1 18.5 0.1 2.1

Source: Adopted from Woolfe1

Table 2: Nutrient composition of sweet potato leaves compared to other common vegetables

Crop
Total protein β-carotene Calcium Iron Riboflavin Ascorbic acid

(g/100 g) (µg/100 g) (mg/100 g)

Sweet potato leaves 29 2700 75–183 1.8–3.9 0.35 32–136

Amaranth 28 6545 176 2.8 0.22 23

Cabbage 1.9 – 44 0.4 – –

Carrot 0.7 – 48 0.6 – –

Spinach 3.2 – 93 3.1 – –

Tomato 0.9 – 13 0.4 – –

Lettuce 1.0 1000 23 0.9 0.08 15

Source: Adopted from Woolfe1

Review Article Sweet potato for food security and drought tolerance
Page 3 of 8

http://www.sajs.co.za


41South African Journal of Science  
http://www.sajs.co.za

Volume 111 | Number 11/12 
November/December 2015

plagued by famine and the availability of sweet potatoes saved millions of 
the population from starvation. The OFSP varieties played a major role in 
addressing hunger and drought mitigation after biotic and abiotic stresses 
in different parts of the world, including after the floods in Mozambique 
in 2000.40 Its use as a lifesaver is evidence that sweet potato is indeed a 
food security crop.2,12,13,26,39

Sweet potato for combating vitamin A deficiencies
Raw and cooked sweet potato roots are highly nutritious.1,2,20,39 Moreover, 
orange-fleshed sweet potato is reported to contain high amounts of 
β-carotene, a precursor for vitamin A. The β-carotene content increases 
with the intensity of orange colour of the sweet potato flesh.2,20,41 Leighton41 
tested for β-carotene in different South African orange-fleshed sweet 
potato varieties (Table 3) and found that indeed, β-carotene concentration 
varied with depth of colour. Low et al.42 reported that studies conducted 
in sub-Saharan Africa demonstrated that consumption of boiled orange-
fleshed sweet potato improved vitamin A status of children. A separate 
study by Amagloh43 confirmed that orange-fleshed sweet potato was 
high in vitamin A and could be used as a complementary food in infant 
feeding. To improve the consumption of this vitamin A rich type of sweet 
potato, Laurie and Van Heerden44 prepared different food types (chips, 
doughnuts, juice from the roots and a green leafy dish from the leaves) 
from orange-fleshed sweet potato to determine consumer acceptability. 
They reported that 92% of the consumers liked the colour of the food 
products while 88% indicated that they would buy sweet potato products 
or prepare them at home.

Table 3: Concentration of β-carotene in different varieties of orange-
fleshed sweet potato in South Africa

Variety Flesh colour
µ RAE*/100 g 

(uncooked)
µ RAE/100 g 
(boiled root)

Resisto Dark orange 1371 1165

Khano Dark orange 1170 995

2001-5-1 Dark orange 983 836

W-119 Orange 872 741

Beauregard Dark orange 804 683

1999-1-7 Dark orange to pale orange 797 677

Excel Orange, yellow cortex 433 368

Serolane Orange with yellow ring 426 362

Impilo Orange to pale orange 424 360

Source: Adopted from Laurie et al.13 and Laurie8. 

RAE, retinol activity equivalents

Drought and water stress on plants
Stress is defined as an alteration in physiological condition caused by 
factors that tend to disrupt the equilibrium.45,46 Strain, on the other hand, 
is any physical and chemical change produced by stress.46 Drought is 
a meteorological term commonly defined as a period without significant 
rainfall.45 The crop physiologists’ understanding of drought stress is that 
it occurs when available water in the soil is reduced and atmospheric 
conditions cause continuous loss of water by transpiration and evapo-
ration.23,45 Drought stress is considered to be a moderate loss of 
water, which leads to stomatal closure and limitation of gas exchange. 
Desiccation is a much more extensive loss of water which can potentially 
lead to gross disruption of metabolism and cell structure and eventually to 
the cessation of enzyme catalysed reactions.46-48 It is characterised by a 
reduction in soil water content, diminished leaf water potential and turgor 
loss, closure of stomata and a decrease in cell enlargement and growth.48 
According to Sairam et al.49, drought is not only the lack of rainfall; it 
can also be defined by its impacts such as crop shortages and indirect 

impact, for example, food price increases. Sairam et al.49 further explained 
drought as ‘an exogenous supply side-shock that causes marked declines 
in agricultural output, export earnings, employment and income levels’. It 
affects all facets of economy because of close sectorial linkages.

The four main categories of drought (meteorological, agricultural, hydro-
logical and socio-economic) have a direct impact on food security in the 
sense that they challenge the whole notion of food availability, access-
ibility, utilisation and stability. The fact that South Africa is a drought prone 
region already provides reason to focus on drought. Additionally, climate 
change predictions that there will be increased frequency and severity 
of such droughts25 gives an even greater sense of urgency to identify 
crops that are resilient and can produce under such adverse conditions50. 
These crops should not only possess drought tolerant characteristics, but 
should also be nutritious. It is in this context that sweet potato is being 
touted as a possible fit. However, before one can successfully promote 
the crop as drought tolerant and nutritious, one needs to generate 
empirical information detailing the crop’s responses to such conditions.

Effect of drought on plant growth
Plant roots interconnect the physiological and biochemical reactions 
in stems and general plant growth to changes in plant nutrition, photo-
synthesis, water relations, respiration, nutrient metabolism and growth 
promoters.23,46 Water stress inhibits cell enlargement more than cell 
division. A prolific root system has the advantage of supporting acce-
lerated plant growth during early crop growth stages and extracts water 
from shallow soil layers that is otherwise easily lost to evaporation.23

The prolific root system of sweet potato makes it a drought tolerant crop, 
although supplementary irrigation is required at the time of planting for 
proper sprouting and establishment.13,41 Water stress reduces stem 
extension and internode diameter of sweet potato cultivars. The severity 
of this reduction is reported to differ with different cultivars.51 Inhibition 
of cell expansion and cell growth is mainly the result of low turgor 
pressure under water stress conditions. Osmotic regulation can enable 
the maintenance of cell turgor for survival or can assist plant growth 
under severe drought conditions.52 Water stress reduces leaf growth 
which in turn reduces the leaf area of plants.23,46,52

Diminished biomass caused by water stress was observed in almost 
all cultivars of sweet potato; however some cultivars showed better 
stress tolerance than others.53,54 The fact that water stress inhibits 
leaf expansion and vine extension39,51 suggests that general vegetative 
growth in sweet potato would be compromised because the canopy 
represents the only source of biomass for subsequent partitioning to 
the storage root. 

Studies by Jaleel et al.23 indicated that water stress can reduce yield 
in many crop plants and that different crops respond differently to 
water stress. As the canopy represents the only source of biomass 
for subsequent partitioning to the storage root in sweet potato, if 
biomass is limited, it would consequently impose a source limitation of 
assimilates to storage roots thus lowering final yield. Little information or 
literature is available which details the extent to which sweet potato yield 
would be affected if vegetative growth was inhibited by water stress. 
Saraswati et al.51 only reported on morpho-physiological characteristics 
of sweet potato when exposed to water stress; they did not report on 
the effects of water stress on yield. According to Lebot39, attempts to 
demonstrate relationships between yields and particular morphological 
or physiological characteristics have so far been unsuccessful. However, 
varieties with small canopies, short stem length and small leaves were 
reported to have the capability of giving higher yields than those with 
long stems and numerous broad leaves.55 The higher yields in small 
canopy varieties might be a result of plants maximising storage root 
development and expansion over shoot extension. Given that different 
genotypes will respond differently, there is a need to evaluate available 
genotypes across the range of climates where sweet potato can 
be grown, to allow for the formulation of better recommendations to 
assist farmers with variety selection. Plants exposed to environmental 
stresses such as drought and heat stress respond by showing ingenious 
adaptations at physiological level, which may be accompanied by 
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changes in various gene expressions.56 The biological response and 
tolerance of plants to drought stress such as physiological, biochemical 
and transgenic tolerance also need to be understood. 

Physiological responses to drought and water stress
Sweet potato exposed to drought stress recorded low photosynthesis 
by reducing chlorophyll ‘a’ fluorescence, stomatal conductance, 
intercellular carbon dioxide (CO2) concentration and CO2 assimilation 
rate primarily through stomatal closure.57 Photosynthetic pigments are 
important for harvesting light and producing reducing powers in plants.48 
Chlorophyll ‘a’ and ‘b’ are reported to be susceptible to soil drying.48,54 
Foliar photosynthetic rate of higher plants is known to decrease as 
relative water content and leaf water potential decrease. Severe levels 
of drought are capable of causing irreversible damage to photosynthetic 
apparatus. Both stomatal and non-stomatal limitations were generally 
accepted to be the main determinants of reduced photosynthesis under 
drought stress conditions.28,46,48 Bray56 also reported a reduction of both 
chlorophylls a and b, and total chlorophyll at high water stress. This 
reduction was reported to be associated with an increase in electrolyte 
leakage caused by leaf senescence and reduced water use in plants.

The C3 plants of tropical origin, such as sweet potato, colonise easily 
in a drought environment because they have high phenotypic plasticity. 
Phenotypic plasticity refers to the ability of the plant to alter its charac-
teristics in order to acclimate to variable environmental conditions. In 
sweet potato and other C3 plants, all photosynthetic cells are functionally 
equivalent, thus allowing each cell to acclimate to new environments 
in a more autonomous manner than those of C4 plants. This functional 
equivalence allows for photosynthetic plasticity at cellular rather than 
tissue level, resulting in a greater acclimation ability of C3 plants in general. 
This C3 metabolism allows sweet potato to be classified as a drought-
tolerant plant.54,58 Earlier studies on C3 plants also indicated that maximum 
rate of assimilation was more strongly temperature dependent than water 
dependent and that considerable photorespiration takes place in sunlit 
photosynthetic organs. Where light intensity is low, there would be 1% 
decrease in light use efficiency for every degree of temperature increase.59 
This report emphasises the importance of light and temperature in sweet 
potato production. Increases in photosynthetic plasticity and assimilation 
results in higher yields and this plasticity may also explain why sweet 
potato possesses wide adaptability when compared to common C4 staple 
crops such as maize. 

Other anatomical adaptation characteristics of drought tolerance in 
plants include the development of spongy tissues that act as water 
reservoirs. Impaired growth and reduced folia area limit water loss through 
transpiration.52,54 Some plants may have floral induction which is associated 
with long-distance movement of Flowering Locus T (FT) proteins, a trait 
observed in sweet potato plants grown under water stress.3,13

Plant adaptive responses to drought and water stress are based on 
complex changes mainly focused on maintaining water potential in key 
tissues. Earlier reports indicated that osmotic adjustment50,55 is a common 
biochemical adaptation strategy in plants as it results in newly synthesised 
metabolites. These metabolites include hydrophilic (highly soluble) 
molecules that are able to produce a resuscitating surface that captures 
water molecules to be available later during water limitations.52 Examples 
of these osmolytes are proteins (amino acids), sugars and sugar 
alcohols.54,57 Some of the osmolytes have additional functions such as 
coping with oxidative stress by suppressing reactive oxygen species.48,57

Protein expression, accumulation and synthesis are modified in plants 
exposed to drought stress. According to Bray56, these drought-induced 
proteins are important for physiological adaptation of plants to water 
stress. The drought-induced proteins are referred to as dehydrins and 
belong to the group II late embryogenesis abundant (LEA) proteins.56,60 
Studies performed on plants (wild watermelon and maize) under 
mild water stress reported more than 16 proteins involved in water 
stress responses.60,61 Proline is one of the proteinogenic amino acids 
with exceptional conformational rigidity and is essential for primary 
metabolism in plants.62 It is involved in the synthesis of proteins that 
are necessary for a stress response. This amino acid is of particular 

interest in stressed plants and is usually considered an osmoprotectant 
and accumulates in cells to obtain suitable conditions for water uptake 
under limited water conditions in the roots. It is also involved in reducing 
oxidative damage by scavenging and/or reducing free radicals. 

Proline was found to be involved in tolerance mechanisms against 
oxidative stress and was the main strategy by which plants avoided 
detrimental effects of water stress. A study conducted on the influence of 
water stress on proline accumulation concluded that increases in proline 
levels helped protect cell membranes from oxidation instead of osmotic 
regulation as an initial response to water stress.54,62 Proline accumulation 
can influence stress tolerance in multiple ways because it functions as 
a molecular chaperone, able to protect protein integrity and enhance 
the activities of different enzymes.61,62 While there are two schools of 
thoughts in as far as proline accumulation is concerned, the bottom line 
is that it will accumulate in response to environmental stresses. Whether 
or not its accumulation is a sign of stress tolerance or rather a symptom 
of the severity of the stress is still debatable and is an avenue that needs 
to be explored, especially in food security crops like sweet potato. Modi 
and Mabhaudhi50 suggested that, despite the controversy surrounding its 
exact role, proline accumulation could still be a useful index in drought 
tolerance. However, the authors went on to state that its value as an 
index could only be fully understood if other stress metabolites were also 
quantified alongside it.

Phytochemicals are secondary metabolites that are widespread in the plant 
kingdom. Phytochemicals protect plants against bacteria, viruses and 
fungi invasion.63 The different compounds constituting phytochemicals 
are considered to have biological significance but are not established as 
essential nutrients in human or animal diets. They have, however, been 
reported to possess bioactive properties with potential health benefits.25 
Phy to chemicals such as antioxidants, carotenoids, anthocyanins and 
flavonoids can be classified into different categories depending on their 
structure and have been associated with flavour and colour chara-
cteristics of fruits and vegetables.36 Antioxidants such as ascorbic acid 
and glutathione, commonly found in chloroplasts and other cellular 
compartments in plants are crucial for plant defence against oxidative 
stress and have been reported to be indicators of plants’ hypersensitivity 
to stress conditions.25,36,63 Earlier findings by Sairam et al.49 indicated 
that enzymatic and non-enzymatic antioxidants in plant cells played an 
important role in avoiding detrimental effects of free radicals. In addition 
to their high antioxidant and antiradical activities in humans, the health 
beneficial properties have also been attributed to many other mechanisms 
such as anti-inflammatory properties, inhibition of enzymes and induction 
of detoxification enzymes. Antioxidants were reported to be vital in 
protection against cancer and cardiovascular diseases in humans.28,29,36

Carotenoids are plant pigments that can partially help plants withstand 
the adversities of drought.23 They form a key part of the plant’s antioxidant 
defence system.48 Carotenoids are divided into hydrocarbon carotenes 
(lycopene and β-carotene) and xanthophylls (lutein).36,48 β-carotene is 
present in all chloroplasts of green plants and is exclusively bound to 
the complexes of photosystems one (PSI) and two (PSII). β-carotene 
functions as an accessory pigment, an effective antioxidant and plays a 
unique role in protecting and sustaining photochemical processes.23 The 
protective role of β-carotene in photosynthetic tissue is achieved through 
direct quenching of triplet chlorophyll, thus preventing the generation of 
singlet oxygen and protecting against oxidative damage.52

As a phytochemical, carotenoids were reported to protect against the eye 
disease, macular degeneration.36 β-carotene is of particular importance 
because it is a precursor for vitamin A. Vitamin A is important in human 
nutrition because of the role it plays in improving vision, bone growth, 
reproduction, maintenance of epithelia and overall growth.64 The orange-
fleshed sweet potato varieties contain high amounts of β-carotene and 
are being promoted in vitamin A deficiency alleviation programmes in 
South Africa and other developing countries. The fact that sweet potato 
can synthesise β-carotene to protect itself from oxidation stress and 
further store the β-carotene in both leaves and storage roots, is an 
indication that it is an important food security crop which can withstand 
drought stress conditions and still alleviate chronic malnutrition diseases 
associated with vitamin A deficiencies. 
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Genes expressed during drought stress
Many responses to water stress are controlled by a number of genes 
with different functions. Many regulatory processes are initiated the 
minute water is lost from plant cells, to help adjust cellular metabolism, 
and result in changes in gene expression.56 Changes in expression 
patterns have been monitored on the plant when drought stress is 
perceived. These changes range from genes whose products are 
involved in early responses such as signal transduction, transcription 
and translation factors; to late response genes, such as water transport, 
osmotic balance, oxidative stress and damage repair.54 Whether these 
water stress induced genes perform an adaptive role or not is still to 
be investigated.

Genetic engineers have tried to develop transgenic sweet potato 
plants by gene coding for spermidine synthase which is used to 
improve environmental stress. The transgenic sweet potato from this 
genetic coding showed high tolerance to drought, salt, chilling and 
heat stresses.65 Recent reports indicate that transgenic sweet potato, 
containing the gene which is important for osmoregulation and abiotic 
stress, showed tolerance to multiple environmental stresses such as 
protection against cell damage, improved photosynthetic activity and 
increased activity of free radical scavenging enzymes.60 These reports 
are proof of good progress in genetic engineering in as far as sweet 
potato drought tolerance is concerned, but there is still a shortage of 
successful screening methods and multidisciplinary approaches and 
genotype by environment interaction.14 It is therefore believed that with 
the existence of these strength-enhanced drought tolerant varieties, food 
security will improve as long as the genotype by environment interaction 
selection is carried out in the environment in which the varieties will be 
released and grown.

Crop management for drought mitigation
Increased productivity in rain-fed agriculture reduces pressure on the 
limited arable land and water resources. Knowledge of weather and 
climate can reduce the impact of drought on communities, and this 
can be achieved by employing two distinct strategies. The first is long 
term planning in which strategies can be devised, and precautions 
taken to reduce impact. This planning includes climate and weather 
evaluation using scientific systems research tools such as simulation 
models, optimisation techniques, geographic information systems and 
databases.66 The FAO AquaCrop model has already been calibrated 
and validated on OFSP varieties and proved to be useful in exploring 
irrigation options in sweet potato.67 Adjusting planting dates (or timing 
of planting) and harvesting, substituting cultivars and, where necessary, 
modifying or changing the cropping system altogether, has also been 
identified as a long term strategy.68 Adjusting planting dates for sweet 
potato production in KZN so as to allow yield maximisation could be a 
suitable management strategy.

The second phase where application of weather and climate knowledge 
can reduce impacts of drought is by taking action during the onset of 
the event (planting/growing season) to reduce adverse effects.68,69 This 
action may include, but not be limited to, adopting proper crop manage-
ment strategies such as water conservation strategies, manipulation 
of plant population, water recycling, rainfall harvesting into ponds 
or village tanks and even mid-season corrections.23,69 Farooq et al.52 
further recommended adoption of strategies such as mass screening 
and breeding, marker-assisted selection and exogenous application 
of hormones and osmoprotectants to seed or growing plants, as well 
as engineering for drought tolerance. The two phases suggested by 
Das66 of using weather and climate to mitigate and plan for drought; 
adaptation of agriculture to stability and resilience of production and 
conservation tillage68,69 and other best practices, all form part of 
climate-smart agriculture. According to the FAO69, the aim of climate-
smart agriculture is to increase productivity in an environmentally and 
socially sustainable way, strengthen farmer’s resilience to climate 
change, and reduce agriculture’s contribution to climate change by 
reducing greenhouse gas emissions and increasing carbon storage 
of farmland.

Conclusions
Sweet potato remains an important root crop with an inherent ability to 
produce more edible energy than most major food crops. It is suitable 
for production on marginal lands and can play an important role as a 
food security crop. The importance of OFSP varieties in supplementing 
vitamin A deficiencies cannot be overemphasised. And production of 
the OFSP varieties in areas with a prevalence of vitamin A deficiency 
should be promoted. It is possible to produce this crop and have it 
available all year round in the tropical and subtropical areas of South 
Africa where warm conditions prevail, even if drought is a challenge for 
staple crops such as cereals. Rain-fed crops are always subjected to 
water stress during the course of growth because of the unpredictability 
of rainfall in subtropical environments. Sweet potato has the advantage 
of being drought tolerant after establishment. Hence, its yield potential is 
generally greater than that of popular staple crops of South Africa, such 
as maize. In addition to yield advantage, the higher nutritional value of 
sweet potato is of benefit to farmers producing under conditions that 
are susceptible to drought stress. While this review has identified sweet 
potato as a potential food security crop for dryland production, there 
are still challenges that may limit its potential to fully contribute towards 
food security. There is a need to introduce more participatory research 
and extension to educate smallholder farmers about the value of sweet 
potato as a major crop for subsistence and rural economic development.
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Currently, the treatment of choice of HIV/AIDS in South Africa is the multidrug combination regimen known 
as HAART (highly active antiretroviral treatment). HAART, which commonly consists of nucleoside or non-
nucleoside reverse transcriptase inhibitors and protease inhibitors, has radically decreased mortality and 
morbidity rates among people living with HIV/AIDS. The emphasis of the original development of the antiretroviral 
drugs was on clinical effectiveness (reducing mortality). Presently, emphasis has shifted from the initial 
short- term considerations to the long-term undesirable or harmful effects induced by this treatment regimen. 
Whether antiretroviral compounds are oncogenic is widely speculated, which led to this investigation into the 
effects of protease inhibitors on the expression of key apoptotic regulatory genes, BAX and BCL-2, in two 
human breast cell lines, MCF-7 and MCF-10A by real-time qPCR gene expression and immunofluorescence. 
The anti-apoptotic effects of the protease inhibitors – LPV/r were also investigated by cell death detection ELISA 
and acridine orange staining. This study also evaluated the cytotoxicity of the antiretroviral drugs in normal and 
cancer cell lines of the breast (at clinically relevant concentrations of the drugs and at different time points, 
24–96 h), employing the neutral red uptake assay. The drugs and combinations tested did not alter BAX and 
BCL-2 gene expression and protein expression and localisation in both cell lines. In addition, the protease 
inhibitors–LPV/r did not inhibit camptothecin-induced apoptosis in both cell lines. We have shown that the 
protease inhibitors demonstrated varying degrees of cytotoxicity in the breast cells. The resulting DNA damage 
associated with cytotoxicity is strongly implicated in the processes of tumour initiation.

Introduction
The HIV/AIDS pandemic has had a catastrophic effect on the world population. In 2011, approximately 34 million 
people were recorded as living with HIV globally. Sub-Saharan Africa, which is home to just 10% of world’s 
population contains a huge 69% of people living with HIV or AIDS.1 South Africa has the highest number of people 
living with HIV in sub-Saharan Africa and in the world.1 It is for this reason that in November 2003, South Africa 
started the world’s largest public sector rollout of highly active antiretroviral treatment (HAART) to date.2

HAART has radically decreased mortality and morbidity among people living with HIV and AIDS3,4,5 The emphasis 
of the original development of the antiretroviral (ARV) drugs was on clinical effectiveness (reducing mortality) with 
all other considerations secondary.6 Presently, emphasis has shifted from the initial short-term considerations to 
the long-term undesirable or harmful effects induced by this treatment regimen.6 Whether antiretroviral compounds 
are oncogenic remains to be fully elucidated.7 Torres et al.8 suggest that the clinical use of nucleoside/nucleotide 
reverse transcriptase inhibitor (NRTI) drug pairs may lead to additive or synergistic effects compounding long-term 
risk for cancer gene mutations and potential carcinogenesis.

Breast cancer is the most common cancer seen in women worldwide.9 HIV-infected patients on antiretroviral 
treatment are reported to survive longer due to the treatment and therefore are at danger of developing breast cancer 
because its risk increases with age.9,10,11 Other studies suggest that the use of ARV drugs might increase breast 
cancer risk by fat redistribution from peripheral and gluteal tissues to the breast as a result of increased production 
of oestrogen.9 The total influence of HAART on the risk for non-AIDS defining malignancies (NADM) is far from 
concluded. In a meta-analysis,12 the standardised incidence ratio of some non-AIDS defining malignancies, including 
breast cancer, was substantially increased prior to and in the HAART era. In a Swiss HIV cohort study, in which a 
mega prospective cohort of people were tracked for an average of about 5 years after HAART, no definite influence 
of HAART on standardised incidence ratios of NADMs was revealed.13 However, another HIV/AIDS cohort conducted 
in England7, showed that a substantial total rise in risk for NADMs objectively accompanied HAART treatment. Non-
AIDS defining cancers now generally account for more deaths in HIV-infected individuals than AIDS defining cancers. 
Although traditional risk factors may account for some of this discrepancy, they certainly do not explain the explosion 
of these cancers in HIV-affected people on HAART.14 Engels et al.15 found that non-AIDS defining cancers comprise 
58% of all cancer deaths post-HAART (1996–2002) in comparison to 31.4% in the pre- HAART era (1991–1995). 
These data strongly suggests that antiretroviral drugs may influence cancer development and progression. 

In many cancers, there is a consistent pattern of apoptosis inhibition and deregulation of cell and tissue homeostasis. 
Numerous studies implicate apoptosis-related genes and their products in the development of cancer.16-18 The induction 
of apoptosis occurs via two major pathways: the extrinsic (death receptor) pathway and the intrinsic (mitochondria) 
pathway.16 The extrinsic pathway is activated by the attachment of the Fas plasma-membrane death receptor (and related 
receptors like tumour necrosis receptor 1 and its family) to its extracellular ligand, Fas-L. The intrinsic pathway also leads 
to apoptosis but under the control of mitochondrial pro-enzymes. The majority of cellular death in vertebrates follows the 
mitochondrial pathway of apoptosis.17 This pathway to cell death is controlled by the B-cell CLL/lymphoma 2 (BCL-2) 
family of proteins. They operate to regulate the integrity of the mitochondrial outer membrane. When apoptosis arises 
as a result of cooperation among these proteins, the two pro-death BCL-2 effector proteins; BCL-2-associated X protein 
(BAX) and BCL-2 antagonistic killer (BAK), disrupt this membrane in a process known as mitochondrial outer membrane 
permeabilisation.17 If mitochondrial outer membrane permeabilisation takes place, proteins located in the mitochondrial 
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inter-membrane compartment enter the cytosol and activate caspases 
and cysteine proteases that coordinate the disassembling of the cell.17 The 
process of mitochondrial outer membrane permeabilisation is opposed by 
the pro-survival BCL-2 proteins, such as BCL-2, BCL-W and BCL-xL, which 
impedes the capacity of BAX and Bak to permeabilise. The relevance of this 
impact in cancer is highlighted by the remark that oncogenes, like Myc, 
which advances proliferation, also encourage cell death that is inhibited by 
the anti-apoptotic BCL-2 proteins.17 The widely studied genes associated 
with apoptosis include BCL-2; the anti-apoptotic gene and BAX; a pro-
apoptotic gene.18 Hypothetically BCL-2 over-expression renders a survival 
advantage for cancer cells; in contrast, BAX stimulation restores sensitivity 
to apoptosis induced by drugs or radiation.18 In this study, we hypothesised 
that HIV protease inhibitors might inhibit the pro-apoptotic BCL-2 family 
member BAX, or activate the anti-apoptotic BCL-2 family member thereby 
promoting cell survival and lead to cancer development and/or progression. 

In the majority of published studies, the in-vitro effects of antiretroviral 
drugs on immune cells were investigated. Few studies on non-immune 
cells were found. In the current study, we therefore investigated the 
effects of some of the drugs in the South African HAART treatment 
guidelines, individually and in combination, on BAX and BCL-2 gene 
expression in two breast cell lines at clinically relevant concentrations. 
BAX and BCL-2 proteins were localised with immunofluorescence. 
We also determined whether the protease inhibitors – LPV/r, reported 
to have anti-apoptotic effects,19-20 can inhibit drug-induced apoptosis 
in these non-immune cell lines. We also evaluated the cytotoxicity of 
the antiretroviral drugs in normal and cancer cell lines of the breast at 
clinically relevant concentrations of the drugs and at different time points 
(24 h, 48 h, 72 h and 96 h) by employing the neutral red uptake assay.

Materials and methods
Cells
Human breast carcinoma MCF-7 cells (American Type Culture Collection, 
Rockville, MD, USA) were cultured in DMEM medium (Gibco BRL, 
Gaithersburg, MD, USA) containing 10% foetal bovine serum (Gibco). 

Immortalised human breast epithelial cells, MCF-10A (American Type 
Culture Collection) were cultured in mammary epithelium growth medium 
(MEGM; Lonza, Walkersville, MD, USA) containing human recombi nant 
epidermal growth factor, hydrocortisone, insulin and bovine pituitary 
extract (Lonza).

Cells were cultivated as a stationary monolayer in plastic tissue-culture 
dishes (Nunclon, Denmark) and were incubated at 37 °C in a 5% CO2 
humidified environment. The cells were incubated with the drugs 
individually and in combination at the indicated physiologically relevant 
concentrations for 24–96 h. The normal breast MCF-10A cells were 
cultured in serum-free media. MCF-7 cells were synchronised by serum 
starvation for 24 h21,22 prior to all experiments. After being cultured in 
complete medium for overnight attachment, MCF-7 cells were incubated 
with serum-free media for 24 h. The cells were then treated with the 
antiretroviral drugs (as described in Table 1) in medium supplemented 
with serum for the indicated periods.

This study was approved by the Human Research Ethics Committee of the 
University of the Witwatersrand (Clearance Certificate reference:  M10905).

Table 1: Treatment groups and drug concentrations administered for 
each cell line

GROUP TREATMENT

1 Growth medium 

2 0.01% Methanol

3 9.8 µg/mL LPV

4 0.6 µg/mL RTV

5 LPV/r (Kaletra®)

LPV, lopinavir; RTV, ritonavir 

Drugs and treatment
The drugs were administered at clinically relevant concentrations, which 
reflect their steady-state plasma peak concentration.23,24 Lopinavir (LPV) 
and ritonavir (RTV) were purchased from Toronto Research Chemicals 
(Toronto, Ontario, Canada) and were dissolved in methanol. The cells 
were incubated with the drugs individually and in combination at the 
indicated concentrations (Table 1) for 24 h, 48 h, 72 h and 96 h. Normal 
and vehicle control groups were exposed to growth medium and vehicle, 
respectively (Groups 1 and 2). 

The cells were exposed to 9.8 µg/mL LPV (Group 3) and LPV/r (Kaletra® 

Group 5). Even though the absolute bioavailability of ritonavir had not been 
determined in humans at the time of this study25, across studies, daily 
administration of Kaletra® 400/100 mg yields mean steady-state lopinavir 
plasma concentrations 15–20 times higher than those of ritonavir in 
individuals living with HIV-1.26 Therefore a 9.8 µg/mL LPV:0.6 µg/mL RTV 
ratio was used. In Group 4, cells received 0.6 µg/mL RTV alone.

Kits, antibodies and reagents
The neutral red TOX-4 kit, methanol, acridine orange (AO), ethylenediamine-
tetraacetic acid (EDTA) and camptothecin (CPT) were purchased from 
Sigma Chemical Co. (St. Louis, MO, USA). Rabbit polyclonal anti-BAX 
antibody and mouse monoclonal anti-BCL-2 were purchased from 
DAKO (DK-2600, Glostrup, Denmark). Secondary antibodies, goat anti-
rabbit rhodamine-conjugated and goat anti-mouse FITC-conjugated were 
purchased from Abcam (Cambridge, UK). The GeneJET RNA Purification 
Kit, DNase I, RNase-free kit and O’GeneRuler Low Range DNA Ladder were 
purchased from Thermo Scientific (Pittsburgh, PA, USA). High Capacity 
cDNA Reverse Transcription Kit and Power SYBR® Green PCR Master 
Mix were purchased from Life Technologies (California, CA, USA). Oligos 
for quantitative polymerase chain reaction (qPCR) was purchased from 
Integrated DNA Technologies, Inc. (Coralville, IA, USA). Agarose D-1 Low 
EEO-GQT was purchased from Conda Laboratories (Madrid, Spain).

Neutral red uptake assay
The neutral red uptake cytotoxicity assay is a precise, easy and 
reproducible assay that allows for distinguishing between viable and non-
viable cells.27 Neutral red is a weak cationic supravital dye that is actively 
transported across the undamaged cell membrane of viable cells and 
accumulates in the lysosomes. Alterations to the lysosomal membrane 
integrity arising from the toxicity of substances reduces neutral red uptake 
thereby allowing the distinction between viable and damaged cells.27 
After the viable cells have incorporated the dye, the dye is subsequently 
liberated from the cells and the degree of cytotoxicity, quantified by a 
spectrophotometer, is a measure of how many cells excluded the dye.27 
This assay was used to evaluate the cytotoxic effects of the protease 
inhibitors used in this study. MCF-7 and MCF-10A cells were cultured in 
the presence of the drugs, or diluent at the indicated concentrations for 
periods of time ranging from 24 h to 96 h. For each cell line, a 96-well 
Falcon tissue culture plate was seeded with cells in replicates for each 
group including negative and vehicle controls (Table 1). After 24 h, 48 h, 
72 h and 96 h of treatment with antiretroviral drugs, the medium was 
removed and the manufacturer’s protocol27 was followed for the assay. 
Cells were rinsed in phosphate buffered saline (PBS). Neutral red medium 
was added to each well and plates were incubated for 2 h at 37 °C for the 
neutral red dye to be taken up by viable cells. Thereafter, the neutral red 
solution was removed and cells were rinsed with PBS. The solubilising 
solution (1% acetic acid in 50% ethanol) was added to each well for 
10 min in order to extract the dye. The absorbance of the extracted dye 
was measured in a microplate reader (Anthos 2010 Model 17-550, 
Salzburg, Austria) at a wavelength of 540 nm. Background absorbance 
was read at 690 nm and subtracted from the 540 nm measurement. 
All experiments were repeated three times on three different days.

Total RNA extraction, cDNA synthesis, and real-time 
qPCR analysis 
Cells were exposed to the drugs for up to 96 h and total RNA extraction 
was performed using the GeneJET RNA Purification kit according to 
the manufacturer’s instructions. RNA concentration and purity were 
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determined by using the Nanodrop-1000 spectrophotometer. RNA 
integrity was checked by gel electrophoresis. According to the manu-
facturer’s instructions, genomic DNA was removed from total RNA 
using the DNase I, RNase-free kit. The DNAase I treated RNA was again 
cleaned with the GeneJET RNA Purification kit, re-quantified and stored 
at -80 °C until used. According to the manufacturer’s instructions, cDNA 
was synthesised using the MultiScribe™ Reverse Transcriptase from 
700 ng RNA. The reverse transcriptase reaction was carried out in a 
GeneAmp® PCR System 9600 Thermal Cycler for 10 min at 25 °C, 120 
min at 37 °C and then the enzyme was deactivated for 5  min at 85 °C.

The cDNA aliquots were then utilised in qPCR reactions for BAX and 
BCL-2, with TBP, RPLP0 and TFRC used as the endogenous reference 
genes. PCR reactions were amplified for 40 cycles prior to which the 
AmpliTaq Gold® DNA polymerase was activated for 10 min at 95 °C. 
Each cycle consisted of a denaturing step for 15 s at 95 °C, and 
annealing/extension step for 1 min at 60 °C. PCR amplification was 
performed in a final volume of 20 µL using the Power SYBR® Green 
PCR Master Mix with the ABI 7500 real-time PCR machine. Primer 
sequences and PCR product sizes are indicated in Table 2. To confirm 
the absence of nonspecific amplification, PCR products were separated 
on 3% agarose gels, stained with ethidium bromide and images acquired 
with the BioRad Gel Doc® XR (Model 170-8170 Segrate, Milan, Italy). 
Melt curves were generated for each PCR product using the Applied 
Biosystems ABI 7500 software. The relative mRNA expression levels 
of target genes in each sample were calculated using the qbasePLUS 
software (Biogazelle, Zulte, Belgium). The expression stability of the 
reference genes was evaluated using qbasePLUS version 2.3. This 
software uses a pair-wise comparison model to calculate the stability 
of each reference gene, and selects the two or more most stable 
genes from a panel of reference genes for normalisation.28 Genes are 
ranked based on a gene stability parameter M, where a low M value 
indicates high expression stability. To further indicate how stable a gene 
is expressed, the qbasePLUS software also calculates a coefficient of 
variation. PCR baseline quantification cycle (Cq) values were exported 
from the ABI 7500 software as an Excel file (Microsoft, Redmond, 
WA, USA) and imported into the qbasePLUS software. The data was 
analysed with the default settings and the arithmetic mean of replicates 
was used. Data from standard curve experiments from the ABI 7500 
software, imported into the qbasePLUS software, was used to generate 
amplification efficiencies and standard errors that are used downstream 
by the qbasePLUS software to determine normalised gene expression 
levels. The relative quantity of each target/sample combination was 
scaled to the average Cq of corresponding target (scale set to untreated 
control in the qbasePLUS software). The relative expression of specific 
genes in the experiment were normalised as a ratio to the amount of 
the two most stably expressed reference genes according to the –ΔΔCT 
method of Livak and Schmittgen29.

Table 2: Oligonucleotide sequences used for qPCR

Gene Sequences (5’–3’ direction) Product size (bp)

BAX
F: CCT TTT CTA CTT TGC CAG CAA AC

R: GAG GCC GTC CCA ACC AC
148

BCL-2
F: ATG TGT GTG GAG AGC GTC AAC C

R: GCA TCC CAG CCT CCG TTA TC
122

TBP
F: TGA TGC CTT ATG GCA CTG GAC TGA

R: CTG CTG CCT TTG TTG CTC TTC CAA
86

RPLP0
F: TGC AGC TGA TCA AGA CTG GAG ACA

R: TCC AGG AAG CGA GAA TGC AGA GTT
178

TFRC
F: GGC ACC ATC AAG CTG CTG AAT GAA

R: GTT GAT CAC GCC AGA CTT TGC TGA
133

Immunofluorescence of BAX and BCL-2
The ABCAM® double labelling procedure was followed for immuno-
fluorescence analysis. 1x104 cells were plated on cover slips 1 day 
before the experiment. Cells were treated with the drugs at the indicated 
combinations and concentrations for up to 96 h. Following treatment, 
cells were washed three times with 0.5% BSA in PBS, followed by fixation 
in 10% phosphate buffered formalin for 10 min. The fixed cells were 
rinsed in PBS and permeabilised with 0.05% Triton-X 100, washed and 
blocked with 10% normal goat serum in PBS for 60 min to eliminate non-
specific binding of the secondary antibody. Cells were then incubated with 
polyclonal rabbit anti-human BAX (1:1000 DAKO) and monoclonal mouse 
anti-human BCL2 (1:100 DAKO) overnight at 4 °C in a moist chamber. 
Following overnight incubation, the cells were washed and incubated for 
2 h with a FITC-conjugated goat anti-mouse antibody (1:500 ABCAM) 
and rhodamine-conjugated goat anti-rabbit antibody (1:1000 ABCAM) 
in the dark. Slides were rinsed, nuclei counterstained in 4’,6-diamidino-
2-phenylindole, dihydrochloride (DAPI) 300 nM for 5 min, rinsed and 
mounted with fluoromount (Sigma). Negative control groups were set up 
to ensure that the secondary antibodies were specific for their primary 
antibodies. The primary antibodies were substituted with 0.1% BSA/PBS 
and the normal protocol was carried out. In a second negative control, 
the cells were treated in the same way as the experimental slides, but the 
secondary antibodies were substituted with PBS. The positive controls 
used in this study were HeLa cells, which had been previously shown to 
express BAX and HepG2 cells, shown to express BCL-2.

Cells were visualised using a Zeiss Laser Scanning Confocal Microscope 
780 under a Zeiss 100X oil immersion objective. Slides were kept dark 
once fluorescent antibodies had been added, to prevent bleaching. As 
fading of the fluorochromes will take place, images were analysed within 
the same time period. The image acquisition settings remained constant 
for all exposures. Images were taken and, using the ZEN 2010 (Carl Zeiss, 
Jena, Germany) image analysis software, the intensity of the fluorescence 
of each micrograph was analysed. This analysis was done by using 
the software to initially define the regions of interest – the nucleus and 
cytoplasm. The mean intensity of each region of interest from the treatment 
groups was then analysed with the statistics software JMP® (Version 10.0 
SAS Institute Inc., Cary, NC, USA). Data are reported as mean+SEM. After 
verifying the normal distribution and the homogeneity of the variance using 
an F test (p<0.05), a one-way analysis of variance (where a significance 
level of p<0.05 was set) was used to compare the results.

Acridine orange staining
Fluorescence light microscopy with differential uptake of fluorescent 
DNA binding dyes such as AO provides a simple, rapid, and accurate 
method for measuring apoptosis and cell membrane integrity.30 Acridine 
orange permeates all cells, making the nuclei appear green. Live cells 
therefore have a normal green nucleus; early apoptotic cells have a bright 
green nucleus with condensed or fragmented chromatin; late apoptotic 
cells display condensed and fragmented chromatin and membrane 
blebbing.30,31 This procedure was carried out to determine whether 
the protease inhibitors inhibit drug-induced apoptosis in the breast 
cell lines. MCF-7 and MCF-10A cells were routinely grown on 22-mm 
square coverslips placed into 35-mm culture dishes (Costar, Cambridge 
MA, USA). Cells were treated with methanol and the protease inhibitor 
based combinations, LPV/r, for 96 h before being stimulated32 to undergo 
apoptosis with 1 µM CPT (MCF-7) and 30 µM CPT (MCF-10A) for 6 h. 
After induction of apoptosis, cells were stained with the AO dye mix 
for 5 min. The dye mix was 100 µg/mL AO in PBS.33 After AO staining, 
culture dishes were inverted and fixed with formaldehyde vapour for 
1 min to prevent the photo-damaging effects of continuous excitation on 
living cells because of the photosensitising effects of most fluorescent 
dyes.34 A total of 600 cells per cell line per group was counted from three 
independent experiments to determine the percentage of apoptotic cells.

Cell death detection
The Cell Death Detection ELISAplus kit (Roche Molecular Biochemicals, 
Mannheim, Germany) is used to measure changes in apoptosis.35,36 In 
this procedure, internucleosomal DNA fragmentation is quantitatively 
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assayed by antibody mediated capture and detection of cytoplasmic 
mononucleosome and oligonucleosome associated histone-DNA 
complexes. Cells were cultured (as described) in 96-well plates in 
duplicate. Cells were treated with 0.01% methanol (vehicle) and the 
protease inhibitor based combination LPV/r (in the appropriate medium) 
for 96 h before being stimulated32 to undergo apoptosis with 1 µM CPT 
(MCF-7)37 and 30 µM CPT (MCF-10A)38 for 6 h.

According to the protocol described by Liu et al.35 and Tu et al.36, cells were 
centrifuged (200 g), resuspended in 200 µL of the lysis buffer supplied in 
the kit and incubated for 30 min at room temperature. Nuclei were then 
pelleted at 200 g for 10 min and 20 µL of the supernatant (cytoplasmic 
fraction) from the treated group, untreated group, positive control and 
background control were transferred into the corresponding streptavidin-
coated wells for the enzyme-linked immunosorbent assay (ELISA) 
according to the manufacturer’s standard protocol.36 Then, 80 µL of the 
immunoreagent was added to each well containing the 20 µL supernatant 
or controls. The wells were covered with adhesive foil and incubated 
on a microplate shaker under gentle shaking (300 rpm) for 2 h at room 
temperature. The solution was then removed by gentle pipetting; wells 
were rinsed three times with 250 µL incubation buffer and removed. Next, 
100 µL of the ABTS solution was pipetted into the wells and incubated 
on a plate shaker at 250 rpm until the colour development was sufficient 
for photometric analysis (approximately 10–20 min). Then 100 µL of the 
ABTS stop solution was added to each well. Absorbance was measured 
at 405 nm and 490 nm (reference wavelength) with a microplate reader 
(Anthos 2010 Model 17-550). Signals in wells containing the substrate 
only were subtracted as background. Data were analysed from three 
independent experiments. Data analysis was performed using JMP® 
(Version 10.0). Data are reported as mean+SEM. After verifying the 
normal distribution and the homogeneity of the variance using an F test 
(p<0.05), a one-way analysis of variance (significance level p<0.05) 
was used to compare the results. If there was a significant difference 
between the means (p<0.05), then a Tukey–Kramer post-hoc analysis 
was performed to determine which treatment groups were significantly 
different from each other.

Statistical analysis
Statistical analysis was performed using JMP® (Version 10.0). Data 
are reported as mean+SEM. After verifying the normal distribution and 
the homogeneity of the variance using an F test (p<0.05), a one-way 
analysis of variance (where a significance level of p<0.05 was set) was 
used to compare the results. All means were then compared using the 
Tukey–Kramer honestly significant different test.

Results
Effects of ARV drugs on the viability of MCF-7 and 
MCF 10A cells
The effects of the antiretroviral (ARV) drugs on the viability of MCF-7 and 
MCF-10A breast cells were investigated by the neutral red uptake assay. 
LPV significantly (p<0.05) reduced the viability of the normal breast 
MCF-10A cells at 24 h when compared to the vehicle control (Figure 1a). 
Also at 24 h, LPV significantly (p<0.05) reduced the percentage 
viability of the normal breast cells when compared to the cancer breast 
MCF- 7 cells (Figure 1a). With continuous exposure, the normal breast 
cells recovered from the initial cytotoxic effects of LPV, such that from 
48 h to 96 h, there were no significant differences between the treated 
cells and their vehicle controls (Figure. 1a). LPV did not significantly 
(p<0.05) alter the percentage viability of the breast cancer MCF-7 cells 
from 24 h to 96 h when compared to their vehicle controls (Figure 1a 
The reduction in % viability of MCF-7 cells at 48 h was not statistically 
significant. RTV significantly (p<0.05) reduced the viability of the 
normal breast MCF-10A cells when compared to the vehicle control and 
the breast cancer MCF-7 cells at 24 h (Figure 1b). At 48 h, there was 
no significant (p<0.05) alteration in percentage viability between RTV 
treated and untreated in either cell line. At 72 h, RTV treated MCF-10A 
cells demonstrated significantly (p<0.05) increased viability, while at 
96 h, there was no statistical significance in the difference between RTV 
treated and untreated MCF-10A cells (Figure 1b). RTV did not alter the 

percentage viability of the breast cancer MCF-7 cells from 24 h to 96 h 
(Figure 1b). The apparent increase in % viability of RTV treated MCF-7 
cells at 24 h did not achieve statistical significance. The combination 
LPV/r interestingly did not significantly (p<0.05) alter the percentage 
viability of the normal (MCF-10A) and cancer (MCF-7) breast cells from 
24 h to 96 h when compared to their respective vehicle controls and to 
each other at the respective time points (Figure 1c).

Effects of ARV drugs on BAX/BCL2 gene expression in 
MCF-7/MCF10A cells
The effects of the protease inhibitors on BAX and BCL-2 mRNA expression 
in both cell lines were investigated after exposure for 24 h to 96 h (data 
shown for 96 h). In both cell lines treated with LPV, the differences in fold 
changes were not significantly (p<0.05) different from the untreated 
controls for BAX and BCL-2 (Figure 2a). In both cell lines treated with 
RTV and LPV/r, the differences in fold changes were not significantly 
(p<0.05) different from the untreated controls for BAX and BCL-2 
(Figures 2b and 2c). Results were analysed with the qBASEPLUS software 
and normalised to the expression levels of TBP, TFRC and RPLP0.

Effects of ARVs on BAX/BCL2 immunofluorescence in 
MCF-7/10A cells
Figure 3a–c is a graphical representation of immunofluorescence 
intensities illustrating the effects of LPV, RTV and LPV/r on expression 
of BAX and BCL-2 in MCF-7 and MCF-10A cell cultures after 96 h of 
exposure. In the untreated group of MCF-7 cells (micrographs not 
shown), BAX and BCL-2 proteins were expressed and co-localised in 
the nuclei and cytoplasm. Mean fluorescence intensities of BAX and 
BCL-2 in the nuclei and cytoplasm were statistically analysed (ANOVA) 
between the untreated/vehicle control and the treated groups (graphical 
representation in Figure 3a–c).There are no differences in protein 
staining, localisation and intensity of vehicle (0.01% methanol) treated 
group when compared to growth medium alone. BAX and BCL-2, 
localisations remain unaltered across treatment groups. The untreated 
group of MCF-10A cells showed the expression and localisation of BAX 
and BCL-2 (micrographs not shown). Mean fluorescence intensities of 
BAX and BCL-2 in the nuclei and cytoplasm were statistically analysed 
(ANOVA) between the untreated (vehicle) control and the treated groups. 
(graphical representation in Figure 3a–c). There were no differences in 
protein staining, localisation and intensity of vehicle (0.01% methanol) 
treated group as compared to growth medium alone. BAX and BCL-2 
localisations remain unchanged across treatment groups.

Protease inhibitors and apoptosis inhibition
Numerous studies19,20,32,39 have shown that protease inhibitors have 
potent anti-apoptotic effects in a variety of cell systems, the majority 
of which are immune cells. We assessed the anti-apoptotic effects of 
LPV/r to test whether these generalised effects are seen in the currently 
investigated human breast cell lines and to test whether they alter 
apoptosis via a pathway other than the BAX/BCL-2 pathway, since 
they had no significant effects on BAX and BCL-2 mRNA expression 
(Figure 2). From an evaluation of the many methods currently used to 
analyse apoptosis, chromatin condensation and nuclear fragmentation 
remain the hallmarks of apoptotic cells.30 Because it had been suggested 
that as a rule, classification of cell death in a given model should 
always include morphological examination coupled with at least one 
other assay,40 we chose the acridine orange staining for morphological 
evaluation and an ELISA based method for the quantitative analysis of 
DNA fragmentation. From previous optimisation experiments, it was 
determined that 1 µM and 30 µM CPT significantly induced apoptosis 
in the MCF-7 and MCF10-A cells respectively for 6 h. Figures 4 and 5 
represent data from AO staining showing that a 96 h exposure to LPV/r 
did not significantly (p<0.05) inhibit apoptosis in both breast cell lines. 
Figure 6 represents data quantifying DNA fragmentation between groups. 
These ELISA results also confirm that LPV/r did not significantly inhibit 
drug-induced apoptosis in the breast MCF-7 and MCF-10A cells.
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Figure 1: Effects of (a) LPV, (b) RTV and (c) LPV/r on the percentage 
viability of normal breast (MCF-10A) and breast cancer (MCF- 7) 
cells. Cells were incubated with 9.8 µg/mL LPV, 0.6 µg/mL RTV 
and 9.8 µg/mL LPV/0.6 µg/mL for 24–96 h. Graphs were plotted 
with mean+SEM percentage viability from a mean of three.

Discussion and conclusion
This study investigated the possibility that the use of protease inhibitors 
could be a risk factor for the initiation or development of breast cancer 
in patients receiving HAART. An analysis of the incidence of non-AIDS 
defining cancers in HIV-infected patients suggests that the incidence of 
NADM in these patients has significantly increased since the introduction 
and implementation of the combined antiretroviral therapy,12 creating the 
need to effectively establish or rule out the possibility that candidate 
antiretroviral drugs may promote breast cancer. The breast was chosen 
as a model of non-AIDS-defining malignancies. 

The findings reported here show that the antiretroviral drugs: lopinavir, 
ritonavir and their combination (all at clinically relevant concentrations, 

which reflect their steady-state peak plasma concentrations in patients 
receiving these drugs)41,42 demonstrated some form of cytotoxicity in the 
breast cells, which may alter the activity of the nuclear and mitochondrial 
genome of cells and may cause genotoxic effects largely related to the 
tumour initiation processes.43-45 LPV showed an initial cytotoxic effect on 
the MCF-10A cells after 24 h of exposure. Even though this cytotoxic effect 
disappeared after 48 h, 72 h and 96 h of exposure, this initial cytotoxicity 
can produce genomic rearrangements that may act as the primary step 
toward carcinogenesis. RTV was significantly cytotoxic to the normal 
breast MCF-10A cells at 24 h, when compared with the control group and 
the breast cancer MCF-7 cells. The cytotoxic effects of RTV on the normal 
breast disappeared with continuous administration but could lead to DNA 
damage and may trigger the processes of cancer initiation in normal breast 
cells. RTV demonstrated opposing effects on normal breast and breast 
cancer cells at 24 h. It generally appeared to promote survival in normal 
breast after an initial toxic effect. Interestingly, the combination of the two 
protease inhibitors (lopinavir and ritonavir), as combined in Kaletra®, did 
not significantly alter the percentage viability of both breast cell lines.
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Figure 2: Effects of (a) LPV, (b) RTV and (c) LPV/r on BAX and BCL-2 
mRNA expression in normal breast (MCF-10A) and breast 
cancer (MCF-7) cells. Cells were incubated with 9.8 µg/
mL LPV, 0.6 µg/mL RTV and 9.8 µg/mL LPV/0.6 µg/mL for 
96 h. Data (mean±SEM) are represented as fold changes of 
gene expression relative to values from the vehicle-treated 
cells (defined as 1) and representative of three independent 
experiments for RNA extraction. Groups not connected by the 
same letter are significantly (p<0.05) different from each other.
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Figure 3: Effects of (a) LPV, (b) RTV and (c) LPV/r on BAX and BCL- 2 
protein expression in normal breast (MCF-10A) and breast 
cancer (MCF-7) cells. Cells were incubated with 9.8 µg/mL 
LPV, 0.6 g/mL RTV and 9.8 µg/mL LPV/0.6 µg/mL for 96 h. 
Data (mean±SEM), are represented as fluorescence intensities 
of protein expression relative to values from the vehicle-treated 
cells and representative of 3 independent experiments for 
immunofluorescence staining. Groups not connected by the 
same letter are significantly (p<0.05) different from each other.

To promote cancer, the antiretroviral drugs, either individually or in 
combination at the clinically relevant concentrations tested were 
expected to up-regulate the anti-apoptotic BCL-2 mRNA and or protein 
and down- regulate the pro-apoptotic BAX mRNA and or protein. Testing 
the effects of protease inhibitors (individually and in combination), 
our findings show that the antiretroviral drugs; lopinavir, ritonavir and 
Kaletra®, all at clinically relevant concentrations (which reflect their 
steady-state peak plasma concentrations), do not alter the mRNA 
expression of apoptosis related BAX and BCL-2. Neither do they alter 
the localisation of their proteins in the human breast cancer cell line 
MCF-7 and non-tumorigenic immortalised breast cell line MCF-10A. 
These results are consistent with the findings of other researchers. 
Reports by Gomez-Sucerquia et al.46 showed that efavirenz at similar 
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concentrations did not alter the mRNA expression of BAX and BCL-2 
like 1 genes following a 24 h treatment period in human Hep3B cells. 
Phenix et al.32, Badley19 and Rizza and Badley20 reported that protease 
inhibitors, including lopinavir, did not alter the mRNA expression and 
protein synthesis of BAX, BCL-2 and some other key apoptotic genes 
following a 3-day exposure in immune cells. Some other proteins and/or 
genes of this or another pathway, however, might be involved.

a a1

b1

c1c

b

d

Figure 4: Effects of LPV/r on CPT mediated apoptosis in MCF-7 cells. (a) 
Untreated control MCF-7 cells. (b) CPT treated MCF-7 cells. 
MCF-7 cells were stimulated with 1 µM CPT for 6 h without 
prior exposure to LPV/r. (c) MCF-7 cells incubated with LPV/r 
prior to apoptosis induction. Apoptosis was assessed using 
acridine orange staining. Arrows point to apoptotic bodies 
and cells undergoing apoptosis with the characteristic feature 
of membrane blebbing. Areas within the box are magnified to 
the right (a1, b1, c1). (d) A total of 600 cells per group was 
counted from three independent experiments to determine 
the percentage of apoptotic cells. LPV/r had no significant 
inhibitory effects on CPT induced apoptosis in MCF-7 cells.
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phase in cancer development. The anti-apoptotic effect of LPV/r was 
therefore assessed to test whether these generalised effects are seen 
in the currently investigated cell lines and to test whether they alter 
apoptosis via a pathway other than the BAX/BCL-2 pathway, because 
they had no significant effects on BAX and BCL-2 mRNA expression. 
At a dose of 1 µM CPT significantly increased the percentage of 
apoptotic MCF-7 cells from 3-4% (spontaneous apoptosis) to 15–18% 
following a 6-h exposure, while the percentage of apoptotic MCF-10A 
cells increased from 1–2% to 8–9% following a 6 h exposure to 30 µM 
CPT. Pre-incubation with LPV/r did not significantly (p>0.05) inhibit 
CPT-induced apoptosis in both breast cell lines. The cell death ELISA 
assessment of DNA fragmentation showed similar results. These findings 
conflict with the reports of Phenix et al.32 which demonstrated that the 
HIV protease inhibitor nelfinavir inhibited Jurkat T-cell apoptosis induced 
by a variety of different stimuli, including CPT and with our previous 
report that pre-incubation with LPV/r for 96 h significantly inhibited the 
development of apoptosis in the cervical cancer HCS-2 cell line.47 These 
disparities might be because different cell lines react differently to the 
same target molecules. The variety of responses depends on the set 
of receptor proteins the cell possesses, which determines the specific 
subset of signals it can respond to, and also depends on the intracellular 
machinery by which the cell integrates and interprets the signals it 
receives.48 However, Phenix et al.32 and Adefolaju et al.47 also reported 
that inhibition of apoptotic death was not associated with alterations in 
mRNA expression of a variety of pro- and anti-apoptotic factors, and was 
not dependent on protein synthesis.
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Figure 6: Effects of LPV/r on CPT mediated apoptosis in MCF-7 and 
MCF-10A cells evaluated by the Cell Death Detection ELISA. 
(a) MCF-7 and (b) MCF-10A cells were treated with methanol 
or LPV/r for 96 h and stimulated with CPT (1 µM and 30 µM, 
respectively) and apoptosis was assessed by quantifying 
internucleosomal DNA fragmentation. LPV/r treatment did 
not significantly (p<0.05) inhibit CPT induced apoptosis in 
both cell lines. Levels not connected by the same letter are 
significantly different from each other.
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Figure 5: Effects of LPV/r on CPT mediated apoptosis in MCF-10A cells. 
(a) Untreated control MCF-10A cells. (b) CPT treated MCF-10A 
cells. MCF-10A cells were stimulated with 30 µM CPT for 6 h 
without prior exposure to LPV/r. (c) MCF-10A cells incubated 
with LPV/r prior to apoptosis induction. Apoptosis was assessed 
using acridine orange staining. Arrows point to apoptotic bodies 
and cells undergoing apoptosis with the characteristic feature of 
membrane blebbing. Areas within the box are magnified to the 
right (a1, b1, c1). (d) A total of 600 cells per group was counted 
from three independent experiments to determine the percentage 
of apoptotic cells. LPV/r had no significant inhibitory effects on 
CPT induced apoptosis in MCF-10A cells.

It has been shown previously that protease inhibitors have potent anti-
apoptotic effects in different cellular systems, the majority of which are 
immune cells.19,20,32,39 These studies reported that the protease inhibitors 
investigated inhibited drug induced apoptosis. This anti-apoptotic 
property, (exhibited by protease inhibitors at concentrations similar to 
those levels achieved in people receiving the drugs) is an important 
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In the HAART era, it is a paradox that people living with HIV and AIDS 
are now at an increased risk for developing several specific non-AIDS-
defining malignancies4,49-53 including breast cancer.12,52 Such that, despite 
the immune reconstitution induced by HAART, increased NADMs deaths 
have been reported amongst HIV patients.54 It has also been reported that 
patients with NADMs often have more aggressive cancers and display 
more advanced stages of the disease55,56, with breast cancer metastasising 
early and usually more poorly differentiated.57 The effects of HAART on 
the risk for NADM have not been clearly established. Research evidence 
has been conflicting as to whether or which antiretroviral drugs or classes 
decrease, increase, or have no effect on the risk of developing NADM,56,58 
with no definite pattern emerging from such studies.

The speculation that some antiretroviral drugs or combinations may have 
an adverse effect on the risk of carcinogenesis among HIV patients under 
HAART led to this study. Our results show that these protease inhibitors 
do not alter the mRNA expression of apoptosis related BAX and BCL-2, 
neither do they alter the localisation of their proteins in the human breast 
cancer cell line MCF-7 and non-tumorigenic immortalised breast cell 
line MCF- 10A. The findings reported here also show that HIV protease 
inhibitors – LPV/r did not exhibit anti-apoptotic properties in MCF-7 and 
MCF-10A cells. If the ARVs initiate or promote cancer, these pathways 
are not likely to be involved, so the effects of these agents need to be 
investigated on other oncogenic pathways. Also, considering that this is 
an in-vitro study, it should be noted that the possibility of obtaining different 
results cannot be excluded when studied in an in vivo model, in which 
responses to pharmacological agents are much more complicated.
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This paper describes the methodology used to spatially and temporally disaggregate carbon dioxide 
emission estimates for the City of Cape Town, to be used for a city-scale atmospheric inversion estimating 
carbon dioxide fluxes. Fossil fuel emissions were broken down into emissions from road transport, domestic 
emissions, industrial emissions, and airport and harbour emissions. Using spatially explicit information 
on vehicle counts, and an hourly scaling factor, vehicle emissions estimates were obtained for the city. 
Domestic emissions from fossil fuel burning were estimated from household fuel usage information and 
spatially disaggregated population data from the 2011 national census. Fuel usage data were used to derive 
industrial emissions from listed activities, which included emissions from power generation, and these were 
distributed spatially according to the source point locations. The emissions from the Cape Town harbour and 
the international airport were determined from vessel and aircraft count data, respectively. For each emission 
type, error estimates were determined through error propagation techniques. The total fossil fuel emission 
field for the city was obtained by summing the spatial layers for each emission type, accumulated for the 
period of interest. These results will be used in a city-scale inversion study, and this method implemented in 
the future for a national atmospheric inversion study.

Introduction
Anthropogenic emissions are those emissions which are the result of human activities. Performing an inventory 
analysis is a method of quantifying these emissions based on human activity data. The basic equation is:

Emissions = AD x EF Equation 1

where AD is the activity data and EF is the emissions factor, which converts the activity data into an emission.1 
For example, in the energy sector, in the case of carbon dioxide (CO2) emissions, the amount of fuel consumed 
constitutes the activity data and the emission factor would then convert the activity data into the amount of CO2 
emitted per unit of fuel.

The Intergovernmental Panel on Climate Change (IPCC), at the invitation of the United Nations Framework Convention 
on Climate Change (UNFCCC) has produced a set of guidelines on how to conduct an inventory analysis for greenhouse 
gases, with the purpose of ensuring consistency and comparability between the greenhouse gas emissions reports 
of different countries. Under these guidelines, a national inventory consists of all the greenhouse gas emissions and 
removals which have taken place within the country’s national jurisdiction. Inventory analyses are usually conducted 
at a national level because the activity data can easily be extracted from available national statistics.

In order to assess the magnitude of sources and sinks in a particular region within a country, a national inventory 
is not sufficient. The activity data need to be disaggregated between the regions which make up the country. For 
example, in the case of a mesoscale atmospheric inversion for CO2, which aims to estimate fluxes based on high 
precision measurements of CO2 concentrations and an atmospheric transport model, prior estimates are required 
for anthropogenic emissions. These estimates are required at the resolution of the source and sink regions which 
are used in the inversion exercise. An example of such a study is the fossil fuel emissions for the USA provided by 
the Vulcan project used by the Carbon Tracker inversion exercise.2 This study was able to disaggregate the 2002 
fossil fuel emissions for contiguous USA, based mainly on fuel usage data, at a 10 km × 10 km spatial resolution 
and a temporal resolution as high as a few hours. This project aimed to improve on its predecessor inventory which 
provided global spatial and temporal patterns of fossil fuel emissions, which used temporal resolutions of up to a 
month and spatial resolutions of one degree. The EDGAR (Emission Database for Global Atmospheric Research) 
is a global product on a 0.1°×0.1° grid, which calculates the total emissions of CO2 and other species for each 
country, and distributes these total emissions spatially and temporally according to proxy data, such as population 
data or road transport network data.3 A remote sensing based product also exists at the same spatial resolution, 
which calculates emissions based on night-time lights, population data, national fossil fuel data, and power plant 
location and statistics.4,5 At a much more detailed level, taking into account information such as building locations 
and their dimensions, the Hestia project provides a bottom-up approach for quantifying fossil fuel emissions for a 
large city.6 Our paper describes a bottom-up methodology approach which aims to make use of the available data 
for the City of Cape Town, but does so in the absence of the detailed building, road and population data which were 
available for Indianapolis during the Hestia project.

To determine the emissions from different source regions for a small mesoscale sub-national study, and to 
take advantage of hourly measurements of CO2, it is necessary to use a method in which the data can be 
disaggregated into the different spatial subregions and at a time step which is congruent with the scope of the 
project. For a high spatial resolution study, this requires emissions inferred at high temporal scale as well, and so 
diurnal information on emissions from different sources is required. As explained by earlier studies,2 data related 
to the consumption of fuel are lacking at these high-resolution spatiotemporal scales. In South Africa, data 
related to fuel consumption at individual institutions or sales at individual stations are not publically available, and 
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therefore special arrangements need to be made, either with individual 
institutions or with the reporting agency, in order to access the data. 

This paper describes the methodology implemented to disaggregate 
anthropogenic emissions of CO2 for a small domain, but high spatial 
resolution, atmospheric inversion study conducted for the City of Cape 
Town. At the time of the 2011 Census, the population of Cape Town was 
3 740 025.7 A report of the energy usage of the city was compiled in 
2011, which calculated the energy usage per sector of Cape Town, and 
calculated it to be 50% from transport, 18% from residential, 16% from 
commercial, 14% from industrial and 1% from government.8 But of the 
carbon emissions, only 27% were attributed to the transport sector as 
a result of the carbon intensive usage of coal for electricity generation 
to provide almost all of the energy to the residential and commercial 
sectors in South Africa. The residential and commercial sectors emit 
approximately 29% and 28%, respectively, of the total carbon emissions 
of Cape Town. 

Koeberg, a nuclear power station near Cape Town and the only one 
in South Africa, provides 4.4% of the electricity requirements of the 
country.9 It feeds electricity directly into the grid, and therefore the 
reduction in carbon emissions resulting from nuclear power production 
benefits the whole country, not just to the City of Cape Town. Carbon 
emitted as a result of electricity generation for the city physically, occurs 
where the coal-fired power stations are located, which is mainly in the 
northeastern parts of South Africa. In this study, we are concerned with 
the location of the emission sources, rather than the location of the 
owner of the emissions. Therefore, emissions resulting from electricity 
generation are all attributed to power stations where these emissions 
are occurring in space. We assume all emissions from the commercial 
sector are the result of electricity generation and so are accounted for in 
the power station fuel usage information and thus we do not consider the 
commercial sector separately.

Methodology
Road transport vehicle emissions
A model describing the number of vehicles and vehicle kilometres 
travelled in an hour during peak hours on each section of road was 
obtained from an emissions report for the City of Cape Town,10 and 
is based on vehicle count data. No public information is available 
on vehicle composition for the city, so an average emission factor 
was used, calculated from available vehicle types supplied by the 
Greenhouse Gas Protocol guidelines for emissions calculations,11 based 
on the US Environmental Protection Agency’s (EPA) published values, 
and the Department for Environment, Food and Rural Affairs’ (Defra) 
guidelines,12 which therefore assume an equal distribution of vehicles 
in each vehicle category. The average emission factor calculated was 
347.01 g of CO2 per vehicle kilometre, with a standard deviation of 
239.64 g of CO2 per km.

This emission factor converts vehicle kilometres into CO2 emissions. 
The total number of vehicle kilometres travelled in a particular pixel was 
calculated by rasterising the line object data from the supplied shape 
file on vehicle kilometres provided by the City of Cape Town, so that the 
sum of vehicle kilometres over all lines were equal to the sum of vehicle 
kilometres over all pixels. The proportion of vehicle kilometres allocated 
to a pixel was the same as the proportion of the length of the line which 
occurred inside the pixel. This was performed using the rgeos13 and 
raster14 packages in R (a statistical software package). 

In addition to the model describing the distribution of vehicle kilometres 
on Cape Town roads during peak hours, scaling factors were also 
provided to describe the traffic intensity at different times of the day, 
both over weekdays and weekends. These hourly scaling factors were 
used to transform the peak time weekday vehicle kilometres to match 
with a particular day of the week and time, so that a spatially explicit time 
series could be created with an hourly time step from Monday through 
to Sunday (Figure1). 
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Figure 1: Plot of the scaling factors used to convert peak hour traffic 
hours on a weekday into traffic hours at different times of the 
day during the week, on Saturdays and on Sundays. 

Domestic emissions
To obtain the emissions from domestic fossil fuel burning for lighting, 
cooking and heating, data on the number of households from the 2011 
census and data on the amount of residential fuel usage from the 2006 
and 2009 Energy Digests15,16 were used. The average amount of fuel 
usage per household was obtained by dividing the total fuel usage 
across the whole country by the number of households reported in 
the 2011 South African census (14 450 161). The average amount of 
fuel used per household was multiplied by the number of households 
in each pixel, and this value was scaled according to the proportion of 
fuel used for cooking, lighting and heating, where 75% of the annual 
heating fuel usage was assumed to take place during the winter months 
(March to August). It was assumed that 75% of the annual energy 
consumed was used for heating, 20% for cooking and 5% for lighting. 

The population of Cape Town was subdivided into the different wards 
of the city, and these data were recorded as a shape file containing 
polygons of the wards and the associated population and household 
count. Using a similar method as for the vehicle line data, the polygon 
information was rasterised into pixel data so that the sum of the 
household counts over all the wards equalled the sum over all the pixels. 
The proportion of the household count that was assigned to each pixel 
was determined by the proportion of the polygon area located inside the 
pixel. This method can be extended to accommodate socio-economic 
data about the different wards used in our study, where the emissions 
from residential fossil fuel burning can be allocated based on income 
levels or electricity consumption because more affluent households will 
largely depend on electricity for heating, lighting and cooking. In order 
to better understand the discrepancies in household fuel usage, we have 
left this aspect for a future study.

Industrial emissions from listed activities
Under South Africa’s Air Quality Act, industry must obtain an emissions 
licence to perform certain listed activities, and reporting of activity data 
for the purpose of emissions calculations is mandatory.17 The dominant 
industrial activities listed include ceramic processes, hydrocarbon refining 
processes, iron and steel processes, Macadam processes for asphalt 
production, and waste incineration processes, as well as electricity gene-
ration at gas turbine power plants.18 The initial approach was based on the 
methodology from Gurney2 for point source industrial emissions in the USA, 
where CO emissions were converted into CO2 emissions based on the ratio 
between CO and CO2 emissions factors for that industry. Because of the 
coarseness of the reported CO emissions, we were unable to break the 
emissions down into different processes for which CO could be converted 
into CO2 emission using the industry and process specific emission factors.
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As an alternative, the reported fuel usage data for the top fuel users 
were converted directly into CO2 emissions by multiplying this fuel usage 
date with the Defra greenhouse gas emission factors.12 The fuel types 
that were considered included heavy fuel oil, coal, diesel, paraffin and 
fuel gas which were divided into liquid petroleum gas and refinery fuel 
gas. In the case of gas fuels, which were recorded in units of Nm3, the 
fuel usage was first converted into kWh, and then into CO2 emissions, 
where the calorific values were obtained from Rayaprolu19 so that Defra 
emission factors could be used. The point data were then aggregated 
into the required raster format through summing the emissions from 
each source in a pixel. This analysis only took into account emissions 
from fuel combustion, not process related emissions. 

Airport and harbour emissions
Emissions from aircraft are normally separated into the landing/takeoff 
cycle (LTO) and the cruise phase of the flight. The LTO part of flights at 
the Cape Town International Airport is allocated to the city’s emissions, 
and divided evenly over the area which covers the airport. The Airports 
Company South Africa provides data on the number of aircraft movements, 
separated into domestic and international flights, for each month.20 
The IPCC guidelines provide emission factors per LTO,21 separated into 
domestic and international flights. These emission factors were used to 
convert the monthly count of aircraft movements into CO2 emissions. 

The monthly emission was then divided equally between days, but 
emissions were only allocated to the hours between 06:00 and 22:00, 
when most of the aircraft activity takes place at the airport. The average 
emission factor for the domestic fleet was reported to be 2680 kg of CO2 
per LTO, and the average emission factor for the international fleet was 
7900 kg of CO2 per LTO.

The National Ports Authority of South Africa22 publishes statistics on the 
harbour activity at the Cape Town Port on a monthly basis. The UK’s 
Defra published a report on 2010 shipping emissions in the UK23 and 
this report was used as a guideline to obtain estimates of the average 
amount of time spent by a particular vessel type in port, the average 
power of the main engine (ME) and auxiliary engine (AE) of each vessel 
type, and the emission factors for each vessel type while at berth and 
performing manoeuvring activities in port. The guidelines provided the 
equation to convert the gross tonnage of a vessel into total ME power:

ME power = 6.608 x gross tonnage 0.7033 Equation 2

as well as the estimated proportion of power of the AE relative to the ME 
for a particular vessel type. The emission formula used is:

Ein port = T[(ME x LFME) x EFME + (AE x LFAE) x EFAE Equation 3

where E is the emission, T is the time in hours spent in port, ME is the 
power of the main engine, AE the power of the auxiliary engine, LF is the 
loading factor for a particular engine and EF is the emissions factor for a 
particular engine. At berth and while manoeuvring, vessels are expected 
to operate at 20% of the maximum continuous rating for main engine 
operation and at 45% of the maximum continuous rating of the auxiliary 
engine (Table 1).

As for airport emissions, the monthly estimates were divided between 
each day and each hour of the month, but no assumption was made 
regarding when the activity took place, so emissions were allocated to 
all hours of the day.

The monthly emission values from the airport or harbour were allocated 
to a polygon describing the shape of the airport or harbour respectively. 
The polygons were then rasterised using the same grid as for the previous 
emission fields. To obtain hourly emission estimates, the total emissions 
for the month were divided by the number of days in the month, and then 
divided by 24 to get the hourly emission value. In the case of airport 
emissions, the daily emissions were divided by 16 instead, because it 
was assumed that the bulk of aircraft activity took place from 06:00 
until 22:00.

Uncertainty analysis
Uncertainty estimates are required, not only to show the reliability of the 
estimates, but the inverse modelling approach requires prior flux esti-
mates as well as prior error estimates for the covariance matrix of the 
estimated fluxes.

As no information was available on the error of the vehicle counts model, 
the nature of the data was used to obtain the estimate of uncertainty. 
The model provides the mean number of vehicle kilometres over a unit 
distance, and therefore it is likely that the data will follow a Poisson 
process, which implies that the variance of the estimate should be equal 
to the mean, and therefore the standard deviation equal to the square 
root of the mean. The CO2 emission is the product of this count in vehicle 
kilometres and the average CO2 emission factor, which has a standard 
deviation of 239.64 g of CO2 per kilometre. From error propagation laws, 
the error in the CO2 emission estimate will then be:

δCO2 emission factor δ vehicle km count

CO2 emission factor vehicle km count

2

+

2

δCO2vehicle=|CO2|x  

Equation 4

Table 1: Estimates, per vessel type, of fuel types, the average ratio of the power output of the auxillary engine (AE) to the main engine (ME), the average 
number of hours spent in port, and the CO2 emission factors for the ME and AE

Engine type ME fuel type AE fuel type
Average ratio of AE/ME 

power per vessel
Average number of 

hours in port

ME CO2 
emission factor  

(kg CO2 per kWh)

AE CO2 

emission factor  
(kg CO2 per kWh)

Bulk carrier RO MGO 0.21 71.77 0.822 0.710

Container ship RO RO 0.22 26.50 0.822 0.745

General cargo RO MGO 0.33 40.01 0.822 0.710

Passenger MDO MDO 0.35 3.87 0.782 0.710

Ro-Ro cargo RO RO 0.30 14.60 0.822 0.745

Tanker RO MGO 0.27 35.86 0.822 0.710

Fishing MGO MGO 0.64 65.31 0.782 0.710

Others MGO MGO 0.29 53.53 0.782 0.710

RO, residual oil; MGO, marine gas oil; MDO, marine diesel oil
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According to the Statistical Release of the 2011 South African census, 
the omission rate for the census questionnaire was approximately 15%.7 
The average fuel usage data per household was calculated by dividing 
the total annual amount of fuel sold by the number of households. No 
data were available for the difference in fuel usage between households. 
Therefore, to account for the missing source of uncertainty, the omission 
rate was elevated to 30%, double that of the omission rate, and this used 
as the estimate of the uncertainty in domestic emissions.

A report was published for the UK on the treatment of uncertainties of 
greenhouse gas emissions,24 which provided estimates of activity data 
error and emission factor error under each fuel type for industrial sources. 
As the CO2 emission at a particular point source is calculated as:

CO2 emission = fuel usage x CO2 emission factor Equation 5

Error propagation techniques can be used to determine the uncertainty 
of the final estimate as:

δCO2 industry=|CO2|x
δ activity data δCO2 emission factor

CO2 emission factorfuel usage
+

2 2

 

Equation 6

where δ is the uncertainty value. The uncertainties provided are 
expressed as proportions of the amount of fuel use and of the size of 
the emission factor, therefore the uncertainty for the final CO2 emission 
can be simplified to:

δ CO2 industry =|CO2|x (p activity data )
2 + (pCO2 emission factor )

2

 
Equation 7

where pactivity data and pCO2 emission factor are the proportions of error assumed 
for the reported fuel usage data and for the emission factor respectively 
for a given fuel type.

The aircraft count data are assumed to be without error, and therefore the 
error will be contained in the emission factors. The standard deviations 
of the emission factors of individual aircraft used to calculate the average 
emission factor for the domestic and international fleet were used to 
determine the uncertainty of the aircraft emissions. This was found to 
be 34% of the mean emission factor for the domestic fleet and 28% for 
the international fleet.21

As for the aircraft data, the counts of different ships in the harbour 
are assumed to be correct. Therefore, the error is assumed to lie in 
the emission factors for the different vessel types. From the Defra UK 
shipping inventory guide,23 the assumed errors for berth and manoeuvring 
activities in the port are 20% and 30%, respectively. Therefore, to ensure 
a conservative estimate, the error is assumed to be 30% of the estimate.

Total emissions
Once the layers for each emission source type are obtained, the 
total emissions for a particular hour or any particular period can be 
obtained by summing the raster layers, where the appropriate scalar 
manipulations have been performed, such as multiplying the vehicle 
emission layer by the appropriate scaling factor for the day of the week 
and time of day. In order to be able to obtain the error estimates for each 
pixel, the uncertainties need to be expressed as variances instead of 
standard deviations, and then the variances for each of the source emis-
sion estimates in a pixel can be summed to obtain the total variance, 
which can then be converted back into a standard deviation by taking 
the square root of the variance.

Fossil fuel product comparison
To determine if the emissions estimated in this study are reasonable, the 
emissions for a weekday in March 2012 were compared with the EDGAR 

product. The spatial distributions of the emissions were mapped for each 
of the products, and the total emissions for the domain of Cape Town 
were calculated and compared between the two products. 

Results and discussion
Road transport vehicle emissions
The rasterised vehicle emissions during peak hour traffic showed the 
concentration of emissions around the city centre of Cape Town and 
over the highway routes leading into the city from the suburban areas. 
Using the equation for uncertainty in the emission estimates, the pixel 
with the largest emission estimate of 19.74 Mg CO2 per hour had an 
error estimate of 16.45 Mg CO2 per hour. The error estimate was 83% of 
the emission estimate. The error in the vehicle emissions was expected 
to be large as there was a great deal of uncertainty in the average 
emission factors, with factors ranging from 100.1 g to 1034.6 g of CO2 
per kilometre.

Domestic emissions
Residential emissions from domestic fuel use were distributed over 
the suburban areas around Cape Town, as expected (Figures 3 and 4). 
Owing to the assumption that more fuel was used for heating purposes 
in the winter months, the maximum levels of emissions during summer 
were approximately half of what was consumed during the winter 
months (Table 2). The largest emission estimate for a pixel was 27.7 Mg 
CO2 per hour during the winter months. The error of the estimate, using 
the assumed 30% error rate, was 8.3 Mg CO2 per hour.
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Figure 2: Map of rasterised CO2 vehicle emissions during peak hour 
traffic, produced from vehicle kilometre hours and an average 
emission factor.
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Figure 3: Map of rasterised CO2 emissions from domestic fuel use du-
ring summer. 
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Figure 4: Map of rasterised CO2 emissions from domestic fuel use du-
ring winter.

Industrial emissions from scheduled activities
The emissions resulting from industrial processes are distributed slightly 
away from the CBD towards the outskirts of the city centre, spreading 
outwards towards the city boundaries (Figure 5). The largest per pixel 
emission was 57 Mg CO2 per hour, with an error value of 9 Mg CO2 per 
hour, which is 16% of the mean value (Figure 6). 

The advantage of obtaining the CO2 emissions by using the fuel data 
compared to converting the CO emissions for different industries is 
that the error estimates are much smaller, as the fuel data have a much 
smaller associated error than estimated CO emissions for a particular 
industry. The disadvantage of the fuel data approach is that emissions 
from process-related activities are ignored, but would be included if 
the total CO emissions were converted into CO2 emissions. Both the 
fuel data and the CO emission data are difficult to access and rely on 
accurate reporting from the industrial firms.
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Figure 5: Map of rasterised CO2 emissions from industrial point sources.
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Figure 6: Uncertainties in the CO2 emissions from industrial point sources. 

Airport and harbour emissions
The emissions from aircraft at the airport are on average 10 890 Mg 
of CO2 a month, with higher emissions during November to January 
when air traffic increases into the city (Figure 7). The average hourly 
emission from aircraft at the airport is 15.1 Mg of CO2. This analysis 
does not include the emissions from point sources or ground vehicles 
at the airport and will require a count of each aircraft type arriving at the 
airport. The Defra guidelines for aircraft emissions supply the average 
amount of time each ground unit spends in operation per LTO cycle for a 
particular aircraft type, and these estimates could be used to determine 
emissions from ground vehicles at the airport.

The total emissions from shipping vessels in the Cape Town harbour, at 
berth and during manoeuvring procedures, are on average 4171.6 Mg 
of CO2 per month (Figure 8), which is approximately 5.8 Mg of CO2 per 
hour. Emissions take a dip during the mid-winter months, when the seas 
around Cape Town are particularly rough and storms are prevalent. 

Total emissions
To demonstrate the aggregation of the different source emission layers, 
the total emissions estimated for a weekday in March 2012 at 18:00 
were obtained. The industrial emissions and power station emissions 
were assumed to take place at all times, so the same layer would be 
used regardless of which hour was of interest. March falls into the winter 
period, so the winter domestic emission layer was used, and because 
it was a weekday at 18:00, no scaling was necessary for the vehicle 
emissions layer. The airport and harbour emissions for March 2012 
were used. The monthly value was divided equally between all hours of 
the month for harbour emissions and divided evenly between all days 
and the hours from 06:00 to 18:00 in the case of the airport emissions. 
These layers were summed and the resulting emission layer was 
mapped (Figure 9).

Table 2: Emission factors and fuel usage figures used to estimate the amount of CO2 emissions per household25 

LPG Paraffin Wood Coal

Emission factor25 1530.1 kg CO2 per kL 2531.9 kg CO2 per kL 77.38 kg of CO2 per Mg 2448.7 kg of CO2 per Mg

Total amount used in 
summer per household

4.758 × 10-3 kL 9.683 × 10-3 kL 2.465 × 10-1 Mg 3.278 × 10-1 Mg

Summer emission of CO2 
per household per hour

3.929 × 10-2 kg of CO2 per hour 1.347 × 10-1 kg of CO2 per hour 1.048 × 10-1 kg of CO2 per hour 4.410 kg of CO2 per hour

Total amount used in winter 
per household

1.047 × 10-2 kL 2.130× 10-2 kL 5.424 × 10-1 Mg 7.212 × 10-1 Mg

Winter emission of CO2 per 
household per hour

8.551 × 10-2 kg of CO2 per hour 2.931 × 10-1 kg of CO2 per hour 2.281 × 10-1 kg of CO2 per hour 9.598 kg of CO2 per hour

Source: Total fuel usage figures were obtained from the 2009 Energy Digest published by the South African Department of Energy16 and estimates of households in South Africa and 
in the Cape Town area were obtained from the 2011 South African Census7.
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Figure 7: Monthly emissions from aircraft at Cape Town International Airport. The shaded region represents the level of uncertainty and the dashed line 
represents the lower limit of the total emissions from aircraft at the airport.
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Figure 8: Monthly emissions from shipping vessels at Cape Town harbour. The shaded region represents the region of uncertainty in the emission estimates.
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Figure 9: Aggregated CO2 emissions from 18:00 to 19:00 during a week-
day in March 2012. 

Fossil fuel product comparison
A comparison with the EDGAR 0.1°×0.1° product over Cape Town 
revealed a similar allocation of CO2 emissions for different areas, but with 
the EDGAR product providing a more smoothed product (Figure 10). The 
total emissions calculated in this study were strongly influenced by the 
large point source industrial emitters. The total emission of CO2 during 
a weekday in March over the full spatial domain of Cape Town was 
9 252 883 kt. Calculated from the EDGAR data, which is provided in 
kg CO2 per m2 per second, the total emission for the same area would be 
7 574 559 kt. The EDGAR data are available until 2010, therefore there 
is a 2-year lag between the two products compared. The EDGAR data 
provided are also an average value for the year, and therefore it is not 
surprising that our study estimated a 22% higher CO2 emission than that 
considered for a typical weekday in March 2012.

Discussion and conclusions
The results for the City of Cape Town show that through the use of 
publicly available data and reported data on activity and population 
levels around the city, it is possible to obtain a spatially and temporally 
explicit inventory of emissions. The most challenging of the sectors 
was the industrial sector, for which data at the required resolution are 
not always available in adequate detail. These fossil fuel emission 
estimates are essential to run an atmospheric inversion for the city 

to obtain improved estimates of the total CO2 fluxes occurring in and 
around the city.

These estimates can be improved by obtaining detailed fleet data for 
vehicle, aircraft and shipping vessel movements, as the emission factors 
differ significantly among different fleet types. Domestic emissions 
estimates can be improved by using Cape Town specific surveys on the 
average fuel use quantities, and distinguishing these surveys between 
different households depending on domicile type, as those homes with 
better amenities are less likely to rely on solid and liquid fuels for cooking, 
heating and lighting. The estimates of the emissions from the power 
stations and industrial sources could be improved if more detailed fuel 
usage and specific process data were available for each facility included 
in the assessment. It may be useful for South Africa to publish a similar 
document to the one Defra publishes for the UK, with South Africa specific 
emission factors, to increase accuracy and so that emission estimates by 
different professionals can be standardised for South Africa. A comparison 
with a global benchmark emissions product revealed that the proposed 
method, making use of the currently available usage data, provides 
reasonable estimates of CO2 emissions, which would be further improved 
if South Africa specific emission factors were used.

The results obtained through this process will provide important inputs 
required for an atmospheric inversion study, relying on observations 
from a network of CO2 measurement equipment placed around the city. 
A similar approach as described in this paper will be used to disaggregate 
the national emissions, to provide coarser estimates of CO2 emission from 
fossil fuel combustion, which will then be used in a national inversion 
study. The best placement of new measurement sites for the observation 
of CO2 sources and sinks at a national level has already been determined 
through an optimal network design.26 Improving the knowledge of the 
South African CO2 budget will help to reduce the uncertainty of the global 
estimates of sources and sinks, as southern Africa is usually a large 
source of error in global inversions, because of Africa’s general under-
sampling of greenhouse gas concentration measurements.27
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South Africa’s Agulhas Plain is home to the Cape Floristic Region (CFR), one of the richest floras in the 
world and the smallest of earth’s six plant kingdoms. The indigenous fynbos flora is harvested from the 
wild and is both exported and sold locally. The conservation value of the CFR, and the need to address 
deeply entrenched socio-economic disparities and high poverty levels have set a challenging context for 
the wildflower harvesting industry. The strong competition which exists between producers has resulted in 
fragmentation of the industry and a breakdown in communication. Using data gathered from interviews and 
meetings with a range of stakeholders, we argue that the wildflower harvesting industry needs to cooperate 
and improve communication levels to address the challenges collectively. Without such a collective voice, the 
sustainability of the industry, the CFR and the livelihoods of disadvantaged communities will be affected. The 
establishment of a ‘Wildflower Harvesting Forum’ was explored as a possible solution and is recommended 
as a sustainable way forward.

Introduction
The Cape Floristic Region (CFR), or Cape Floral Kingdom, located mainly in South Africa’s Western Cape Province, 
is one of the richest biodiversity hotspots in the world (Figure 1). It is designated as one of earth’s six plant 
kingdoms, but is the only one found within the boundaries of a single country.1-3 However, the CFR is extremely 
vulnerable, and is therefore of ‘high conservational priority’ both within South Africa and also globally.1,4 Four-fifths 
of the CFR comprises fynbos (Afrikaans for ‘fine bush’), a type of vegetation of which some species, because 
of their durability, beauty and uniqueness, have proven popular as a harvested product, especially for the main 
export destinations of the UK and Europe. At the southern tip of Africa lies the Agulhas Plain where the wildflower 
harvesting industry constitutes an important aspect of the local economy, providing for the livelihoods of farmers, 
poor households and communities in areas where unemployment is as high as 80%.4,5

The wildflower harvesting industry on the Agulhas Plain faces complex pressures to both preserve the conservation 
value of the CFR, whilst also providing a much-needed means to uplift local livelihoods. A solution promoted by 
a local non-governmental organisation, the Flower Valley Conservation Trust (FVCT), has been to harvest fynbos 
in a sustainable way so that the conservation value of the CFR is not jeopardised, while at the same time allowing 
socio-economic gains to be made. Such practices have been promoted by the FVCT’s ‘Sustainable Harvesting 
Programme’, which has received support from CapeNature’s licensing system. The key premise of this programme 
is to promote both economic and environmental sustainability primarily through a pragmatic code of conduct and 
by adhering to this, gain access to the niche bouquet market in the UK, primarily Marks and Spencer. However, 
the industry remains loosely regulated, and there remains much work to be done before the full environmental and 
socio-economic benefits of sustainable harvesting are achieved. A sustainable harvesting supply chain now exists, 
which consists of harvesters who have signed up to the programme and have thus been able to access valuable 
markets, such as Marks and Spencer in the UK, which supports the tenets of the programme.6 However, a sizeable 
mainstream industry continues to operate, supplying an array of less regulated markets.

To further complicate the situation, additional challenges facing the industry include a raft of environmental 
issues such as wildfires, climate change and invasive alien vegetation. A further significant challenge is the highly 
competitive nature of the industry. This competition exists at both a local and global level. Internationally, the industry 
is enmeshed within global value chains (GVCs), which has resulted in discrepancies between beneficiaries along 
the GVC. Discrepancies also exist within the local market in South Africa, and affect local competition, for which 
pressure within the GVC ultimately reduces prices for producers, whilst still requiring exacting product standards.

Largely as a result of the competitive pressures, the wildflower harvesting industry is very secretive and lacks 
effective communication. Industry stakeholders such as FVCT and the Protea Producers of South Africa (PPSA) 
have worked hard to improve interaction within the industry. Key stakeholders believe communication in the 
currently fragmented industry can be improved by establishing a forum, so that the full potential of enterprises can 
be unlocked through information sharing and collective bargaining. These benefits have the potential to ensure the 
future sustainability of the wildflower harvesting industry. 

The paper is structured around the following research questions: (1) What are the key challenges facing the 
wildflower industry on the Agulhas Plain? (2) What institutional changes are needed to overcome these challenges? 
(3) What role might a wildflower harvesting forum play in furthering the interests of the industry? This paper is 
of interest to the scientific community as it illustrates the role that social environments play in influencing the 
implementation of scientifically driven conservation strategies. 

The Cape Floristic Region and fynbos
The CFR covers an area of less than 90 000 m2, of which four-fifths comprises the Cape fynbos (Figure 1).3,7 With 
8600 plant species, of which 5800 are endemic, the CFR is one of the richest ecosystems in the world.1,2 To put the 
significance and uniqueness of the CFR into perspective, the rest of the African continent, some 235 times the size 
of the CFR, only contains three and a half times the number of species that are indigenous to the CFR.7 
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Figure 1: The Cape Floristic Region in relation to the Agulhas Plain, Western 
Cape Province, South Africa.3

The Agulhas Plain is situated at the southern tip of Africa, within the 
Western Cape Province (Figure 2). The Plain comprises 270 000 ha of 
land within the CFR,2 and has remarkable plant diversity, with over 100 
locally endemic vegetation types. As a result, the Plain is considered to be 
a high priority for conservation within South Africa, and indeed globally.1

Figure 2: Map showing the location of the Agulhas Plain.8

Owing to South Africa’s apartheid legacy, virtually all privately owned 
land on the Agulhas Plain is owned by white landowners. Those 
disadvantaged under apartheid mostly inhabit the rural settlements 
and small towns of the area. Many inhabitants are descendants of the 
KhoiKhoi people, but since the early 1990s, there has been a significant 
influx of mainly Xhosa people from the Eastern Cape Province.4 

The rural areas of the Agulhas Plain are typical of rural South Africa 
in that they are characterised by marked spatial and social inequality. 
A noteworthy event occurred on 1 March 2013, when the minimum 
daily wage for agricultural labourers was increased by 51% from ZAR69 
(USD 6.21) to ZAR105 (USD 9.46). This measure was implemented 
following protests that resulted in hundreds of arrests and at least three 
deaths.9,10 The minimum wage increase received mixed reactions, with 
an understandably positive response from farmworkers, unions and 
charities.10 However, many South Africans were sceptical of the possible 
wide-ranging negative effects, arguing that the increase is unsustainable, 
and will actually harm agricultural workers if rural enterprises are forced 
to undergo restructuring. 

The wildflower harvesting industry has been in operation for over a 
century, with initially small amounts exported to Europe.7 The first people 
credited with making a substantial living through exporting wildflowers 

were the people from Elim (just southwest of Bredasdorp) who, through 
the help of the German Moravian Church, began to export dried flowers 
to Germany in 1877. Since then the industry slowly developed into the 
multimillion rand operation it is today, with over 700 harvesters currently 
operating within the Western Cape. 

Harvesters vary in size, from large-scale land lessees and large landowners 
to small-scale producers. In addition to wildflower harvesters, there 
are also a number of cultivators in operation. Although the cultivators 
were not the main focus of this research, they need to be mentioned 
as they are responsible for supplying the majority of the ‘focal’ flowers, 
which has meant that wildflower harvesters are increasingly focusing 
on fynbos ‘greens’. Cape flora bouquets typically comprise a mixture of 
‘focal flowers’ and ‘greens’. Focal flowers are typically high value flowers 
such as proteas or pincushions, ‘greens’ are lower value stems which 
surround the focal flower. Some products are sold locally, but the majority 
are exported, largely to the UK and Europe, but also to the Middle East, 
Asia, Africa and the USA.11 

Key stakeholders in the Agulhas Plain wildflower 
harvesting industry
Flower Valley Conservation Trust 
Established in 1999, the FVCT focuses on utilising wild flowers 
commercially to promote both landscape preservation and livelihood 
development.4 A number of factors have shaped how FVCT operates 
as an NGO today, most notably in 2004 when FVCT was split into two 
separate entities with the business of flower sourcing and sales assigned 
to a separate newly formed company, Fynsa, a separate legal entity 
initially operating from a pack shed on Flower Valley Farm (the birthplace 
of the initiative) before moving to Stanford. Meanwhile, FVCT focused on 
social and environmental concerns supported by donors.6 

An agreement between the two ensured that only certified fynbos 
products were sourced. A link remains between the Flower Valley 
Farm operations and the Trust, but the finances are kept separate. This 
link is essential, as running a flower harvesting enterprise provides 
FVCT with critical insights into the challenges faced by the industry. 
FVCT has other important links, for example, with CapeNature, which 
was involved with the development of a sustainable harvesting code 
of practice, CapeFlora SA (known as the Protea Producers of South 
Africa until 2014) and the Sustainable Harvesting Committee, the 
latter representing the key stakeholders involved in the Sustainable 
Harvesting Programme. 

The Sustainable Harvesting Programme is the centrepiece of FVCT’s 
work. This programme is multi-faceted; its core objective is to ensure 
that wild harvesting adheres to practices that will not threaten the long-
term health of the fynbos ecosystem. A Sustainable Harvesting Code of 
Practice provides guidelines for landowners and harvesting teams.12 The 
central tenets of this Code are underpinned by FVCT’s pioneering research 
which led to the production of two key documents – a Vulnerability 
Index of harvested species13 and a Resource Base Assessment14. The 
former quantifies the extent to which individual species are at risk from 
extinction, whilst the latter enables landowners to assess their fynbos 
stocks and make informed judgements about harvesting levels.

CapeNature
CapeNature is a Western Cape provincial government organisation with 
the statutory responsibility for biodiversity conservation. CapeNature’s 
vision is to establish a successful ‘conservation economy’ which will 
allow for the transformation of biodiversity conservation into a key 
component of local economic development.15 CapeNature, therefore 
has a strong vested interest in the regulation of the wildflower 
harvesting industry. Harvesters, landowners and pack sheds require 
licences to engage in the wildflower industry. Licences are issued 
following an inspection to ensure that no rare or endangered species 
are harvested, that the resource base is sufficient, and that the veld 
(Afrikaans word for large open space or field) from which they are 
harvesting is the correct age. In this way, CapeNature has been a key 
player in the development of the Sustainable Harvesting Programme.
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CapeFlora SA
CapeFlora SA is a non-profit organisation which was established as the 
PPSA in 2005 with the goal of: 

identifying and addressing the strategic needs of 
the fynbos and protea industry with the vision to 
bring about a sustainable increase in the supply 
and demand for high value/high quality fynbos 
products to discerning international markets to 
the benefit of all role players in the South African 
fynbos industry.16 

At present, CapeFlora SA has about 90% representation from the cultivated 
industry, but only six or seven members from the wildflower harvesters.16 

Situating the case study
People living in rural poverty have fewer assets, and are often very 
dependent on the natural resource base for their livelihoods.17,18 This 
reliance has a number of associated risks for both those living in poverty 
and their surrounding environments. With strong linkages between socio-
economic systems and ecological systems, conservation planning 
and poverty alleviation ideally need to be tackled as a single complex 
interacting system.19 Although it has been apparent for a long time that 
the two issues need to be solved simultaneously, it was not really until 
the late 1970s that the idea of ‘conservation with development’ gained 
momentum. Indeed, the relationship between biodiversity conservation 
and poverty alleviation is still hotly debated in both policy forums and 
academia.18,20-22 A number of sceptics believe that a win-win scenario is 
wishful thinking,21,23,24 such that efforts to achieve both objectives might 
be seen as contradictory – a viewpoint that is frequently reflected in 
the characteristics and behaviour of stakeholders, power structures and 
policy jurisdiction, which underpin conservation and poverty alleviation.21

The debate has moved forward in recent years with proponents 
recommending a market-based approach to combined conservation and 
poverty alleviation programmes. Thus, sustainability is said to be more 
readily achieved through its three dimensions: environmental, economic 
and social.25 Market-based approaches to the conservation/poverty 
alleviation nexus are increasingly mainstreamed by NGOs, governments, 
businesses and the research community.26 However, as Fisher et al.27 
point out, despite the three pillars of sustainable development being 
seen as inseparable, the economic pillar has often tended to dominate. 
Evidence, however, suggests that in many instances, poor people benefit 
least from this approach to biodiversity, and the poor frequently end up 
bearing most of the costs.28 Furthermore, Bell and Russell29 question the 
potential of market-based mechanisms for environmental management, 
particularly in developing countries in which regulatory capacity is 
weak. This observation resonates somewhat with the ‘tragedy of the 
commons’ theory, whereby people attempt to maximise profits from a 
common resource when there is an economic benefit attached to the 
resource.30

In some cases, a market-based approach is associated with products which 
are part of global value chains (GVCs). According to Gereffi et al.31(p.79):

Global value chain research and policy work 
examine the different ways in which global 
production and distributions systems are integrated, 
and the possibility for firms in developing countries 
to enhance their position in global markets. 

A well-documented and often critiqued aspect of GVCs relates to 
ethical trade issues, especially concerning labour and environmental 
standards.32,33 The appalling labour conditions in some developing 
countries and environmental degradation have been widely publicised 
through the media, and in reports published by NGOs such as Action 
Aid, Oxfam and Greenpeace. The latter illustrate how vulnerable people 
in developing countries and their surrounding environments are exploited 
within GVCs. Although it is acknowledged that the employment created 
is important for livelihood improvements, the often precarious nature 
of the employment can reinforce societal inequalities.34 It seems that 
those living in conditions of poverty will take up employment even under 

precarious conditions in an attempt to improve their future prospects and 
uplift their livelihoods. Sadly, it seems likely that exploitation will continue in 
developing countries whilst ‘lead companies’ gain more from trade under 
the current workings of GVCs.34

Gereffi et al.31 argue that the power within the GVCs lies with the lead firms 
which are predominantly big enterprises, such as supermarket chains. In 
relation to labour conditions, Raworth34 has noted that lead firms have 
the power to push costs and risks onto producers, who in turn pass 
them onto the weakest link in the chain, namely their employees. This 
puts stress on the end-line producers and employees who may have to 
work long hours to cater to these demands. In terms of the environment, 
there can be detrimental effects caused by overutilisation.

Private sector enterprises in developing countries, which make up the 
producer component of GVCs, are typically micro, small and medium 
enterprises. These enterprises in most instances contribute a significant 
share of employment and income opportunities to the surrounding 
communities within which they operate. Unfortunately, the full potential 
of these enterprises often remains unlocked as enterprises frequently 
operate in isolation, resulting in uncompetitive production patterns and 
ultimately an approach which is not conducive to innovation.35 

Within the context of this investigation of wildflower harvesting, it was 
important to consider the impact of both formal and informal socialising 
processes and their effects on inter-organisational relationships. 
Through socialising, evidence suggests that goodwill, mutual trust and 
respect can develop, allowing for greater levels of cooperation and 
communication.36,37 It is widely argued that communication is one of the 
most important elements in successful inter-firm exchange.38 Within the 
highly competitive wildflower harvesting industry, Axelrod’s39 game theory 
seems relevant, as he observes that ‘in situations where each individual 
has an incentive to be selfish, how can cooperation ever develop?’ This 
observation accords with Hardin’s ‘tragedy of the commons’, and the 
‘prisoner’s dilemma’ concept which highlights the importance of trust in 
building cooperative and communicative relationships.38,40,41

Challenges facing the Agulhas wildflower 
harvesting industry
In this study, we used a range of qualitative research methods during 
a 6-week period of field research in February and March 2013. Semi-
structured interviews were undertaken with 19 key informants, who were 
selected based on their association with the wildflower harvesting industry 
and included small- to large-scale harvesters, pack shed workers, NGO 
representatives, government officials and botanists. There was also some 
participant observation, and a detailed analysis of a range of ‘grey’ literature 
which included FVCT annual reports, newspaper articles and government 
and NGO reports. Some of the main challenges currently facing the 
wildflower harvesting industry on the Agulhas Plain are discussed below.

Natural challenges of aliens and wildfire
Alien plant species are a serious problem facing the wildflower harvesting 
industry, with 40% of the Agulhas Plain infested to some degree.1 Alien 
species displace the fynbos vegetation and exacerbate the existing water 
shortage problem, leading to a greater risk of wild fires. Fire is an ever-
present challenge as it is a critical part of the fynbos life cycle. But if 
wildfires get out of control they can have devastating impacts, as was 
the case in 2006 when 47 000 ha of land burned, including one-third of 
the natural fynbos resource in the region.42

Thus far, both the threat of wildfire and aliens have largely been dealt with 
on a case by case basis, but ideally these challenges should be dealt 
with strategically on a long-term basis and over a large geographical 
area. Although some programmes have been implemented in the past 
to deal with aliens on both private and public land, none to date has 
been particularly successful, but it is hoped that the Agulhas Biodiversity 
Initiative Alien Clearing Programme, launched in May 2013, might prove 
to be more effective. Towards the end of 2012, through the Department 
of Environmental Affairs’ Land User Incentive Scheme, ZAR18 million 
was awarded to the Agulhas Biodiversity Initiative to undertake alien 
clearing on private land within the Agulhas Plain.
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Regulatory challenges
CapeNature is the main organisation involved with regulation; however, its 
capacity to undertake this role is limited. As Respondent 2 commented, 
‘[CapeNature] are basically under-resourced and understaffed to deal 
with the processing of licences efficiently’ and, as a result, opportunities 
for overharvesting, poaching and picking of illegal species are increased. 
Each of these issues has a key impact on the overall sustainability and 
viability of the industry. 

Overharvesting, whereby insufficient seed stock is left to ensure repro-
ductive replacement, has been found to be a serious threat to the 
sustainability of the industry and CFR. The largest contributing factors 
to overharvesting can be traced back to self-economic interests and 
a weak regulatory system. In an attempt to make the industry more 
sustainable, the Sustainable Harvesting Programme has been introduced, 
whilst CapeNature is also attempting to address inadequacies with the 
licensing system.

Poverty alleviation
The sustainable harvesting supply chain has undoubtedly improved local 
livelihoods by providing year-round employment rather than the part-time 
employment offered by many of the other industries operating on the 
Agulhas Plain. Every person interviewed reflected upon the importance 
of investing in the capacity building of staff. FVCT has a strong track 
record in this regard, having developed the Sustainable Harvesting 
Programme, the Agulhas Biodiversity Initiative Alien Clearing Programme, 
and the Field Monitor Programme.12 Each of these programmes has 
significant capacity building and poverty alleviation components.43 In 
addition, there are a number of other ways in which the capacity of 
staff has been enhanced. Respondent 7, for example, set up three small 
enterprises, each run independently, but under his mentorship. Each of 
these enterprises has its own bakkie (pickup truck) and at least seven 
employees. He commented, ‘They can decide whether or not they pick 
flowers for me, they can chop wood if there are no flowers, and they can 
also do work for other people.’ Other ways in which the capacity of staff 
has been enhanced is through health and safety courses, providing help 
with obtaining drivers’ licences and supporting staff in taking various 
training courses.

Attempting to preserve the conservation value of the CFR while simul-
taneously alleviating high levels of poverty is of upmost importance within 
the context of the wildflower harvesting industry. There is a need to make 
the industry economically viable and sustainable, and the wildflower 
harvesting industry is making some progress towards these goals. Local 
poverty is being tackled through the provision of employment, whilst 
sustainable harvesting reduces negative ecological impacts. 

Our respondents indicated that more could be done to alleviate poverty. 
In the past, initiatives have been put in place to provide opportunities 
for people from disadvantaged communities. However, Respondent 2 
explained that accessing sufficient land to bring in a sustainable income 
is an increasing challenge, and as a result, ‘we are hesitant, as we do 
not want to set people up for failure or give them false hope’. From a 
purely conservation viewpoint, the current situation involving wildflower 
harvesting is problematic as the resource is insufficiently protected. 
Although not all harvesters have acquired sustainable harvesting 
accreditation, the numbers seeking to do so are increasing. This is, 
therefore, an important step for the industry in trying to achieve a 
‘triple-win scenario’, as a key objective of the programme is to promote 
economic, social and environmental sustainability.12

Competition within the wildflower 
harvesting industry
Within the wildflower harvesting industry there is intense competition 
to supply markets as the supply of fynbos currently exceeds demand. 
While there is competition between wildflower harvesters, the situation 
is further complicated by the increasing number of cultivators now 
delivering higher value focal flowers into the market. The expansion of the 
cultivated industry has led to the wildflower harvesting industry focusing 
on the gathering of fynbos ‘greens’. This shift in focus has occurred 

because wildflowers are often damaged by heavy rainfall or sunspots, 
whilst the market favours carefully cultivated and unblemished flowers. 

Other issues currently facing the wildflower harvesting industry include 
the pressure to plough up land where wild fynbos grows in favour of 
more profitable land uses such as farming, flower growing, vineyards 
and fynbos cultivation. These land uses are generally more economically 
viable; that is, 1 ha of cultivated proteas can generate the equivalent 
economic return of up to 100 ha of natural veld. The continuing 
profitability of wildflower harvesting is particularly important from a 
conservation point of view, to prevent large areas of natural fynbos from 
being ploughed up or turned over to grazing. Global economic trends 
have also had an impact on the industry, such that during the recent 
global financial crisis there was increasing competition in the markets 
from handmade paper and cloth ‘flowers’ produced in India. 

Our interviews indicate that the highly competitive nature of the industry 
has led to much tension and secrecy as harvesters are desperate to 
hold onto existing markets. This context makes it very difficult for new 
entrants, particularly smaller harvesters, to enter the industry. As a 
result of this culture of rivalry, there is an absence of data relating to the 
industry. In contrast, the vast majority of fruit producers are members 
of Hortgro, and are required to submit annual statistical returns which 
enable industry-wide strategic planning and lobbying to take place. 
However, the wildflower industry is literally an unknown quantity, with 
only partial statistics available. 

Conradie and Knoesen43(p.3) note with frustration that ‘due to the fierce 
competition in the industry arising from limited market access, there 
is no complete producer list’. As a result, the producers are open to 
manipulation by other players in the supply chain. One respondent 
explained that, ‘a major problem has always been with the ‘mafia’ pack 
sheds, they have too much power’. The pack sheds dictate the price 
and the required quality of fynbos received. As a result, the harvesters 
have become ‘serious price takers’, and often have no say in what their 
product is worth’. Therefore, they have no bargaining power. ‘If I don’t 
supply someone else will do it’. Only one harvester interviewed looked 
beyond the power of the pack sheds, commenting that, ‘the biggest 
threat is the supermarkets; they dictate the price, how many stems in a 
bunch, what flowers they want and when they want them’.

In 2013 the UK importers made a strategic decision to place their orders 
through Fynbloem rather than Fynsa. Thus, the majority of exports to 
the UK are routed via the Fynbloem pack shed at Riviersonderend where 
bouquets are made before they are sent to MM Flowers Ltd in the UK 
which finalises the bouquet packaging and organises distribution to the 
retailers. Other supply chains, such as those for the dried flower market, 
also involve pack sheds and agents for the markets. The involvement 
of such intermediaries has left harvesters feeling aggrieved that they 
are not benefitting in an economically commensurate way. According to 
Respondent 16, ‘the mark-up is ridiculous; some of these bunches go 
for ZAR150 (USD 14.93) in the UK, while here we are only getting 10 or 
40 cents [ZAR0.10 or ZAR0.40] for a stem’.

Whilst we detected a power imbalance between harvesters and pack 
sheds, the broader context needs to be appreciated. The wildflower 
harvesting industry is enmeshed within Global Value Chains (GVCs), as 
most of the harvested product is exported to overseas markets. Figure 3 
illustrates the growth in Cape Flora bouquet production between 2008 
and 2011. In most circumstances, the pressure becomes greater the 
further down the GVC that stakeholders are situated.34 As most of the 
product is exported to Europe and the UK, the lead companies that 
apply pressure down the chains are the supermarkets and large flower 
importers. These companies are introducing more exacting requirements 
from the harvesters in the shape of ‘just in time’ supplies and challenging 
product specifications. These requirements in some cases lead to 
overharvesting, with knock-on effects for the workers who have to work 
long hours to meet deadlines, often in difficult conditions. Despite the 
growing demand for Cape flora bouquets (Figure 3), suppliers report that 
they have been squeezed increasingly tightly because of the economic 
recession afflicting target markets. From the retailer perspective, market 
growth has been achieved by offering good value to consumers. 
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Figure 3: Production of Cape flora bouquets at Fynsa 2008–2011.44

Competition in the wildflower harvesting industry
As a result of this competition, it seems as if the successful companies 
are those that operate on a large scale. As outlined by Respondent 10: 
‘With wild fynbos you need a lot of land to be a supplier, you can’t do it 
on 4000 ha, only as a side-line maybe, not as a proper business. You 
need at least 10 000 ha, as you must have all the different species all 
through the year.’ The increasing focus on lower value fynbos greens 
perpetuates the need to harvest large quantities to make a decent profit.

Harvesting different species throughout the year necessitates access to 
vast areas of land in order to take advantage of economies of scale. 
Harvesters have incurred extra costs as a result of the 2013 rural wage 
increase and steadily increasing fuel prices. Those operating on a large 
scale are in a better position to absorb these costs into their business 
models, and are able to invest in plant and infrastructure development, 
for example, purchasing of 4x4 bakkies which are essential for accessing 
remote picking grounds and transporting the product. 

From the pack shed owners’ perspective, there are also advantages 
to sourcing from large suppliers. Pack sheds are under pressure to 
deliver standardised final products. Sourcing from a number of different 
harvesters makes achieving this standard difficult, as there can be 
variations in stem length and colour depending on the growing conditions 
in different locations. It is also logistically much easier to deal with a few 
large harvesters than with many smaller harvesters. 

How might competition be reduced?
Respondents suggested that competition in the industry might be reduced 
if there was an increase in demand for the product. Respondent 14 
commented: ‘People are worried and say the “pie is only this big”, but 
that is only because the demand is only so big’. Therefore, increasing 
demand should ease competitive pressure through allowing the ‘pie’ 
to grow, which should ultimately reduce competitive pressures. Our 
interviews indicate that the best way to do this is either to differentiate the 
product or to find new markets. With the exception of Respondent 7, who 
has been able to find a niche market, all the other harvesters interviewed 
had difficulty finding good markets. As it is difficult to differentiate the 
product on an individual scale, there is a need to look towards increasing 
the demand for fynbos for the industry as a whole. In recent years, 
the South African market for wildflowers has grown steadily with an 
increasing demand for fynbos. 

In overseas markets it seems that the ethical story of poverty alleviation 
and conservation is a good selling point for fynbos. There is possibly some 
scope to sell a similar story to the local South African market, with the 
added value of buying a local product. However, using the ethical story will 
not necessarily guarantee improved sales, as a number of other products 
sold in South Africa and overseas also have ethical stories behind them. 
For example, Kenya has a long history of exporting flowers to the UK and 
Europe with ethical stories as a selling point.45,46 It seems that the wildflower 
harvesting industry as a whole needs to become more innovative in trying 
to differentiate the fynbos product and thus possibly achieve an increase 
in demand. But in order to achieve innovation, we suggest that levels of 
communication must be improved within the industry.35

Communication within the wildflower 
harvesting industry
Every respondent in our field-based research spoke of a serious lack of 
communication within the industry and that communication is largely 
informal. Respondent 7 commented: ‘A lot of us are pals and braai 
[barbecue] and watch rugby together on a Saturday. Come Monday, 
however, and we do not want each other near our sheds, so there is 
communication, but it is bordered off.’ Whilst the larger harvesters, 
pack sheds, NGOs and government organisations have improved 
communication in recent years, the PPSA has been advocating for 
even better communication and has recently argued that wildflower 
harvesters should be part of their association. However, despite a 90% 
representation from the cultivated harvesters, unfortunately there are 
currently only six or seven wildflower harvesters involved through the 
Sustainable Harvesting Committee.16

Because of a general lack of communication, it is evident that there is 
serious fragmentation within the wildflower harvesting industry, largely 
driven by its strongly competitive nature. Stakeholders are scared to 
share too much information as they are afraid that it could potentially 
harm their businesses. There is a fear that other harvesters could 
outcompete them and take their harvesting lands, their innovative ideas 
and products, and ultimately their markets. Thus, a lack of trust is an 
inhibiting factor in the future development of the industry.

The first logical step to improving communication is to try to break 
down the barriers to communication by creating a more trusting 
environment. The informal communication which seems to exist should 
not be undervalued.36,37 A number of respondents agreed that in order to 
improve more formal communication, it is essential that communication 
first commence at an informal level within local networks. The best 
approach might be to encourage communication through people who are 
already part of committees or organisations such as PPSA, especially 
people who are well known and respected within the industry. Those 
who are part of PPSA have explained that they have gained much from 
increased communication and membership of associations. As outlined 
by Respondent 18, ‘people need to see the benefits of joining a group…if 
they see no real benefits for themselves then they will not see the point’. 
All respondents stated that communication is one of the keys to resolving 
some of the main challenges within the industry. A range of benefits was 
discussed, such as improved information sharing, but the benefit most 
frequently mentioned was the potential for collective bargaining.

A possible ‘Wildflower Harvesting Forum’?
The potential benefits from increased information sharing, and in particular 
collective bargaining, are immense and it is apparent that there is an urgent 
need to set up some form of collective. With so many challenges, it seems 
the industry cannot afford to carry on with the status quo if it wants to 
remain sustainable and viable. In light of the evidence gained from field-
based research, it seems there is a strong motivation for the establishment 
of a ‘Wildflower Harvesting Forum’. When enterprises work largely in 
isolation, there is an uncompetitive production pattern which ultimately 
does not result in innovation.35 Setting up a forum could be a way to 
enhance both innovation and sustainability within the industry.

Moving beyond merely improving communication, a forum should be able 
to organise and channel communication in an effective and efficient way. 
Such a forum could strengthen local, vertical and horizontal linkages, in 
addition to external linkages between harvesters and other stakeholders.47 
Through developing a forum, a ‘one-stop shop’ could be set up to provide a 
single source of contact between harvesters and various local institutions. 

A forum could also improve the basis for collective bargaining, as 
harvesters will be in a much better position to lobby government and 
markets. Respondents noted that collective bargaining would enable 
stronger negotiation around prices from pack sheds and retailers. 
Additionally, more favourable conditions could also be negotiated, for 
example, giving more control over the products that are rejected. On 
an individual basis, there is little scope for bargaining, as pack sheds 
have the ability to simply source the product from another harvester. 
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However, pack sheds will have less opportunity for bargaining if they are 
dealing with a more powerful and unified body of harvesters. Furthermore, 
a forum is likely to have more power in negotiations with government 
concerning the development of more supportive legislation. 

Ideally, a forum should develop from increased communication, co-
operation and trust, building on the informal links and communication 
which already exist. Those leading the process need to be trusted 
and the benefits of cooperation emphasised. Perhaps initially, certain 
common challenges could be discussed such as alien clearing, fire 
management and the implications of the 2013 wage increase. By starting 
locally and informally, and discussing issues with no possible economic 
repercussions, levels of trust should hopefully improve, such that more 
sensitive economic matters could be raised. To this end, the Sustainable 
Harvesting Committee has proposed that regional forums, which would 
feed into CapeFlora SA, should be created for wild harvesters.

Conclusion
A Wildflower Harvesting Forum could be pivotal in addressing, in a 
cooperative and community-based manner, the many challenges facing 
the industry. The people who might potentially drive the establishment 
of a forum are probably those who are already members of key 
committees or organisations such as the CapeFlora SA, and therefore 
have well- established links. 

Although harvesters are, perhaps understandably, more concerned 
about their immediate economic viability, a forum would act as a 
critical space to embed environmental and social sustainability as well 
as longer-term economic sustainability. In light of the importance and 
vulnerability of the CFR, if environmental concerns are not addressed 
and unsustainable harvesting occurs, the CFR will become severely 
degraded, resulting in the eventual collapse of the industry. In relation 
to the alleviation of poverty, the legacies of apartheid are still deeply 
embedded in society, which is most evident amongst the historically 
disadvantaged communities of the Agulhas Plain. Promoting sustainable 
harvesting and wider social ethics must be key considerations in the 
future development of the industry. Recent research suggests that a 
forum could play a much-needed role in pulling together disparate voices 
to promote the environmental and socio-economic credentials of the 
industry. Ultimately, changes need to be made to the distribution of value 
which may well necessitate restructuring of the value chain. For these 
changes to occur, industry players must collaborate and speak with a 
coherent voice, which can only happen if strong institutions develop at 
the base of the value chain. We strongly endorse the recommendation 
of the Sustainable Harvesting Committee to create regional forums and 
would urge that resources are provided to ensure that this initiative is 
established and that the wildflower industry develops a reputation for 
professionalism befitting players in an international industry.
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This study was conducted to evaluate the incidence of non-typhoidal Salmonella (NTS) serotypes in raw and 
ready-to-eat (RTE) broiler products in the North West Province of South Africa. A total of 120 raw broiler 
samples, 40 samples of polonies and 20 samples of smoked viennas were obtained from retail points in 
major cities and towns in the province. Samples were subjected to aerobic plate count and later screened 
for the presence of NTS using phenotypic and genotypic techniques. The average bacterial count in raw 
products was 3.1 x 105 cfu/g whereas bacterial contamination of RTE products was 1.8 x 103 cfu/g. The 
average recovery rate of NTS species from raw broiler products was 12.5% and the serotypes identified 
were S. typhimurium (46.4%), S. enteritidis (30.9%) and S. newport (22.9%). No NTS was recovered from 
the RTE products. However, S. typhimurium was the predominant serotype in whole carcasses whereas 
S. enteritidis and S. newport were prevalent in chicken parts. Out of the 160 presumptive NTS isolates 
screened by polymerase chain reaction (PCR), 140 (87.5%) were confirmed for the presence of the  
Salmonella-specific invA gene. In addition, 115 (82.4%) of the confirmed isolates harboured the plasmid 
spvC gene. Random Amplified Polymorphic DNA (RAPD) fingerprinting of isolates using RAPD 1 and RAPD 
3 primers, revealed some inter- and intra-serotype genetic diversity among isolates, suggesting varying 
sources of contamination. The results of this study represent the first report on the incidence and prevalent 
serotypes of NTS in chicken products in the North West Province of South Africa. 

Introduction
Non-typhoidal salmonellosis is an important public health problem worldwide and particularly in sub-Saharan Africa 
where it commonly manifests as gastroenteritis and/or bloodstream infections in both children and adults.1 The 
gastroenteritis form, which may sometimes be self-limiting, is commonly found in industrialised countries. 
Immunocompromised individuals including patients with HIV, cancer or diabetes, are at higher risk of non-typhoidal 
Salmonella (NTS) bacteraemia and often develop focal infections such as meningitis, septic arthritis, pneumonia 
and osteomyelitis.2 Although more than 2500 serovars of Salmonella enterica have been reported, S. typhimurium 
and S. enteritidis are identified as the commonest causes of human infection.3,4 A retrospective study in one hospital 
in the Democratic Republic of Congo from 2002 to 2006, revealed that NTS caused 59% of bacteraemia in children. 
Salmonella typhimurium and Salmonella enteritidis were responsible for 82% of the cases.5 In Mozambique, NTS 
were reported to account for 120 cases of childhood bacteraemia per 100 000 persons/year.6 Contaminated 
poultry meat and eggs, among other factors, have been implicated as vehicles of transmission for these hardy 
pathogens.7 For these reasons, there have been numerous studies focusing on assessing the incidence/prevalence 
of NTS strains in chicken carcasses and other meat products.7-9 

South Africa has witnessed a tremendous increase in chicken meat consumption.10 Concurrently, the Enteric 
Disease Reference Unit of the National Institute for Communicable Diseases noted an increasing number of NTS 
isolates despite the fact that human salmonellosis cases are rarely reported. Evidence of these occurrences are 
the outbreaks of food-borne illnesses in Mpumalanga Province of South Africa incriminating NTS serotypes. One 
of the outbreaks involved the consumption of meals prepared with poultry products.11,12 These outbreaks indicate 
the presence of NTS in South Africa, which may be an issue of public health concern. A few investigations have 
been conducted in South Africa to ascertain the contamination of chicken carcasses and ready-to-eat foods from 
retail stores, with various pathogenic bacteria including Salmonella.13,14 However, the incidence of NTS in broiler 
products in the North West Province (NWP) has not been established despite the fact that the NWP is one of the 
provinces with the largest production and distribution of broilers in the country. The objective of this study therefore 
was to screen raw and ready-to-eat broiler products obtained from the NWP of South Africa for incidence of NTS 
contamination.

Materials and methods
Experimental design
The study was cross-sectional with sampling based on two shop types and three product groups. The sampling, 
which lasted for 6 months, commenced in October 2010 and ended in March 2011, corresponding with the 
summer months in the study area. 

Sample size
Primary population size to be sampled was determined according to the following formula15:

z     *SD

L
α 2

1/2where SD = p(1– p)   Equation 1

where p is the expected prevalence; L is the accepted error and Za is the value for normally distributed data at a 
confidence level a.
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Based on an expected prevalence of 40% and a confidence level of 
90%, a total of 57 shops were sampled, irrespective of the source of 
their products (i.e. either from within or outside the province). A total 
of 180 samples was obtained for analysis based on the purchase of 
a minimum of three product groups from each shop, and keeping 5% 
above the actual sample size to prevent the risk of sample loss during 
analysis (Table 1). Temperature of samples at point of purchase ranged 
from -20 °C to 4 °C. For all the procedures involved in the analysis, 
Salmonella typhimurium ATCC 14028 was used as a positive control 
strain whereas E. coli ATCC 25922 was used as a negative control. All 
culture, isolation and biochemical screening techniques were carried out 
using the MFHPB-20 procedure16 with appropriate modifications.

Table 1:  Number of Salmonella positive samples obtained from different 
locations

Sampling area
Number 
of shops 
visiteda

Number of 
samples 
obtainedb

Number 
of positive 
samples

% Positive 
samples

Sun City 2 6 0 0

Koster 3 8 1 12.5

Delareyville 5 16 0 0

Vryburg 4 12 0 0

Mmabatho 3 12 2 16.7

Mafikeng 10 33 6 18.2

Zeerust 6 19 0 0

Rustenburg 6 18 2 11.1

Lichtenburg 5 16 2 12.5

Klerksdorp 5 15 0 0

Potchefstroom 8 25 2 8

aThe number of shops visited was dependent on the number of shops available within 
a particular location. bA minimum of three samples comprising three sample types 
was purchased from each shop. 

Determination of total bacterial count in samples
Briefly, 25 g of each sample was aseptically removed and homogenised 
with 225 mL of 2% buffered peptone water (BPW) in a stomacher bag 
(Nasco, Swedesboro, NJ, USA). Then 1 mL of the homogenate was 
transferred to Eppendorf tubes and serial dilutions were made using 2% 
BPW. An aliquot (0.1 mL) of each dilution was plated on plate count agar 
(Merck, SA) by spreading, and incubated at 37 °C for 24 h after which 
colonies were counted and recorded as cfu/g sample.

Isolation of Salmonella species from broiler carcasses 
and sausages
For broiler carcasses, each sample was aseptically removed from the 
package and transferred to a sterile plastic bag. Then 150 mL of 2% 
BPW was added to each bag and the mixture was shaken constantly 
for 2 min to obtain carcass rinse. Thereafter, 25 mL of the rinse liquid 
was transferred to a Whirl-pak bag (Nasco, USA) and another 75 mL of 
2% BPW was added. Chicken sausages were aseptically homogenised 
with 225 mL of double strength (4%) BPW in a stomacher bag 
(Nasco, USA). Each bag was sealed and incubated at 37 °C for 18 h. 
Following incubation, contents of each Whirl-pak bag (Nasco, USA) was 
homogenised and 0.1 mL aliquot of the mixture was transferred to 10 
mL of Rappaport–Vassiliadis broth (Merck, SA) for selective enrichment 
of Salmonella. The broth was incubated at 42 °C for 24 h and then 
kept at room temperature for 24 h.17 Thereafter, a loopful of each broth 
sample was streaked on xylose lysine desoxycholate (XLD) agar (Merck, 

SA) and Salmonella Shigella agar (Merck, SA) and incubated at 37 °C 
for 24–36 h. Suspected colonies were further purified on XLD agar and 
thereafter preserved on nutrient agar (Merck, SA) slants for further analysis.

Biochemical screening of presumptive isolates
All suspect colonies from the XLD agar culture were inoculated on 
triple sugar iron agar (Merck, SA) slant and incubated at 37 °C for 
24 h. Presumptive Salmonella isolates from the triple sugar iron test 
were further confirmed using the API-20E test (bioMerieux Inc., SA) 
performed according to the manufacturer’s instructions. 

Serological identification
Isolates showing typical Salmonella biochemical reactions were sero-
typed by the slide agglutination test using Salmonella specific polyvalent 
antisera (Davies Diagnostics, SA) for O and H antigens. The test was 
performed according to the manufacturer’s instructions.

Molecular characterisation of isolates

DNA extraction
Genomic and plasmid DNA were extracted using the Zymo® kit 
(Inqaba Biotech, SA) and alkaline lysis method,18 respectively. The 
quantity and purity of all extracted DNA were estimated using a UV 
visible spectrophotometer (model S-22, Boeco, Germany) after which 
the integrity of the DNA was checked on standard submarine gel 
electrophoresis using 0.8% (w/v) agarose. The isolated DNA was stored 
at -20 °C until use.

PCR of extracted DNA 
The 16S rRNA gene fragments of all isolates were amplified,19 after 
which presumptive Salmonella isolates were screened for the presence 
of invasion (invA) and virulence (spvC) genes for identity confirmation.20 
All the oligonucleotide primers used for polymerase chain reactions 
(PCR) were obtained from Inqaba Biotech, South Africa, and details of 
the sequences and cycling conditions are shown in Table 2. All PCR 
reactions were prepared in 25 µL volumes consisting of 1 µg/µL of 
the template DNA, 50 pmol of each oligonucleotide primer set, 1x PCR 
master mix, 1U Taq DNA polymerase and nuclease free distilled water.

Amplifications were performed using a Peltier Thermal Cycler (model 
Dyad™ DNA Engine). A reaction blank containing all the components 
of the reaction mixture except the template DNA was included in each 
PCR procedure to check for contamination. Thereafter, 10 µL of the PCR 
amplicons was analysed by standard submarine gel electrophoresis using 
1% (w/v) agarose at 60 V for 6 h. Lambda DNA molecular weight marker 
was the gene ruler used in electrophoretic analyses. Electrophoresis was 
conducted in a horizontal Pharmacia biotech equipment system (model 
Hoefer HE 99X; Amersham Pharmacia Biotech, Sweden) using 1x TAE 
running buffer (40 mM Tris, 1 mM EDTA and 20 mM glacial acetic acid, 
pH 8.0). The gels were stained in ethidium bromide (0.1 mg/mL) for 10–
15 min and later visualised under UV light.18 A Gene Genius Bio imaging 
system (Syngene, Synoptics; UK) was used to capture the image using 
GeneSnap (version 6.00.22) software. Amplicons which showed clear 
bands for 16S rRNA and invA genes were purified and sequenced at 
Inqaba Biotech (South Africa), for strain identification of the isolates, 
using the ABI 3500 XL sequencer. The search for amino acid homology 
of the sequence results was done using the NCBI Basic Local Alignment 
Search Tool (BLAST) (http://www.ncbi.nlm.nih.gov/BLAST/). 

RAPD-PCR 
Confirmed Salmonella isolates identified through the expression of the 
Salmonella-specific invA gene were further subjected to fingerprinting 
by random amplified polymorphic DNA (RAPD)-PCR to evaluate 
the genetic diversity among the isolates. Oligonucleotides of short 
sequence were used21,22 and the PCR reactions were prepared as 
stated above. Primer details and PCR conditions are shown in Table 2. 
Aliquots (10 µL) of the resulting amplicons were characterised on 1.2% 
agarose gel electrophoresed at 60 V for 6 h. Isolates were later scored 
for the presence or absence (1 or 0) of each band on agarose gel.22
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Data analysis
To obtain the cfu/g of sample for total bacterial count, colonies on plate 
count agar were counted and compared with the dilution factor.23 All 
Salmonella populations were transformed to base 10 logarithms before 
analysis. Recovery rate of Salmonella isolates was calculated using 
a previously described equation.24 Means in recovery rates between 
locations, shop and product types were compared using the Student’s 
t-test of SPSS (SPSS 10.0 for windows, SPSS Chicago, IL, USA). 
Differences were considered significant at p≤0.05.

Recovery rate =
No of positive samples

X 100
Total no of samples

 Equation 2

For cluster analysis, the distance matrices, means and standard 
deviations were calculated using Statistica and the result was used 
to construct a phylogenetic relationship among isolates by the 
neighbour-joining method of Saitou and Nei25.

Results and discussion
Total bacterial count of samples
On average, total bacterial count of butchery samples (2.2 x 105 cfu/g) 
was higher than that of supermarket samples (1.4 x 104 cfu/g). Similarly, 
raw chicken parts were more contaminated (7.6 x 105 cfu/g) than 
whole chicken carcasses (2.5 x 105 cfu/g). RTE products were the 
least contaminated (1.8 x 103 cfu/g) perhaps because the products had 
been subjected to further processing. However, the level of microbial 
contamination of all analysed products was within the recommended 
range for some developed countries such as United Kingdom 
(104–105 cfu/g) and Australia (106 cfu/g).26 Sources of contamination 
of raw poultry products vary and could originate from the live birds, 
processing procedures or from the environment.27 The higher microbial 
contamination rate of butchery samples and raw chicken portions when 
compared with supermarket products might be an indication of poor 
hygienic conditions in the processing environment. This suggests a 

 Table 2:  Primers and polymerase chain reaction (PCR) conditions used for amplification of target genes and random amplified polymorphic DNA (RAPD)-PCR

Primer Sequence (5'-3') Target gene Amplicon size (bp) PCR conditions

27F AGAGTTTGATCCTGGCTCAG 16S 1450 95 °C, 5 min; 35 cycles of

1492R GGTTACCTTGTTACGACTT 94 °C, 30 s; 61 °C, 30 s;

ribosomal 72 °C, 1 min; extension at

gene 72 °C, 5 min

InvF CGCGGCCCGATTTTCTCTGGA 94 °C, 90 s; 30 cycles of

invR AATGCGGGGATCTGGGCGACAAG invA 321 94 °C, 45 s; 60 °C, 45 s;

72 °C, 90 s; extension at

72 °C, 3 min

VirF GGGGCGGAAATACCATCTACA 94 °C, 90 s; 30 cycles of

VirR GCGCCCAGGCTAACACG spvC 392 94 °C, 45 s; 60 °C, 45 s;

72 °C, 90 s; extension at

72 °C, 3 min

RAPD 1 AGCGTCACTC 94 °C, 5 min; 42 cycles of

94 °C, 1 min; 27 °C, 45 s;

72 °C, 90 s; extension at

72 °C, 5 min

RAPD 2 GCGGAAATAG 94 °C, 60 s; 40 cycles of

94 °C, 1 min; 36 °C, 1 min;

72 °C, 2 min; extension at

72 °C, 10 min

RAPD 3 AACGCGCAAC 94 °C, 90 s; 40 cycles of

94 °C, 1 min; 36 °C, 1 min

72 °C, 2 min; extension at

72 °C, 10 min
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lack of strict hygiene control measures during product processing and 
could have a public health implication on the consumers as poultry are 
usually contaminated with a relatively high frequency of pathogenic 
bacteria. Indeed, raw poultry products have been reported in quite a 
number of human food poisoning cases, particularly following handling, 
undercooking or mishandling of the cooked products.28,29 Furthermore, 
high level of product contamination, such as recorded in some samples 
in the current study, could facilitate product spoilage, particularly when 
organisms such as Pseudomonas are involved. 

Incidence of non-typhoidal Salmonella in broiler products
Out of 11 locations sampled, Salmonella was recovered from products 
obtained from 6 (54.5%) of the locations (Table 1). The difference in 
Salmonella isolation rates between positive locations was significant 
(p=0.009) with Mafikeng having the highest rate. Mafikeng is a major 
town with about the highest number of retail shops in the province. 
As a result, the number of shops visited and samples obtained from 
Mafikeng in this study were more than other locations and this could 
be responsible for the difference in Salmonella isolation rates between 
locations. Salmonella spp. was not recovered from RTE products 
whereas average recovery rate in raw broiler products was 12.5%. 
This rate is lower than the 19.5% reported in the Gauteng Province of 
South Africa13, 20% in the USA30, 30% in Canada31, 39.7% in Mexico32 
and 60% in Portugal8. Other countries such as Zambia33, Saudi Arabia34, 
Turkey7 and Sudan9, however, recorded lower incidences of NTS (4.7%, 
5.92%, 8% and 9.2%, respectively) in broiler products than noted in 
the current study. Incidence of Salmonella contamination was higher in 
whole chicken carcasses (30%) than chicken parts (20%). This was 
contrary to the observations of Chaiba et al.35 and Moussa et al.34 who 
noted higher incidences of NTS in chicken cuts in Morroco and Sudan 
respectively. The presence and distribution of NTS serovars vary from 
region to region depending on the sampling plan and detection limits of 
the methodology employed.36 

Butchery products were more contaminated with NTS (32%) than 
supermarket products (18%). This result, though contrary to the 
report by Yang et al.37, was in agreement with the findings of Chaiba 
et al.35 and could be the result of better hygienic standards maintained 
in supermarkets than butcheries. Frozen products had a higher NTS 
recovery rate (10.4%) than fresh products (8.8%). This may suggest 
initial high contamination of the frozen products with NTS. Although 
previous studies identified storage temperature as an important risk 
factor for pathogen growth and survival, the result of the current study 
suggests that freezing temperature range was not sufficient to inactivate 
the pathogens. It has been documented that freezing may not be 
regarded as a means of destroying food borne microorganisms. This is 
because low freezing temperatures of about –20 °C are less harmful to 
the pathogens than the median temperature ranges.38

Molecular characterisation of non-typhoidal  
Salmonella isolates 
A total of 160 presumptive Salmonella isolates obtained from analysed 
broiler products were screened for the presence of invA and spvC 
genes, following the positive amplification of the 16S rRNA fragment. 
The invA gene was detected in 140 (87.5%) of the 160 screened 
isolates. Sequencing of the 16S rRNA amplicons of the remaining 20 
isolates showed that they belonged to three other coliform species 
namely Klebsiella, Escherichia and Serratia. These could be the 
contaminants that showed biochemical and serological reactions similar 
to Salmonella. The invA gene, located on the Salmonella pathogenicity 
island 1 (SPI 1), is highly conserved in Salmonella species and encodes 
a type III secretion system (TTSS) that exports proteins in response to 
bacterial contact with epithelial cells.39 The invA gene operon is essential 
for full virulence in Salmonella.40 The high detection of invA gene in the 
current study may be an indication of the potential pathogenicity of 
the isolated Salmonella strains and could be a cause for public health 
concern. Torpdahl et al.40 and Khan et al.41 similarly detected invA gene 
in all Salmonella isolates recovered from poultry products and orange 
juice, respectively. Analysis of the sequenced isolates in the current 
study revealed three NTS serotypes, namely, S. typhimurium (46.4%; 
n=65), S. enteritidis (30.7%; n=43) and S. newport (22.9%; n=32). 
The sequences of the three serotypes were deposited in GenBank with 
accession numbers JX859913, KC683709 and JX859912, respectively. 
The rate of isolation of the different NTS serotypes was in agreement 
with the reports from previous research.35,36 All the identified serotypes 
were isolated from both supermarket and butchery samples as well as 
whole carcasses and chicken parts at different rates (Figure 1). This 
shows that the isolated Salmonella serotypes may be circulating within 
the environment and possible evidence is the fact that some of the 
products were contaminated with multiple NTS serotypes, which may 
also indicate varying sources of product contamination.

Out of the 140 isolates confirmed for the presence of the invA gene, 115 
(82.4%) isolates were found to harbour the spvC genes representing 71.9% 
of all the screened isolates. The spvC gene in Salmonella spp. interacts 
with the host immune system and is responsible for an increased growth 
rate in host cells.41 The prevalence of the spvC gene fragment was higher 
in isolates from butchery samples (71.4%) than supermarket samples 
(25.9%) and isolates from chicken parts (57.1%) than whole broiler 
carcasses (42.9%). The detection rate of the spvC gene in the current 
study agreed with the findings of Bolton et al.42 and Khan et al.20 who 
detected the gene fragment in 97% and 88% of Salmonella typhimurium 
DT104 strains, respectively. However, Khan et al.41 did not detect spvC 
gene in any of the Salmonella serotypes subjected to multiplex PCR. The 
recovery rate of S. typhimurium in this study was notably higher than 
that of other serotypes (S. enteritidis and S. newport), as opposed to the 

WBC, whole broiler carcasses; CP, chicken parts; RTE, ready-to-eat. Bars with different labels are significantly different (p<0.05). 

Figure 1:  Percentage incidence of non-typhoidal Salmonella (NTS) serotypes by (a) shop type and (b) product type.
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report of Khan et al.41 who did not recover S. typhimurium isolates in the 
juice samples analysed. Thus the disparity in the detection of the spvC 
gene fragment could possibly be related to the prevalence of the gene in 
S. typhimurium serotype. 

Analysis of RAPD-PCR 
The profiles generated by the RAPD-PCR were composed of 1–5 bands 
ranging between 0.25 kb and 1.4 kb. Both RAPD 1 and RAPD 3 primers 
each generated four banding profiles for S. typhimurium, three for  
S. newport and two profiles for S. enteritidis (Figure 2a and 2b). One 
strain of S. newport (SN1), isolated from chicken parts obtained from 
the butchery, showed no bands with both RAPD 1 and RAPD 3 primers. 
Similarly, a strain of S. typhimurium (ST2) isolated from supermarket 
whole broiler carcass, showed three bands with RAPD 1 but no bands 
with RAPD 3 primer. However, both strains produced one band of about 
0.45 kb as did most of the isolates with RAPD 2 primer although the 
primer had very poor discriminatory power and was therefore not 
included in the analysis. Cluster analysis of the RAPD 1 profiles revealed 
three different RAPD types for S. newport and S. enteritidis whereas S. 
typhimurium was classified into four types (Figure 3a). RAPD 3 primer 
on the other hand, grouped S. typhimurium into four, S. newport into 
three and S. enteritidis into two RAPD types (Figure 3b). Although a 
few isolates of the same serotype showed either similar or same 
banding patterns, some level of heterogeneity was generally noticed 
in the isolates, irrespective of the sources (i.e. geographical location, 
shop or product type). This may again indicate varying sources of 
product contamination (e.g. live birds, water, environment or product 
handler). Furthermore, changes in bacterial genome may occur in the 
same serovar through plasmid acquisition/genetic mutations without 
manifesting phenotype alterations.43 Interestingly, a particular strain 
of S. typhimurium, isolated from a Mafikeng product namely chicken 
drumstick, was closely clustered with the positive control strain by 
both RAPD 1 and RAPD 3 primers. This attests to the efficiency of the 
Salmonella detection method employed in the current study. In spite 
of the heterogeneity manifested by the isolates however, it may still be 
concluded that most of the isolates have the same clonal origin. 
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Lane M, DNA marker (1 kb); Lane 1, SE1; Lane 2, SE2; Lane 3, SE3; Lane 4, SE4; Lane 
5, ST1; Lane 6, ST2; Lane 7, ST3; Lane 8, ST4; Lane 9, SN1; Lane 10, SN2; Lane 11, 
SN3; Lane 12, SN4; Lane 13, S. typhimurium ATCC 14208 (control).

Figure 2:  Agarose gel (1.2%) electrophoresis showing DNA fingerprinting of 
non-typhoidal Salmonella serotypes generated using (a) random 
amplified polymorphic DNA (RAPD 1) and (b) RAPD 3 primers.

SE, S. enteritidis; ST, S. typhimurium; SN, S. newport; C, control (S. typhimurium ATCC 14208). 

All serovars within a serotype showing the same band type were grouped as a sub-serotype (e.g. ST1).

Figure 3:  Dendrogram generated based on the RAPD analysis of non-typhoidal Salmonella serotypes using (a) random amplified polymorphic DNA (RAPD) 
1and (b) RAPD 3 primers. 
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Conclusion
The results of this study represent the first report on the incidence and 
prevalent serotypes of NTS in chicken products in the NWP. It is, however, 
worthy to note that the three NTS serotypes isolated in this study were 
also the same serotypes identified in 49 NTS cases reported from the 
NWP to GERM-SA in 2011.44 This indicates that raw chicken products 
may serve as major vehicles contributing to foodborne salmonellosis 
in the NWP. Furthermore, multiple contamination of one sample by 
different serotypes, and the genetic diversity among isolates of the same 
or different serotypes (as expressed by RAPD fingerprinting) suggest 
varying sources of product contamination. This is a cause for public 
health concern and calls for adequate monitoring and establishment 
of effective strategies to control contamination along the production/
supply chain, in order to safeguard public health. The fact that NTS 
was not recovered from polonies and viennas (RTE products) in the 
current study may indicate effectiveness of employed RTE processing 
techniques in eliminating Salmonella contaminants from raw products. 
This report should provide confidence and reassurance to both RTE 
producers and consumers.
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The National System of Innovation (NSI) is an important construct in South Africa’s policy discourse as 
illustrated in key national planning initiatives, such as the National Development Plan. The country’s capacity 
to innovate is linked to the prospects for industrial development leading to social and economic growth. 
Proper measurement of innovation activity is therefore crucial for policymaking. In this study, a constructive 
analytical critique of the innovation surveys that are conducted in South Africa is presented, the case for 
broadening current perspectives of innovation in the national policy discourse is reinforced, the significance 
of a broad perspective of innovation is demonstrated and new metrics for use in the measurement of the 
performance of the NSI are proposed. Current NSI survey instruments lack definition of non-technological 
innovation. They emphasise inputs rather than outputs, lack regional and sectoral analyses, give limited 
attention to innovation diffusion and are susceptible to respondent interpretation. Furthermore, there are 
gaps regarding the wider conditions of innovation and system linkages and learning. In order to obtain 
a comprehensive assessment of innovation in South Africa, there is a need to sharpen the metrics for 
measuring non-technological innovation and to define, account for and accurately measure the ‘hidden’ 
innovations that drive the realisation of value in management, the arts, public service and society in general. 
The new proposed indicators, which are mostly focused on innovation outputs, can be used as a basis for 
plugging the gaps identified in the existing surveys. 

Introduction
Various empirical studies conducted across the world in the past half-century suggest a high correlation between 
innovation, on one hand, and industrial competitiveness and economic growth, on the other.1,2 Through economic 
growth and its direct social impacts, innovation can be linked to improved quality of life as measured, for instance, 
by the Human Development Index.3 For this reason, innovation has become an important part of public policy in 
many countries, including South Africa.3 For the purpose of this discussion, innovation is:

a process of generating, acquiring and applying knowledge for economically and socially 
beneficial purposes and takes place through efficient unfolding of various learning processes, 
rather than being determined by the mastery of science and technological knowledge.4 

In this broad sense, innovation can be regarded as the deployment of new value to society through the exercise of 
human ingenuity in any sphere of activity. 

It is commonly accepted that innovation processes germinate and develop within what is referred to as innovation 
systems.5 These include private and public organisations and other actors that connect in various ways to bring 
together the technical, commercial and financial competencies and inputs required for innovation. It is on these 
systems that government innovation policies focus.6 Comprehensive country reviews on science, technology and 
innovation demonstrate that innovation is an important policy construct in South Africa.7,8 

The National Development Plan is the latest government programme of action to recognise the role of innovation in 
economic development.9 This plan, apart from pre-existing theoretical and practical justifications, provides a new 
impetus for a review of the National System of Innovation (NSI) indicators. 

The purpose of this paper is to (1) present a constructive analytical critique of the innovation surveys that are 
conducted in South Africa; (2) reinforce the case for broadening current perspectives of innovation in the national 
policy discourse; (3) demonstrate the implications of a broad perspective of innovation; and accordingly, (4) 
propose new metrics for use in the measurement of the performance of the NSI. 

This report is based on a qualitative study, conducted using an adaptation of the Delphi method, which was carried 
out in the following sequence:

1. Meeting of an expert panel to define the problem and map out the process and parameters

2. Analysing the national research and development (R&D) and innovation surveys that are currently carried 
out in South Africa 

3. Critically assessing the metrics, methodologies and outcomes of the current national surveys that pertain 
to innovation 

4. Proposing, based on the above analysis, a broader framework and appropriate metrics for conducting 
innovation surveys

5. Consolidating inputs from the expert panel

The expert panel provided inputs on an iterative basis, throughout the above stages, after which the final narrative 
was consolidated. 

http://www.sajs.co.za
mailto:sibusisomanzini@yahoo.com
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Measurement of performance of the National 
System of Innovation
Given the importance that is attached to innovation for a country’s 
economic development, efforts are made in many countries to measure 
it. The results are used to inform government policy and funding for 
innovation. South Africa’s National Advisory Council on Innovation 
(NACI) expresses the rationale for regular innovation surveys as follows: 

Sound measurement of innovation is crucial 
in policy formulation and implementation, to 
monitor ing spending in this regard, assessing 
the contribution of innovation to achieving 
social and economic objectives. Reporting on 
the measurement of innovation serves to legiti-
mise public intervention by enhancing public 
accountability.10 

Two major surveys are currently used to measure the performance of 
South Africa’s NSI. These are the research and development (R&D) 
survey and the innovation survey. Both of these surveys are conducted 
by the Centre for Science, Technology and Innovation Indicators of 
the Human Sciences Research Council and commissioned by the 
Department of Science and Technology (DST). 

DST is the national government department that is currently responsible 
for innovation policy in South Africa. R&D surveys have been conducted 
on an annual basis since the establishment of DST in 2002. The 
innovation survey is a more recent endeavour with its second report, 
which spans the period 2005–2008, only published in 2008. 

The key indicators used in conducting the R&D and innovation sur-
veys11,12 are shown in Table 1. The analysis and recommendations 
made in this report take into account the metrics, methodologies and 
outcomes of the two surveys mentioned above.

Gaps and shortcomings in current NSI surveys 
Poor definition of non-technological innovation
The key indicators in the R&D survey have a clear focus on research 
and experimental development, which are some of the important input 
processes towards innovation. The R&D survey provides useful data 
both on the input and output metrics. 

However, an analysis of the key indicators used in the innovation survey 
raises a concern that they lack clarity and focus. Under organisational 
innovation, the survey looked into the following dimensions: 

•	 knowledge management systems to better use or exchange 
information

•	 major changes to the organisation of work

•	 external relations with other firms or public institutions12 

The above indicators provide ample room for confusion because they 
don’t make explicit the innovative aspects of the organisational change 
that result in value addition. Many organisational changes that are in line 
with the above may not be innovative at all. For instance, changes in 
the organisation of work bear no innovation import if they don’t deliver 
value to the clients or the organisation. Furthermore, the organisational 
indicators outlined above may eschew other forms of non-technological 
innovations. These are outlined in detail elsewhere in this report. 

Emphasis on inputs rather than outputs
The current surveys tend to focus on the inputs rather than the outputs 
of innovation. The R&D survey and the innovation survey provide fairly 
comprehensive sets of input factors, such as the level of public resources 
invested in innovation promotion. However, there are, by comparison, 
much fewer measures that address the social and economic outputs 
of innovation. A consequence of this imbalance is the inability of the 
surveys to provide definitive indications as to whether the investments 
that are being committed to innovation promotion are yielding the 
desired results. 

Lack of regional and sectoral analysis 
By definition, national surveys are meant to provide a country per-
spective on innovation. However, if the purpose is to provide a 
meaningful basis for economic and industrial policy, there is a need 
to provide a provincial or regional analysis in order to take account of 
local innovation and production systems. If, for an example, a particular 
trend emerges dominantly in the Western Cape, that result should not 
conceal the attributes of a Limpopo-based industrial sector which may 
be experiencing a diametrically opposite phenomenon owing to variant 
regional dynamics. A regional analysis is important for policy making in 
South Africa as there are strong geographical differences and inequalities. 
This level of analysis would enable better understanding of ‘specific 
knowledge spill-overs that occur around certain firms, industries or 
institutions unique to that space’.13 The results of the surveys should be 
reported in a way that would enable provincial and local governments 
to derive policy implications for their respective regional economies. 
Furthermore, a geographical analysis of innovation is crucial to achieve 
a better understanding of innovation at the national level.14 

Table 1:  Key research and development (R&D) and innovation indicators used in current National System of Innovation surveys

R&D survey indicators Innovation survey indicators

•	 Gross domestic expenditure on R&D (GERD) 

•	 Gross domestic product (GDP) at market prices 

•	 GERD as a percentage of GDP 

•	 Civil GERD as a percentage of GDP 

•	 Total R&D personnel (FTE) 

•	 Total researchers (FTE) 

•	 Total researchers per 1000 total employment (FTE) 

•	 Total R&D personnel per 1000 total employment (FTE) 

•	 Total researchers (headcount) 

•	 Female researchers as a percentage of total researchers 

•	 Rate of innovation 

•	 Characteristics of enterprises covered by the survey 

•	 Types of innovations 

•	 Product (goods or services) innovation

•	 Process innovation 

•	 Innovation activities and expenditures 

•	 Financial support for innovation activities 

•	 Sources of information and cooperation for innovation activities

•	 Cooperation partners for innovation activities 

•	 Effects of innovation 

•	 Factors hampering innovation activities

•	 Intellectual property rights

FTE, full-time equivalent
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Similarly, the survey data should provide a sectoral analysis that is based 
on the different industrial sectors of the economy. This level of analysis 
is useful for bringing out into the open trends and anomalies that may 
otherwise be concealed in aggregate figures. 

The sectoral analysis would provide the key basis for a more nuanced, 
fact-based industrial policy. Sectoral innovation15 is an important concep-
tual framework for innovation activity that provides a multi dimensional, 
integrated and dynamic view. The descriptions of methodologies in the 
reports of the surveys conducted by the Centre for Science, Technol-
ogy and Innovation Indicators provide some provincial and sectoral data 
but these are not reflected in the published innovation survey reports. 
For this reason, the innovation survey data cannot be readily accessed 
by policy makers to inform plans and programmes in specific regions 
and sectors. 

Limited attention to innovation diffusion 
Like all other countries, South Africa’s social and economic development 
depends on both local and imported innovations. The impact of those 
innovations is dependent on the extent of their diffusion across society 
and industry. Knowledge outputs such as patents that emanate from 
firms and research institutions might indicate the performance of the 
individual institutions. However, it is only through implementation that 
impact can be realised. A more realistic measure of the impact of those 
outputs on the economy is the extent to which they are dispersed in the 
relevant industrial and social sectors. 

In view of this, it is necessary to measure the extent of diffusion of 
innovations within the NSI. The current surveys tend to concentrate on 
measuring technological development through the indicators that look 
at the different types of innovation outputs within an enterprise. These 
measures should be supplemented with indicators that provide an 
estimate of the extent of diffusion of the acquired or produced innovations. 

A critical point that needs to be taken cognisance of is the strategic 
positioning of the country’s innovation agenda. South Africa’s capacity 
to be the prime mover at the cutting edge of innovation is limited to only 
a few areas of knowledge. In most cases, the country is well equipped 
to focus on attracting and adapting global knowledge to address local 
needs and conditions. Measures in this regard should then track the level 
of diffusion of the innovations through various entrepreneurial activities 
in the economy. The key issue therefore is to strike the right balance 
between using or attracting existing knowledge and innovations, adapting 
them to local contexts, on one hand, and pursuing focused research, 
including on frontier technology when appropriate, on the other.6

Respondent interpretation 
Both the R&D and innovation surveys are based on the Organisation 
for Economic Cooperation and Development’s framework and metho-
dology.16 On the methodological aspect of the survey, it is standard 
procedure that questionnaires are mailed to the respondents. Proper 
attention is given to providing the necessary information in the 
instructions and telephonic support, if required. 

The questionnaires also provide definitions of the various indicators 
that are being measured. However, in spite of all these efforts, the 
questions still leave too much room for the respondents to answer some 
key questions based on their own misconceptions. For example, when 
reporting, there may be variances among respondents as to the meaning 
of ‘significant improvements’ in relation to products or services. 

The wider conditions for innovation 
Each institution and organisation within the NSI does not exist in isolation. 
All the components are embedded in a broader social and economic 
environment that is subject to both local and international influences. An 
organisation’s capacity to innovate is not only dependent on its internal 
competencies and circumstances, it is also dependent on the dynamic 
influences of the factors in the broader environment. Both the R&D and 
innovation surveys address the outputs and outcomes that were obtained 
within individual firms and institutions. They do not provide data about 
the broader conditions for innovation in the country. Government policy 

has to concern itself with the aggregate social and economic factors 
that allow or limit innovation. It is essential to formulate evidence-based 
advice on the general environment in which innovation occurs. 

With respect to the wider conditions of innovation, relevant data are 
available in various forms and reports that are produced by different 
public institutions such as Statistics SA, the Department of Trade and 
Industry (dti), the South African Revenue Service (SARS) and the South 
African Reserve Bank, among others. There is no need to proliferate 
indicators by instituting additional metrics when useful data are already 
available. In-depth analysis of relevant existing data, taking into account 
the R&D and innovation survey reports, should provide advice on the 
broader conditions of innovation. 

Linkages and learning
The NSI is a nationwide network of diverse policies, institutions and 
organi sations that work together in various ways to promote innovation. 
In essence, the NSI is more about the connections and linkages between 
its elements than it is about the individual entities.17 In order to measure 
the strength of the NSI and the time-series progression of its innovation 
capacity, it is necessary to focus on the linkages. 

The target basis of measurement in current surveys is the individual 
organisation. The various data sets are then pooled into aggregates, 
according to the various metrics, to provide an aggregate national 
picture. It is not always possible to develop an accurate measure of 
innovation for a system in this way. A dynamic system, such as the NSI, 
is never a sum of its parts.17 There is a need to develop indicators that 
measure the quantity, quality and efficiency of the linkages and networks 
between the various elements of the NSI. This will contribute towards 
making better sense of the NSI as a dynamic whole. 

An aspect that is closely linked to the discussion of networks and linkages 
is that of learning. The specific focus here is on technological learning. 
Marcelle18 provides a detailed description of how the technological 
capability building (TCB) approach can be applied at firm level in order 
to promote organisational learning and capability building. The TCB 
incorporates the various technical and non-technical components that 
are essential for sustained learning. The TCB approach can be adapted, 
using appropriate indicators, to measure the rate at which the NSI is 
progressing with respect to innovation. 

Measurement of non-technological innovation
Traditionally, surveys of South Africa’s NSI tended to focus on science 
and technology based innovation. The consequence of this was the 
exclusion of other forms of innovation that could also be contributing 
significantly to the country’s economic and social development. The 
Organisation for Economic Cooperation and Development19 reports 
that in many countries there are firms that introduce new products and 
services without performing any R&D. It is reasonable to expect that 
the same holds true for South Africa. The recent efforts to broaden the 
definition of innovation in the innovation survey are therefore appropriate. 

A study of the economic sectors in Table 2 suggests that the sectors 
that are major contributors to R&D, such as agriculture, mining and 
manufacturing, are relatively small.20 These sectors also add up to a 
small percentage of South Africa’s total productive economy. Sectors 
such as finance, real estate, business and government services are the 
more dominant components of the country’s gross domestic product. 
The latter sectors do not innovate through R&D or in the manner that is 
anticipated by the existing innovation indicators. 

South Africa’s economy is replete with examples of innovations that do 
not follow the traditional R&D-based pathway. The innovations that led 
to the emergence of Capitec as a force in South Africa’s banking sector 
may not have been captured by the current surveys. The introduction 
of new methods of registering for and paying out social services to the 
recipients that have been introduced by the South African Social Services 
Agency, is another example of an innovation that might fall through the 
cracks and left unaccounted for by the current innovation surveys. The 
same could be said of the methods that have been implemented by the 
South African Revenue Service (SARS) to optimise the recovery of taxes. 
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During the development of the cellular telephone industry, Vodacom 
introduced several non-technological innovations, some of which were 
world leaders.21 In the biodiversity sector, various innovations are being 
implemented to protect species from environmental and fabricated 
threats. It is possible that the current surveys fail to capture these inno-
vations owing to the metrics definitions. 

Table 2:  South Africa’s economic sectors

Seasonally adjusted and annualised quarterly value added (Q4 2011)

Industry

Value added 

(ZAR billion, 
2005 prices)

% Contribution 
to total GDP 

Agriculture, forestry and fishing 40.528 2

Construction 58.599 3

Electricity, gas and water 34.734 2

Finance, real estate and business services 404.974 21

General government services 262.627 14

Manufacturing 289.294 15

Mining and quarrying 96.817 5

Personal services 104.676 5

Taxes less subsidies on products 205.653 11

Transport, storage and communication 174.621 9

Wholesale and retail trade, hotels 
and restaurants

239.367 13

GDP at market prices 1 911.890 100

In order to provide a more comprehensive analysis of the level of inno-
vation within South Africa’s NSI, it is recommended that surveys should 
expand their range of indicators to include other aspects of innovation. 
These aspects include organisational innovation, soft innovation22 and 
social innovation.

Organisational innovation
Although organisational innovation is included in the current surveys, 
there has not been a comprehensive analysis of its nature and 
contribution to South Africa’s NSI. Under the current definition, any 
organisational restructuring process, including downsizing, could pass 
as organisational innovation. Case studies that reflect success stories of 
novel approaches would form a useful supplement to the reports in order 
to recognise and promote this type of innovation. 

Soft innovation
Soft innovation22 is the type of innovation that takes place across all 
sectors of the economy. The arts and other creative industries, such 
as film and television, are driven by soft or ‘artistic’ innovation. These 
industries are major contributors to the country’s formal and informal 
economy. Within the traditional R&D-based sectors, such as industrial 
manufacturing, soft innovation adds a lot of value in the form of product 
design, packaging and other aesthetic value additions. Soft innovation is 
likely to be missed by the current innovation metrics because it does not 
always constitute a new or significantly improved product. Yet, according 
to studies conducted in the United Kingdom,22 this type of innovation 
may add significant economic value to products and services. In this 
regard, a proper analysis of the contribution of the Design Institute, and 
similar initiatives, needs to be conducted.

The work conducted by the National Endowment for Science, Technology 
and the Arts (NESTA)22 with respect to soft innovation makes the following 
important points: Soft innovation is a concept that reflects aesthetic 

changes; soft innovation and technological innovation are interrelated; 
only soft innovations with high market share are considered significant; 
non-traditional metrics are needed to measure soft innovation; there are 
high rates of soft innovation in the creative industries; soft innovation is 
significant outside the creative industries too; missing soft innovation 
gives a biased account of total innovation activity; intellectual property 
rights are an important area for policy; sub-optimal levels of soft 
innovation may justify government intervention; the commercial benefits 
of soft innovation may be high; government policy must embrace all 
innovation activities, not just technological or scientific. 

The above findings concerning the role of soft innovation in the con-
text of overall innovation activity within the economy hold true for 
South Africa’s NSI. 

Social innovation
In addition to the types of innovation discussed above, there is a further 
more encompassing form of innovation referred to in this report as social 
innovation. Social innovation is a value-adding outcome that emanates 
from a variety of ways that involve interactions between people. The 
above innovation types tend to focus on products and services. However, 
a deep analysis of South Africa’s economic activity suggests that value 
can be created through the quality of human–to-human contact. While 
the nature of social innovation is difficult to define and measure, its social 
and economic impact is undoubted. It should therefore be reflected in the 
key metrics that are used to measure innovation activity within the NSI.

Figure 1 illustrates a comprehensive perspective of innovation that in-
cludes the types that are discussed in this report. It emphasises that 
the different types of innovation are not discreet but overlap and often 
complement one another in value creation. 

Figure 1: An illustration of the overlapping types of innovation.

In order to account for the full spectrum of the types of innovation that 
are active in the NSI, it is recommended that consideration be given to 
the following:

•	 All the above types of innovation must form a component of 
indicators of innovation within the NSI, in the longer term.

•	 Further work needs to be done in order to formulate rigorous 
definitions of soft and social innovation to build on the proposals 
presented in this work. 

•	 There is a need to develop consensus around the meaning and 
application of social innovation in the South African context.

•	 Studies should be conducted to explore the dynamics of the 
interplay, if there is any, between technological and non-tech-
nological innovation.

•	 Appropriate indicators should be identified and used to measure 
the baseline and subsequent development trends for all types 
of innovation.

•	 The NSI indicators should adopt flexible and appropriate ways 
to report on innovation, including using non-quantitative reports, 
as necessary. 
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Proposed new indicators
A key message is that current surveys of the NSI do not cover the full 
spectrum of innovation activities that are important for South Africa’s 
social and economic well-being. The above discussion outlines the 
various forms of innovation that have been missed by the R&D-based 
surveys that are currently in place. This report proposes a broader view 
of innovation that encompasses knowledge domains beyond science, 
engineering and technology. Furthermore, there is a need to focus more 
strongly on the innovation metrics on the demand-side of the economy, 
i.e. those that measure the actual uptake of knowledge-intensive factors, 
rather than merely measuring supply. 

Four principles guide the approach adopted by this report in formulating 
its proposals:

•	 Parsimony – For practical reasons, it is absolutely important to 
limit the number of indicators. By their very nature, indicators are, 
at best, proxies that are used to draw credible conclusions about 
the behaviour of the NSI. For this reason, as few indicators as 
possible are selected to explain as much as possible about the NSI.

•	 Complementarity – The aim of this work is not to introduce a 
new regime of metrics of innovation. Instead, it is to identify 
gaps in the existing surveys and propose ways to fill them. The 
proposed indicators are meant to complement the R&D and 
innovation surveys. Similarly, the use of other appropriate national 
and international surveys that collect data that are applicable to 
innovation measurement are recommended. 

•	 Optimisation – There are strong indications that where relevant 
data are available (see examples in Table 3), they are not 
always subjected to sufficient analysis in order to provide better 
understanding of innovation activities in the country. This report 
therefore calls for more diligence in the analysis of innovation-
relevant data from all credible sources. 

•	 Output focus – The new indicators that are proposed below aim 
to shift the focus of measurement towards innovation outputs. 
Input measurements are important to inform policy, for example, 
with regard to investment decisions. However, as discussed 
above, a healthy balance needs to be struck between input and 
output indicators. 

Some of the indicators that are proposed below are drawn from a 
pilot study that was commissioned by the Cooperation Framework on 
Innovation Systems between Finland and South Africa (Cofisa)23 while 
others are new conceptions that emerged from this study. 

The proposed new indicators are organised around the five themes that 
are at the centre of innovation activity. These are:

•	 knowledge demand indicators

•	 knowledge mobilisation indicators 

•	 knowledge application indicators

•	 knowledge flow indicators 

•	 social impact indicators

Knowledge demand indicators
The focus here is on the actual knowledge that drives the economy. 
The indicators that are chosen address directly the attractors of skills 
in business and knowledge centres. These are the knowledge and 
technology intensity of manufactured goods, and the contribution of 
knowledge to the manufacturing trade balance.

Knowledge and technology intensity of manufactured goods
‘Exports of knowledge intensive goods’ is a meaningful indicator of the 
innovation capacity of a country. Such goods form an important component 
of the economy in that they provide local needs, thus substituting imports, 
and are able to compete successfully in the global market. 

To measure the level of knowledge and technology input in the export 
products, international guidelines are used. The data are collected by 
SARS and reported by the dti. For further details, see Cofisa23.

Contribution to the manufacturing trade balance
The sectoral trade balance indicates the structural strengths and 
weaknesses of the different sectors of an economy. It is measured relative 
to the performance of total manufacturing trade. A sectoral analysis of 
the trade balance is an incisive measure in that it can focus on priority 
industries. Their respective performances can be measured relative 
to overall manufacturing data, to indicate comparative performance, 
irrespective of whether aggregate manufacturing is growing or falling. 
The data are collected by SARS and reported by the dti.23 

Knowledge mobilisation indicators
Since the 1996 White Paper on Science and Technology, there has been 
a recognition that the growth of innovation in South Africa will depend on 
the continuous improvement of skills and education levels in the country. 
These indicators address not just the education levels in society but also 
the skills that are accessible for deployment in the economy. The key 
indicator here is participation in lifelong learning.

Participation in lifelong learning
The South African government recognises the importance of lifelong 
learning as a means towards social and economic development. 
This is evidenced by the provisions for work-based learning in the 
Skills Development Act and various other supporting institutions and 
instruments, such as the Sector Education and Training Authorities 
(SETAs) and the Skills Development Levy. Many employees use 
the tertiary education institutions to further their skills. Participation 
in lifelong learning is a good indicator of a knowledge economy that 
demands and promotes continuous knowledge and skills acquisition. 

The annual General Household Survey that is conducted by Statistics 
South Africa can supply the baseline data required for individuals 
20 years old and above. Employer-based reports, such as the skills 
development plans, as well as the reports of SETAs and other training 
authorities, can provide annual data that can be used to establish a 
baseline and thereafter track trends. 

Knowledge application indicators
Current indicators tend to focus on the supply side of knowledge outputs. 
The indicators that are proposed under this heading complement this 
by looking at the knowledge outputs that are actually absorbed into the 
economy. These include the licensing of patents, and entrepreneurship

Licensing of patents
Patent output is used in current surveys as a proxy for knowledge 
intensity. It is proposed here that the licensing of patents and other 
intellectual property for industrial application is perhaps the more 
appropriate indicator. This is because it indicates the intellectual property 
that is actually engaged productively in the economy. This is in stark 
contrast to patents that are filed and never put to practical use.

Current R&D and innovation surveys can be used to collect data on 
patenting licensing. The patents involved here are those that are developed 
exclusively or jointly by South Africans. The data can be compared to the 
licensing information that can be supplied by the relevant patent offices. 

Entrepreneurship (company registrations)
Enterprise creation is an important indicator of economic activity. 
A vibrant and growing knowledge economy will be reflected in the 
registration of new business ventures. Alternatively, the company de-
registrations can, on aggregate, hint at a reduction of economic activity. 

It is proposed that the registration of new companies with the Companies 
and Intellectual Property Commission, as a percentage of registered 
companies, can be used as an indicator of entrepreneurship and 
knowledge intensity. The data can be obtained from this commission. 
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This may require further development of registration categories in order 
to adequately inform innovation activity.

Knowledge flow indicators
The strength of the NSI is dependent on the extent to which knowledge 
flows and is converted into practical use within the networks of 
institutions and organisations. The diffusion of knowledge and innovation 
enables the widening of impacts to society. The indicator that provides 
an alternative approach to measure this aspect is innovation networks.

Innovation networks
The strength of an innovation system is dependent on the quality, 
quantity and efficiency of the flow of key information within the elements 
that make up the NSI. A disconnected system has a poor chance of 
developing. However, a vibrant and well-connected system, wherein all 
the components interdependently share and cooperate, is likely to result 
in an aggregate systemic increase in innovation intensity.

This indicator is an important missing link in the current surveys. 
Appropriate measures need to indicate the rate of change of connectivity 
within all the key players in the NSI. This could be done by determining 
the number and extent of partnerships, cooperative projects or joint 
ventures with other entities in the NSI. The degree of communication 
and networking could be measured through determining the number and 
sizes of knowledge-sharing networks an organisation is participating 
in. A higher weight should be given to partnerships and networks that 
involve different types of institutions. Regional innovation forums could 
be tasked with documenting local activity and providing indications 
of participation. This data could be obtained by adding the necessary 
questions in the current innovation survey. 

Social impact indicators 
An important argument made in this report is the need to extend the 
measurement of innovation activity to include areas of activity beyond the 
traditional R&D sectors. This category could also accommodate measures 
of innovation activity in the public sector,24 as they are developed. In 
addition, there is a need to determine, with better accuracy, the social 
impact of innovation. The social impact indicators discussed are social 
cohesion, social impact innovations and innovations in the public sector.

Social cohesion 
Social cohesion, particularly in a South African context, is difficult to 
define or measure. However, it is reasonable to accept that, depending 
on how it is used, an increase in innovation, and the benefits that accrue 
as a result, will manifest in social cohesion. This could be in the form 
of a more inclusive society, with low rates of income inequality, poverty 
and other social maladies and divides. Social cohesion, therefore, can be 
regarded as both an instrument and a goal for innovation policy. 

Social impact of innovations
The ultimate measure of innovation impact is the rate of social develop-
ment that accrues to society. Some innovations may provide direct social 
impact even when they may not be commercial successes, such as those 
that pertain to improved public service delivery. The innovations that have 
an economic impact may result in social benefits through improved 
wealth. Measures of social impact, such as the Human Development 
Index, may serve as an indicator of the knowledge intensity of the country. 
This indicator is currently being used although the focus is mostly on the 
ranking attained by the country, for instance in the indexes of the World 
Bank and the Institute for Management Development (IMD). While the 
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Table 3:  Summary of proposed new innovation indicators

Category Proposed indicator Input/output
Primary/

secondary
Data source 

Knowledge demand

Knowledge and technology intensity of 
manufactured goods

Output Primary The dti; SARS

Contribution to the manufacturing trade 
balance

Output Primary The dti; SARS

Foreign student population in higher 
education

Output Secondary
Higher Education Management Information 
System (HEMIS)

Employment of tertiary level graduates Output Secondary Stats SA

Knowledge mobilisation

Participation in lifelong learning Input Primary Stats SA; SETAs; company HR data 

Education system resources Input Secondary Education Management Information System (EMIS)

Access to ICTs Input Secondary Stats SA

Knowledge application

Licensing of patents Output Primary Innovation surveys

Entrepreneurship Output Primary CIPC

Economic impact of innovations Output Secondary The dti; SARS; Stats SA 

Knowledge flows

Foreign direct investment networks Input Secondary SARS; Stats SA

Innovation networks Input and output Primary Adapted Innovation Survey

International flows of human resources Output Secondary DHA; company HR data

Social impact

Social cohesion Input and output Primary Stats SA; other existing sources

Social impact of innovations Output Primary World Bank; IMD

Innovation in the public sector Input and output Secondary CPSI; Innovation Survey
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comparisons may provide useful insights, the focus should be more on 
how and why the total score changes over time. This data should be 
complemented by identifying the quality and quantity of the innovations 
that impacted society. Broader social surveys among communities and 
individuals should elicit this data. 

Innovation in the public sector
Government plays an important role in society in creating enabling 
policy environments for social and economic development as well as 
in rendering essential services. Government departments, other public 
institutions at national, provincial and local levels, have to adapt to 
increasing demands and strive to attain higher levels of efficiency. The 
public service should be encouraged to innovate in order to meet these 
challenges. The measurement of overall innovation activity in the country 
should take into account innovation in the public sector. 

The key indicators of public sector innovation should include various 
innovation activities, as defined elsewhere in this report, as well as their 
contribution towards service delivery. The current innovation survey can 
be adapted, taking into account the proposals made here, in order to 
measure public sector innovation. This work could be done in association 
with the Centre for Public Service Innovation (CPSI) in order to provide a 
comprehensive view of innovation and its impact in the country. 

Primary versus secondary indicators
In keeping with the need to keep the number of indicators to the minimum, 
the proposed indicators are divided into primary and secondary 
indicators (Table 3). The primary indicators will provide key data that 
will fill the gaps that exist in the current R&D and innovation surveys, 
as discussed in this report. The secondary indicators are regarded as 
important metrics to provide supporting data for a more comprehensive 
understanding of innovation activity in the country. It is recommended 
that a further process should unfold to refine this distinction. 

The primary indicators that are proposed for immediate adoption are: 

•	 knowledge and technology intensity of manufactured goods

•	 contribution to the manufacturing trade balance 

•	 participation in lifelong learning 

•	 licensing of patents

•	 entrepreneurship 

•	 innovation networks

•	 social cohesion

•	 social impact of innovation 

Conclusion
The R&D and innovation surveys that are currently conducted in South 
Africa provide necessary and important information about the growth 
and development of elements of the NSI. The data that they produce 
could be optimised through more rigorous analysis. Regional and 
sectoral analyses would provide important nuances that carry useful 
import for public policy at national, provincial and local government 
levels. The international benchmarks that are applied in the metrics and 
methodologies that are followed to conduct the studies permit useful 
comparisons to be made to continuously stretch development targets. 

However, in order to get a comprehensive assessment of innovation in 
South Africa, there is a need to sharpen the metrics for measuring non-
technological (e.g. the social impact indicators) innovation. The practice 
of innovation in the South African economy takes place well beyond 
the confines of science and technology, which have dominated the 
innovation policy discourse since the advent of the NSI. There is a need 
to define, account for and accurately measure the ‘hidden’ innovations 
that drive the realisation of value in management, the arts, public service 
and society in general. 

The current innovation indicators need to be supplemented in keeping 
with the broader view of innovation presented here. The new proposed 
indicators, which are mostly focused on innovation outputs, can be used 
as a basis for plugging the gaps in existing surveys. 
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Current centralised healthcare models pose many challenges, particularly for developing countries such 
as South Africa, where travel and time costs make it difficult for patients to seek healthcare, even when 
urgently needed. To address this issue, point-of-care (PoC) tests, which are performed at or near the site 
of clinical care, have gained popularity and are actively being developed. Microfluidic systems, in which 
small volumes of fluids can be processed, provide an ideal platform on which to develop PoC diagnostic 
solutions. Specifically, the emerging field of paper-based microfluidics, with advantages such as low-cost, 
disposability and minimal external equipment requirements, provides unique opportunities for addressing 
healthcare issues in developing countries. This work explores the field of paper-based microfluidics, with 
step-by-step instructions on the design, manufacture and testing processes to realise paper-based devices 
towards diagnostic applications. Paper-based microfluidic and electronic components are presented, as well 
as the integration of these components to provide smart paper-based devices. This serves as an educational 
tool, enabling both beginners and experts in the field to fast-track development of unique paper-based 
solutions towards PoC diagnostics, with emphasis on the South African context, where both the need for 
and impact of these solutions are great.

Introduction
The need to move away from a centralised healthcare system to one which is more home/patient based is becoming 
more urgent.1 In developing countries, patients have to travel long distances to obtain medical attention and are 
often required to make return visits to either receive test results or medication, as well as to monitor their response 
to treatment. However, with the cost of healthcare and transportation being higher than the average household can 
afford, patients only seek professional healthcare as a last resort, by which time their illness may have progressed 
to dangerous levels. Furthermore, patients seldom make follow-up visits once they receive short-term relief from 
their symptoms, resulting in increased risk of spreading disease. Similarly for environmental monitoring, the risk of 
the disease spreading is increased by the typically low rate of monitoring, which is affected by the high costs and 
time delays associated with sampling, sample transportation and specialised testing.2-5

Point-of-care (PoC) tests are laboratory diagnostic assays performed at or near the site where clinical care is 
delivered and may therefore be used in both a first world laboratory and the most remote corner of the developing 
world. In the latter case, these tests have the ability to overcome many of the disadvantages of centralised testing 
facilities because they are low-cost, provide faster test results, and negate the need for samples/patients to be 
transported over long distances. As a result, PoC tests promote regular patient and/or environmental sample 
testing, enabling more effective health monitoring across large geographical regions and populations. This early 
warning system serves to significantly reduce the impact of disease. 

Microfluidics is a field in which devices made from materials such as silicon, glass or polymers are used to 
automate standard desktop laboratory processes on a micro scale. In these devices, small volumes of fluids are 
manipulated and transported through micron-sized channels, and the various processes that occur on board the 
device are monitored using microscopes and computer software. Microfluidic devices – also called lab-on-chip 
devices – have been identified as a key technology for the development of PoC diagnostic tools and have found 
application in the fields of blood chemistry, immunoassay, nucleic-acid amplification testing and flow cytometry.1 
However, because of their requirement for supporting equipment, as well as their inability to be mass-produced at 
low-cost, their use in low resource settings has proven difficult.6 

The World Health Organization (WHO) has introduced the ASSURED criteria around which diagnostic tools should 
be designed. The criteria states that diagnostic tests should be Affordable, Sensitive, Specific, User-friendly, Rapid 
and Robust, Equipment-free and Deliverable to end-users.7 To overcome the limitations of microfluidics according 
to the WHO ASSURED criteria, Harvard University introduced the field of paper-based microfluidics, where the 
silicon or glass substrate is replaced with a paper substrate.8 

Microfluidic paper-based analytical devices (µPADs)9 – or microfluidics 2.010 – have received substantial attention 
in the recent past as an attractive solution for implementing low-cost diagnostics at the point-of-care, because the 
technology has a number of desirable features, both from a technical and a social impact perspective. Coupled 
with the use of a low-cost paper substrate, paper-based microfluidic devices enable sample flow through capillary 
action, negating the need for pumps or electricity. The use of microscopes can also be eliminated by employing 
colour change reactions identifiable by eye, a method preferred at the PoC as it requires minimal user interpretation. 
Paper provides the ideal background contrast for evaluating colour changes. Moreover, reagents can be stored on 
paper in desiccated form which helps to prolong the shelf life of the devices. This allows them to be delivered in bulk 
to remote testing locations. Paper is thin and lightweight, so the devices are highly portable and easy to transport. 

Although paper-based microfluidic devices have become analogous with common paper tests like the pH test strip 
and home based lateral flow pregnancy tests,11 these devices also offer improvements to lateral flow technology 
by enabling multiplexed analyses, without making the test results ambiguous. Various applications for paper-based 
microfluidic devices, as well as various manufacturing techniques, have been reported in several reviews.11-13 By 
employing less specialised paper types for manufacture and a more efficient high throughput fabrication process, 

mailto:ssmith%40csir.co.za?subject=
http://dx.doi.org/10.17159/sajs.2015/20140358 
http://dx.doi.org/10.17159/sajs.2015/20140358 


86South African Journal of Science  
http://www.sajs.co.za

Volume 111 | Number 11/12 
November/December 2015

the overall cost of the tests are reduced.14 Wax printing manufacturing14,15 
has become the preferred choice of manufacture because of its simplicity 
and ability to enable mass production at low cost. Three-dimensional 
(3D) paper microfluidics were introduced by Martinez et al.16, wherein 
the unique multiplexing ability of these devices was demonstrated. Later, 
Liu and Crooks17 improved the fabrication method by using the ancient 
Japanese technique of folding (origami) to stack together the various 
layers of the 3D device. 

Furthermore, combinations of microfluidics, micro-electronics and 
micro-optics provide remarkable opportunities for advancing the 
biosensor industry, for example, the Clearblue Digital Pregnancy Test18 is 
a disposable lateral flow test powered by a small button-cell battery and 
performs an optical measurement, while displaying semi-quantitative 
results on an LCD screen. Printed electronics19 have also received 
significant recent attention for the ability to enhance diagnostic device 
functionality without compromising the attractive features of paper-
based microfluidics.

Combining smart biosensors such as these with the simplicity, port-
ability, disposability and low-cost multiplex analysis of microfluidic 
paper test devices, allows for the rapid high sensitivity analysis and real-
time monitoring required from PoC diagnostics. Moreover, integrating 
all the functions on a single paper substrate would enable a quantitative 
analysis result without requiring an external reader – an objective 
which may be fulfilled by leveraging the rapid expansion of printed 
electronics technology. 

The digital and additive nature of printing processes, the range of 
materials that can be formulated as inks, and the possibility to cater to 
various production scales, ranging from prototype to large-scale, are 
some of the key factors that enable the deployment of printing processes 
in electronics fabrication. Printing is accessible to a broader audience, 
providing an energy-saving, environmentally-friendly alternative that can 
dramatically reduce the volume of raw materials consumed and waste 
generated when compared to conventional production methods. Printed 
electronics is still an emerging industry, with several key components at 
research level,19,20-23 but it is envisioned that cost-effective, autonomous, 
portable, environmentally friendly, and disposable printed biosensor 
systems for telecommunications connected PoC testing will become a 
reality, providing sensitive and quantitative multiplexed results.

Compliance with many of the WHO ASSURED criteria positions the 
paper-based electronic microfluidics platform as a front-runner in 
achieving the goal of rapid, inexpensive PoC diagnostics. In addition, 
South Africa is ideally located to understand first-hand the challenges 
of implementing effective diagnostic devices for addressing healthcare 
issues in developing countries, enabling South Africans to be at the 
forefront of developing effective paper-based diagnostic solutions.

Although there have been many publications focusing on specific 
manufacturing methods and applications of paper-based microfluidics, 
to our knowledge, there are currently no papers that have been published 
with the specific goal of assisting new users in the field. Papers have 
been published where the concept of paper-based fluidics has been used 
for educational purposes,24 but full workflows have not been given.

This paper presents the basic steps for getting started with integrating 
paper-based fluidics with electronic functions for people with little to no 
experience in microfluidics or manufacturing. Step-by-step guidelines 
for the fabrication of an origami 3D paper-based microfluidic device 
using the wax printing technique, as well as the addition of electronic 
features are provided. The detailed protocols in this paper allow first-time 
users to fast-track their development work, whether it is for the creation 
of life-saving diagnostics or for the creation of educational tools. The aim 
is to evoke interest and insight into paper-based electronics-enhanced 
microfluidics in people from a variety of technical backgrounds, enabling 
the generation of creative, multi-disciplinary solutions applicable to 
health and the environmental challenges of the developing world. 
As an immediate application, the article introduces a paper-based 
device which may be utilised for educational projects, advancing the 
principles of paper microfluidics and relevant manufacturing techniques. 
An important intention is to create awareness and promote conversations 
that will further the applications of this field, and augment their impact 
on the world.

Component development
In order to get started with paper-based microfluidics, individual 
components are first developed and then integrated into a functional 
device. The sections below take the reader through this process in a 
step-by-step manner.

Origami three-dimensional fluidic network
A 3D paper microfluidic device was designed and implemented using paper 
folding or origami principles.17,25 Initially, the size of the 3D microfluidic 
device must be determined. It should be sized to fit comfortably into the 
user’s hand, and ensure that test result signals are easily visualised with 
the naked eye. For this demonstration, a 50 mm x 50 mm device was 
used. For wax printing, the distance between adjacent lines in the design 
should be no smaller than 2 mm. This spacing allows for wax spreading 
during melting, and prevents the channels from becoming clogged and 
consequently preventing fluid flow.

The number of layers required in a 3D device will depend on the 
functionality required and the complexity of the detection mechanism. 
For example, should there be a need to only add reagents after the 
sample is loaded onto the device, then a layer must be incorporated 
into the device to serve this purpose. However, we have found it easier 
to either dry these reagents at the test result signal position itself (the 
final layer of the device), or mix them directly into the sample (should 
this be acceptable for the chemical reaction). For the purposes of 
demonstration, the design of a three-layer device is shown in Figure 1. 
In this device, a single sample can be used to perform three sets of 
analyses, demonstrating that 3D paper-based microfluidic devices are 
capable of performing multiplexed tests.

Figure 1: Illustration of design steps carried out to create an origami 
3D paper fluidic device. STEP 1 shows the paper device 
design outline, which is mirrored to create layer A. STEP 2 
illustrates fur ther mirroring of the design to create two extra 
layers, B and C, for a three-layered paper device. STEP 3 
highlights the ver tical fluidic flow pathways required through 
the device (dotted lines) for the fluid to be introduced to the 
top layer, C, flow through to the middle layer, B, and onto 
the bottom layer, A. By deleting the design sections that 
fall outside the dotted lines, the final design is realised, as 
shown in STEP 4. The design is then shaded in the areas 
where the wax will be printed, leaving the fluidic flow 
pathways open, as shown in STEP 5.

Research Article Paper-based smart microfluidics
Page 2 of 10



87South African Journal of Science  
http://www.sajs.co.za

Volume 111 | Number 11/12 
November/December 2015

Devices are designed using a standard computer aided design program. 
The design procedure for a 3D origami-type microfluidic network is 
illustrated in Figure 1, showing how layers are folded from a 2D design 
into a 3D stack, while performing the steps that follow.

Step one 
The shape of the test result signal(s) must be determined. Result 
signals can be words (YES/NO), icons (such as a tick or cross), or any 
other shape deemed relevant. Once the test result signal layout design 
is created, a mirror image of it must be used as a template for the 
design steps, as illustrated in STEP 1 in Figure 1. This is because once 
assembled, the user will turn over the device in order to read the result. In 
mirroring the design around itself, the original design remains centralised 
and will form the bottom layer of the 3D device after folding. This bottom 
layer of the device is depicted as layer A in Figure 1, and contains three 
test result signal shapes – the pentagon, the parallelogram and square – 
which will be viewed by the user after running the test. The other shapes 
and connection lines are part of the flow path, and will be discussed in 
further steps.

Step two 
The number of mirrored images that should be created depends on the 
number of layers needed in the device. Because three layers are being 
used for this demonstration, the designed bottom layer is mirrored twice, 
as shown in STEP 2 of Figure 1. Mirrored images should be spaced 
1 mm from each other,26 creating inactive spaces where origami folds 
can be made during the assembly of the device. 

Step three 
The vertical fluidic connections must be determined by verifying how the 
sample fluid will flow from the sample inlet at the top of the device to test 
result signal(s) at the bottom of the device. In Figure 1, layer C forms the 
uppermost sample introduction layer, layer B is the intermediate layer, 
and layer A is the bottom test result layer. The fluidic path design for this 
demonstration is enclosed in dashed lines of STEP 3 in Figure 1. As a 
result of the horizontally positioned device layers being in direct contact 
with each other after folding, the sample moves vertically downward 
from layer C, through to layer B, and down to layer A. Because layer 
B will be folded down directly onto layer A, fluid will move vertically 
downward between these two layers through the enclosed intermediate 
shapes – the circle, the hexagon, and the triangle. Within the dashed 
line, the sample will be loaded from the top into the enclosed hexagonal 
region on layer C. Layer C will be folded down directly onto layer B, so 
fluid will move vertically downward from the enclosed hexagonal region 
on layer C into the same shape enclosed region of layer B. Deleting the 
areas of the design not enclosed by dashed lines on layers B and C 
completes this step.

Step four 
The horizontal fluidic connections must be incorporated into the design. 
STEP 4 in Figure 1 shows the creation of the horizontal flow paths or 
channels required on layer B. Most of the enclosed intermediate regions 
of layer B – the circle, the hexagon, and the triangle – become filled with 
sample as a result of horizontal capillary fluid movement. Also, verify the 
fluidic connections between the sample inlet on the intermediate shapes 
of layer A – the circle, the hexagon and the triangle – and the test result 
signal shapes, the pentagon, the parallelogram and square.

Step five 
The design is finalised by shading the areas of the device not contributing 
to the fluid flow path, which represent the areas where hydrophobic wax 
will be printed. The wax will help to contain the fluid flow to only where it 
is required. The design as shown in STEP 5 of Figure 1 is now ready for 
printing, melting and assembly.

For printing, a Xerox Colorqube 8870DN (Xerox, Bytes Technology 
Group, Johannesburg, South Africa) solid ink printer was used, as 
shown in Figure 2a. To date, wax printing has been the technique 
most commonly used for the manufacture of paper-based microfluidic 
devices, although various other techniques have also been used to 
create paper-based microfluidic devices using wax. Lu et al.15 used wax 
pens to draw on the desired hydrophobic patterns, Dungchai et al.27 
used a wax screen printing technique and Songjaroen et al.28 created 
devices using a wax dipping technique. While all these methods require 
minimal investment to perform, they suffer from poor reproducibility and 
are not well suited for mass-production. Using a solid ink printer has 
therefore proven most efficient as it provides better design resolution, is 
less labour intensive and provides a higher manufacturing throughput. 
Solid ink printers function by heating up blocks of wax (considered the 
ink cartridges in these printers) and depositing the molten wax onto 
the paper. The wax components used in this work were Cartridge-Free 
ColorQube inks, compatible with the 8570/8870 Xerox ColorQube printer 
range (Xerox, by Bytes Technology Group, Johannesburg, South Africa). 
The available colours are magenta, yellow, black and blue, which can 
be combined in different ratios to produce any colour required. Once 
printed, the ink cools rapidly, and is then ready for use. Chromatography 
paper (Whatman Chromatography paper no. 1, Merck, Johannesburg, 
South Africa) has been the substrate of choice for creating paper-based 
microfluidic devices.9 These papers are low cost, widely available and 
suitable for most chemical assays.

After the design is printed, it is melted on a hot plate at a temperature 
of 255 °C for 1 min as depicted in Figure 2b. These parameters were 
found to be optimal in a separate study performed by Govindasamy et 
al.29 During melting, the wax layers on the paper surface are melted 
through the cross section or thickness of the paper. The wax barriers 
then serve as hydrophobic walls that guide the movement of fluids 

a cb

Figure 2: (a) Printing of wax device design onto chromatography paper from a computer aided design drawing using a wax printer connected to a computer, 
followed by (b) melting of the wax through the paper using a hot plate at 255 °C. (c) The front and back of the finished device after the melting 
stage. Complete infiltration of the wax through the paper device is observed.
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along the paper. The formation of a dark image on the reverse side of 
the paper indicates efficient melting. Figure 2c shows both the front 
and back of the device after successful wax melting. Once melted, the 
device is cooled down for 30 s and then cut out. 

Three-dimensional paper-based microfluidic designs require effective 
sealing between the layers of paper to ensure that fluid does not 
leak and that there is good contact between the fluidic connections, 
thereby ensuring the overall functionality of the device. Clamping of 
the paper layers can be used to achieve this,26 or alternatively, double-
sided adhesive layers can be used to stick the layers together.16 Lewis 
et al.30 also demonstrated that spray adhesive can efficiently seal 
these devices and ensure good contact between the device layers. 
This technique is simple to use, low-cost and enables high-throughput 
production. This method utilises adhesive layers, with the required 
materials and equipment readily available. Using the paper device 
design as a template, the fluid flow path cut-out (i.e. the sections 
of the paper design not covered with wax) can be designed using a 
computer aided design program as shown by the grey shaded areas 
in Figure 3a. The adhesive layers are manufactured using pressure 
sensitive adhesive sheeting (Flexmount DFM 200 clear V-95 150 Poly 
H-9 V-95 400 H-9, Flexcon, Synchron, Johannesburg, South Africa), 
which is cut according to the specific design on a vinyl cutter plotter 
(Roland CAMM-1 GX-24, Telpro Management, Johannesburg, South 
Africa). The adhesive in the sections for fluid flow is removed using 
tweezers as shown in Figure 3b. The larger individual layer adhesive 
blocks can be cut out using scissors. 

Figure 4 illustrates the application of adhesive layers to the device to 
enable the 3D paper device to be assembled. In the case of the design 
shown in Figure 1, the adhesive is applied onto layers C and A before 
folding. Layer B is first folded onto layer A. A roller is used to apply 
pressure on this fold to ensure the adhesive securely binds these two 
layers together. Next, layer C is folded onto layer B. Pressure is applied 
once again and thereafter the device is ready for use. This ensures 
good sealing between layers B and C, and between layers A and B, 
respectively. The difference in the channel dimensions is negligible 
for lines that are designed to have widths greater than 1 mm. Tests 

carried out showed that lines with a design width of 1 mm resulted 
in printed lines that were 13% wider, while lines with design widths of 
800 µm and 500 µm gave printed lines approximately 25% wider. The 
small difference of the channel dimensions after wax melting enables 
the adhesive cut-outs to align well with the wax designs. The sealing 
effect of the adhesive on the wax devices was found to be problematic 
at times, with small amounts of fluids leaking between layers of the 
device. Different types of adhesives could be explored to optimise the 
sealing between layers. The assembled device is now ready for use.

Signal reactions
The end result of biological/chemical diagnostic tests is dependent 
on sensitive reactions to produce a signal. The reaction that takes 
place requires an analyte of interest (antigen, substrate, etc.) to make 
contact with the complementary detection agent (antibody, enzyme, 
etc.). The presence of the analyte in the sample solution (e.g. blood or 
urine) followed by contact between the analyte and detection agent is 
observed as a user-friendly result output (colorimetric, digital readout, 
etc.). A well-known example is a home-based pregnancy test, which 
relies on a paper-based lateral flow platform12 (Figure 5). 

Although popular, a drawback to lateral flow tests as observed in 
Figure 5, is that reactions are restricted to a single analyte and therefore 
a single result. Paper-based microfluidics employ the same principles 
as lateral flow tests, but can make use of hydrophobic channelling to 
create multiplexed assays.31 This section describes a colour reaction 
for a pH test whereby more than one sample is assayed on the same 
platform (multiplexing) using paper-based microfluidics. 

Laboratory and household materials were selected for use as analytes 
and red cabbage dye was used as the pH detection agent. Red cabbage 
dye contains a natural pH detection compound called anthocyanin, 
which causes a highly acidic analyte (low pH) to turn red, and a basic 
analyte to turn light blue or yellow. 

In preparation for the test, anthocyanin was extracted from red cabbage 
into distilled water. To achieve this, cabbage leaves were finely chopped, 
placed in the extraction solution, and heated in a microwave at a high 
heat setting for 1 min intervals. It is important to cover the solution to 

a b

Figure 3: (a) Computer aided design drawing of adhesive layers used for the assembly and sealing of the layers of the design in Figure 1. The shaded areas 
indicate the fluidic flow pathways and illustrate the adhesive sections that must be removed. (b) The adhesive layer designs are manufactured 
using a vinyl cutter and the sections for fluid flow are removed using tweezers.

a b c d

Figure 4: Example of device assembly using adhesive layers: (a, b) the layers are applied to the wax device and (c) the top protective layer is then removed 
before (d) folding and sealing of the layers of the 3D device.
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prevent evaporation and to stir the solution after each heating interval. 
It was noticed that the solution developed a purple colour after heating 
over a few minutes, while in contrast, the cabbage leaves lost colour. The 
solution was cooled before use.

The next stage involved spotting and drying of the analyte onto 
chromatography paper with wax channelling. Various analytes found in 
a laboratory (e.g. NaOH, HCl) and household materials (e.g. lemon juice 
and vinegar) were dried onto the channelled paper (layer A of the design 
in Figure 1) using a range of drying times (seconds, hours, overnight) 
and methods (air drying, oven drying, heat gun). The analytes were 
then tested for colour reactions using the anthocyanin solution, which 
was introduced at the sample inlet of the paper design (layer C). It was 
established that overnight air drying produced the most brilliant and 
distinct colours at the different pH values.

The analytes were also assayed in the presence of NaCl. The paper-based 
microfluidics platform in this paper also made use of electronics for an 
output and NaCl created the conductive salt bridge for the electronics. 
The analytes were air dried overnight in the presence and absence of 
NaCl. It was found that the range of analytes dried with NaCl did not have 
the expected colour reactions as were observed in the absence of NaCl. 
For this reason, NaCl was dried separately from the analyte in an area of 
the test that would not interfere with the pH reactions. 

The volume of anthocyanin solution was also tested to identify the 
correct amount of solution required for flow through the channels and 
layers of paper. From this step, it was established that 120 µL of solution 
pipetted slowly onto the inlet on the first layer of paper was sufficient for 
the solution to flow through to the last layer and react with the analytes 
of interest to produce a visual result. 

As demonstrated in Figure 6, one can track the path of this paper-
based microfluidic tool, whereby the flow of the anthocyanin solution is 
directed by wax channelling towards three analytes housed in separate 
compartments. Within each compartment, the reagent makes contact 
with different analytes of varying pH, resulting in a range of colour 
reactions. In this demonstration, Milk of Magnesia turned green, alkaline 
solution turned yellow and ammonia turned blue. This is a multiplexing 
tool with a qualitative output that can also be used for more complex 
reactions. A quantitative output can be achieved by means of a printed 
electronics transducer or a handheld reader that converts the result of 
the chemical reaction to a measurable value. It should be noted that a 
higher concentration of colour is observed at the edges of the detection 
zones as opposed to the centre of the detection zones, also known as 
the coffee-ring effect, and is an important consideration in paper-based 
microfluidics as discussed by Deegan et al32.

In summary, each step in testing the reaction on paper has highlighted 
the importance of understanding the nature of the reaction and how it 

will take place under various conditions on a paper-based microfluidic 
platform. This also creates an awareness of the effect of chemically 
altering the paper to manipulate the flow of sample on the paper. It is 
imperative that the optimised reactions on the paper-based microfluidics 
platform produce sensitive, accurate, specific results to meet the needs 
of the target market. 

Sample delivery
Sample introduction to the microfluidic device can be achieved manually 
by using a pipette, or in an automated fashion, for example, via blister 
packs, which provide a simple and effective mechanism for reagent 
storage and release. Blister packs have become increasingly popular in 
microfluidic devices geared towards point-of-care solutions. The limited 
research on blister packs has focused on numerical modelling33 and 
sealing of the blister34. Manufacture of blister pack devices often requires 
specialised materials and equipment, but sample delivery can also be 
undertaken using simple and cost-effective methods, as demonstrated 
here. Sample delivery for the demonstration device was achieved by 
designing and implementing a low cost fabrication method to produce 
re-usable fluidic ‘buttons’ using polydimethylsiloxane (PDMS) to mimic 
the functionality and advantages of blister packs. The ‘button’, which 
was designed and manufactured in-house, allows for easy and low-
cost introduction of fluids for the test. Similar design and manufacturing 
methods have been applied in-house for low-cost microfluidic devices.35 
The ‘button’ was realised by assembling three layers of PDMS sheets: a 
blank top layer, a middle layer with a round opening which functions as a 
reservoir, and a bottom layer with a hole which forms the outlet. 

The properties of the sample fluid, such as viscosity and surface tension, 
can affect the sample volume required for each origami microfluidic 
device. The volume of sample required also depends on the paper 
thickness (and hence its wicking ability), the length and width of the 
fluid flow channels on the device, the size of fluidic connection points, 
and most importantly, the size of the test result signal shapes. As a 
result, the amount of sample required on a paper test is dependent on its 
design. It is therefore recommended that once a device is designed, it 
is tested with fluid in order to gauge the sample volume requirements. 
Ideally, the sample inlet should be designed to contain the total volume 
of sample required to perform the test. This will prevent the need for 
the user to continually re-load sample fluid, while at the same time not 
wasting high volumes of fluid.

To manufacture the ‘button’, PDMS was cast in a mould to form a 
flat sheet with a thickness of 3–5 mm and then cut into blocks of 
15 mm x 15 mm. The reservoir of the middle layer was created using 
a punch with a diameter of 10 mm, which had a volume adequate 
for the 120 µl dye samples for the demonstration device. A 1 mm 
diameter punch was used to create the outlet in the bottom layer. 
The dimension of the outlet hole was suitable to prevent sample 

Legend:

HCG

Anti-HCG antibody

Gold nanoparticle

Antibody-gold conjugate

HCG bound to antibody-gold conjugate

Antibody complementary to HCG

Antibody complementary to anti-HCG

Figure 5: Illustration of a lateral flow pregnancy test. Urine is placed in the sample introduction window onto a sample pad. If the hormone human chorionic 
gonadotropin (HCG) is present in urine, it binds to a complementary anti-HCG antibody which is attached to a gold particle. The HCG-antibody-
gold conjugate flows to meet a second antibody which is complementary to HCG, resulting in the stripe at the test line (T). Antibody-gold 
conjugates that do not bind to HCG flow to a third complementary antibody, resulting in a stripe at the control line (C). A positive pregnancy result 
occurs when both the test and control lines are observed, a negative result occurs when the control line is observed alone.
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leaking out, while a typical finger press ejected a satisfactory sample 
volume onto the wicking paper substrate. The three PDMS blocks 
were then sealed with liquid PDMS or glue to achieve the final 
assembled button device. Reagents can be preloaded into the button 
using a syringe and needle by injecting the fluid into the 1 mm outlet 
hole. The design and manufacturing process of the sample delivery 
buttons is shown in Figure 7.

Electronics
The promise of printed electronics integrated on paper has attracted 
significant international attention. An appropriate commencement 
point for low-cost smart healthcare products in need of considerable 
processing resources is the hybrid approach of combining rigid 
electronic components with printed electronics interconnects. 
A reasonable progression from printed interconnect wiring alone, 
would be the printing of electrodes36 and communication antennas23, to 
printed biorecognition and transducer materials19,21, as well as dielectric 
and semiconductor materials, followed by passive components such 
as resistive heating elements19, and then active devices36, transistor 
circuits and memories, heading eventually to integrating a power 
source20 and display22,36, all potentially contained in a 3D-printed 
mechanical assembly.

The heterogeneous integration approach of having rigid electronic 
components with flexible printed interconnects is appropriate for 
PoC healthcare products. In this approach, standard components 
such as microprocessors, sensor chips and passive components are 
embedded into paper-based circuits, particularly by using surface 
mount components. The interconnect wiring network is generated with 
conductive ink and colloidal nanosilver is by far the most ubiquitous in 
paper electronics. Laboratory devices have been fabricated by direct 
writing with either a syringe or a roller-ball pen filled with nanosilver 
ink36, as well as by spraying conductive ink through a stencil,19 while 
several digital printing technologies are used, most notably screen 
printing21 and inkjet printing23 for small volumes and prototyping, 
and high volume roll-to-roll printing23 for commercial devices. Where 
equipment is not available, manual painting of electronic pathways 
using conductive paint provides an effective solution for rapidly 
developing simple electronics on paper devices. In the demonstration 
examples here, a nanosilver conductive paint was used to hand-draw 
conductive tracks.

A number of electronic components useful for bioanalysis have been 
investigated for integration onto paper-based microfluidic devices. A 
switching element – either a manual button or a chemical reaction 
region – may be utilised to trigger electronic functions and can most 
simply be implemented by two conductive pads or electrodes which 
can be electrically connected in a controlled manner. Components 

such as light emitting diodes (LEDs) may be employed to display the 
result of an analysis. The electronic components used for the examples 
in	this	paper	are	off-the-shelf	surface	mount	LEDs	and	1	kΩ	current	
limiting resistors where required. These are secured into position on 
the paper device using glue, and the nanosilver conductive paint is 
applied to the terminals of the components to complete the circuit.

a b

d

c

Figure 7: Sample delivery ‘button’ design and manufacture: (a) three 
polydimethylsiloxane (PDMS) blocks are layered with a 1 mm 
punched hole as outlet, a 10 mm punched hole as reservoir, 
and a blank cover; (b) assembling the layers with liquid 
PDMS produces a sealed ‘button’ device; (c) preloading the 
‘button’ by injecting a reagent using a syringe and needle 
tip; (d) sample spot delivered onto paper by pressing on the 
‘button’.

Figure 8 illustrates the design and implementation of a simple paper 
electronic manual button function with an LED power indicator. 
A compact CR1220 3V watch battery was used to power the 
electronics, with an additional paper flap included on the paper-based 
device to house the battery. The LED was illuminated when the power 
source made contact and the paper power button was pressed. The 
paper device was designed using a similar principle to the origami 
microfluidic device in Figure 1, and consists of three layers which 
can be folded to produce the assembled device. Referring to the 
design in Figure 8a, at fold 1, the middle layer folds down onto the 
bottom layer. The top layer then folds over onto the middle layer at 
fold 2. The grey lines are printed on the paper as guidelines for hand-
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Figure 6: A demonstration of the reaction following the flow of the cabbage dye in distilled water on the paper-based microfluidic platform: (a) the solution 
is pipetted into the sample introduction shape; (b) layer C of the device is opened to show that the dye flows into the intermediate shapes on layer 
B, resulting in staining of the intermediate shapes; (c) after opening all the layers, one observes the effect of the multiplexing reaction in which the 
dye stains Milk of Magnesia green, alkaline solution yellow and ammonia blue in the test result shapes.
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painting the conductive traces, while the circles indicate where pads 
must be painted. The LED is connected at the oval dashed shape and 
the battery is placed at the circular dashed circle. Figure 8b depicts 
the assembly of the folded device, while the operational device is 
presented in Figure 8c.

When integrating electronics with wax-printed microfluidic paper-
based devices, it is desirable to create circuitry over the wax, but 
without any visible guidelines as to the placement of conductive tracks 
and components. Adhesive sheeting, which is cut according to the 
specific design on a vinyl cutter plotter (Roland CAMM-1 GX-24, Telpro 
Management, Johannesburg, South Africa), can be utilised to create 
a stencil which can be placed on top of the wax layers to serve as 
guidelines for the layout of the electronic circuits.

Figure 9 illustrates the use of a stencil design to assist in the positioning 
of the conductive ink pathways and surface mount components that 
make up the electronics of the device. The device functions in the same 
way, and uses the same basic design as the device in Figure 8. The 
adhesive stencil is stuck lightly over the wax printed device as shown 
in Figure 9a, and the conductive paint can be applied in the open lines 
of the stencil directly onto the wax resulting in the device in Figure 9b. 
Once the conductive paint is dry, the adhesive stencil can easily be 
removed from the wax device as seen in Figure 9c. The electronic 
components can then be secured in the relevant places in the circuit 
and connected with conductive paint to produce the completed device 
in Figure 9d.

Integrated device example
An integrated electronics-supported paper-based microfluidic device with 
a specific application could be developed using the individual components 
as described in the previous sections. In each case, components could 
be developed using simple techniques, requiring little to no specialised 
equipment. In this example, a three-dimensional paper-based device was 
created using wax barriers. Surface mount electronic components and 
a compact watch battery, along with manually applied conductive ink 
tracks were implemented to illuminate an LED once the paper device was 
assembled and all layers made contact. Furthermore, a second LED was 
illuminated to indicate that the test was complete. The collage shown in 
Figure 10 visually summarises the fully assembled and operational device. 

Using the procedures discussed in the origami 3D fluidic network section, 
the three-layer microfluidic device was created. A rectangular sample 
inlet port is on the top layer, and sample fluid passes through four circular 
intermediate fluidic connection points in order to reach the test result 
signal zones on the bottom layer. The positions of the circular connection 
points ensure that sample enters the upper end of each alphabetical 
character in the ‘C-S-I-R’ test result symbol. Sample fluid therefore moves 
towards the lower end of each letter as the test progresses. Once each 
letter zone is completely filled with fluid, the test is deemed complete. The 
microfluidic design was printed on a wax printer and then placed on a 
255 °C hot plate for 1 min, as described in the origami 3D fluidic network 
section. To construct the origami device, layer B was folded onto layer C, 
after which layer A was folded onto layer B. 

Figure 8: Manual manufacture of a simple paper-based electronic device on standard printing paper: (a) layout design of a manual button and LED power 
indicator. The three-layer design houses a battery and LED on the bottom layer, onto which the middle layer is folded (fold 1), followed by the 
folding of the top layer containing the paper button. (b) Device assembly and folding is illustrated, with electronic pathways painted in silver and 
electronic components mounted. (c) The complete functional device is illustrated; the LED illuminates when the paper button is pressed.

a b c

a b c d

Figure 9: Manual manufacture of a simple electronic device integrated on wax-printed paper: (a) adhesive layer stencils are stuck onto the wax printed 
areas; (b) application of the conductive nanosilver paint within the adhesive stencil areas; (c) removal of the stencil; (d) mounting of electronic 
components for the complete device.
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Figure 10: Collage showing the design, manufacturing, assembly and testing steps of the fully operational integrated electronics-enhanced microfluidic 
origami device. Each step encompasses microfluidic, adhesive, electronic and sample delivery components. The design step consists of the 
computer aided designs for the microfluidic paper device design (illustrated in Figure 1), the adhesive layer design (shown in Figure 3), as well 
as the electronic and sample introduction ‘button’ designs. The manufacturing step includes wax printing of the paper-based microfluidic device 
and melting of the wax using a hotplate (shown in Figure 2), vinyl cutting of the adhesive layers, painting of conductive tracks and mounting of 
electronic components such as LEDs and batteries, as well as polydimethylsiloxane casting of layers to create the sample delivery button. The 
assembly and testing step includes depositing reagents onto the paper device and the addition of adhesive layers to the paper device, which can 
then be folded and sealed. A sample can then be introduced to the device using the sample delivery ‘button’ and resulting colour changes and/or 
LED illuminations can be observed when reactions take place on the paper, as illustrated by the integrated paper-based devices.
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The pH-dependent colour change reactions discussed in the signal 
reactions section were used as a model multiplexed chemical test. 
The cabbage dye was introduced via the fluidic button discussed in the 
sample delivery section of this paper, via the inlet port at the top of the 
device. After separation into four fluidic paths in the intermediate layer, 
the sample flowed to the test result section where four individual colour 
change reactions occurred in each of the ‘C-S-I-R’ letters.

To indicate completion of the test to the user, an LED at the dot of 
the ‘I’ lights up once fluid has travelled through the device and along 
the length of the letter ‘I’. A solution of NaCl was dried between the 
sensing electrodes to ensure electrical conductivity. Stencil designs for 
manual application of conductive ink were created as a guideline for 
the positioning of conductive tracks on each device layer, according 
to the methods discussed in the electronics section of this paper. The 
circuit interconnection network was constructed on the inside of the 
folded device, with the electronic components visible on the outside. 
The conductive tracks were painted onto the wax-printed paper-based 
device by hand and surface mount LEDs and resistors were secured 
onto the paper device using glue. Through small pinholes in the paper 
device, conductive paint was applied to ensure contact between the 
electronic components and the conductive tracks on the reverse side 
of the paper device. 

The wax-printed microfluidic paper device with electronic tracks and 
mounted electronic components, as well as an inserted battery, was 
assembled using adhesive layers by means of the approach discussed 
in the origami 3D fluidic network section of this paper. An LED lights up 
to indicate that electrical contact between the layers has been achieved 
and the device is powered. 

To test this device, cabbage dye was loaded into the sample inlet. The 
large inlet zone allows for an excess volume of fluid to be contained in 
the sample inlet, and the user does not have to repeatedly load dye as it is 
drawn into the device. It is also important to ensure that the bottom layer of 
the device (containing the CSIR test signal) is not placed onto a hydrophilic 
surface while a test is being performed. Hydrophilic surfaces may exert 
additional capillary forces and draw the fluid out of the device before it can 
complete the reactions. It is better to keep the device suspended in air in 
order to avoid these effects. However, in the future it may be beneficial to 
use a transparent, hydrophobic backing on such devices. 

Conclusion
The fundamental manufacturing steps for starting out with paper-
based microfluidics and electronics – and the integration of these on a 
single origami device – were expounded in this paper. A demonstration 
electronics-enhanced microfluidic device was developed with emphasis 
on simple manufacturing methods. The demonstration device lends itself 
to educational activities affording insight into paper-based electronics-
enhanced microfluidics. Additionally, the uncomplicated construction 
of these devices enables wide experimentation with paper-based 
microfluidics and electronics in various formal or informal environments. 
The latter facilitates community engagement which, along with market 
research, will help tailor devices towards customer need in low resource 
communities and industry.

Educational activities, such as the 2014 ‘Bring-a-girl-child-to-work 
day’37, in which high-school students were exposed to the paper-based 
device development processes discussed here, cultivates an interest 
in this technology. Stemming from this, innovative ideas and solutions 
are likely to emerge, and can easily and rapidly be prototyped using 
existing infrastructure.

FabLabs,38 with the many people utilising their facilities, offers an 
opportunity to test these devices, from a production, manufacturing as 
well as from a usability perspective. Valuable inputs can be gained for 
further product improvement.

As paper-based electronics-enhanced microfluidic solutions journey 
through the research, development and innovation chain to commercial 
success, dedicated production equipment will become necessary. But as 
the infrastructure required to support a production facility is relatively small, 

a viable model is distributed production, where manufacturing can occur 
geographically close to the target market, tailored to local needs in a way 
that is neither practical nor economical using mass production. In this 
way, paper-based electronics-enhanced microfluidic devices can provide 
support for micro-sized entrepreneurial manufacturing enterprises. 

It is clear that following on from the immediate educational use of 
the developed demonstration tool, there is significant potential for 
paper-based electronics-enhanced microfluidics in sensitive and cost 
effective diagnostic applications in health, agriculture and environmental 
monitoring, particularly for low-resourced areas. 
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The Keurbooms Estuary at Plettenberg Bay lies on a wave-dominated, microtidal coast. It has a dune-topped 
sandy barrier, or barrier dune, almost 4 km long, with a narrow back-barrier lagoon connected to its 
source rivers, the Keurbooms and Bitou. The estuary exits to the sea through this barrier dune, and it is the 
geomorphology and mouth position in relation to floods, which is the subject of this paper. Measurements of 
rainfall, water level, waves and high- and low-tide water lines were used to analyse the mouth variability over 
the years 2006–2012. Two major floods occurred during this time, with the first in November 2007 eroding 
away more than 500 000 m3 of sediment. The new mouth was established at the Lookout Rocks limit – the 
first time since 1915. The second flood occurred in July 2012 and opened up a new mouth about 1 km to 
the north-east; high waves also affected the position of the breach. The mouth has a tendency to migrate 
southwards against the longshore drift, but at any stage this movement can be augmented or reversed. The 
effectiveness of floods in breaching a new mouth through the barrier dune depends on the flood size and the 
nature of the exit channel in the back-barrier lagoon. Other factors such as ocean waves, sea level, vegetative 
state of the dune and duration of the flood are also important and can determine where the breach occurs, 
and if the new mouth will dominate the old mouth. 

Introduction
The Keurbooms Estuary is situated in Plettenberg Bay on the wave-dominated, microtidal south coast of South 
Africa. The southern boundary of the estuary is formed by the Lookout Rocks of the Cape Supergroup, while 
the study area consists of the Holocene tide-dominated sedimentary deposits extending to the bridge where the 
N2 national road crosses the estuary. The situation is depicted in Figure 1.

a b

Figure 1:  (a) The position of Plettenberg Bay on the south coast of South Africa. (b) Plettenberg Bay, showing the 
Keurbooms Estuary, Robberg Peninsula and other sites mentioned in the text. 

The estuary is formed by the confluence of two rivers, namely the Keurbooms River itself, and its tributary the 
Bitou River. The two estuaries combine to form a narrow back-barrier lagoon behind a dune-topped sandy barrier 
which extends almost 4 km – here termed a barrier dune. The tidal inlet or mouth is not anchored in any substrate 
resistant to erosion, and it exits through this barrier dune. It is the variations in the mouth position in response to 
floods and ocean forcing which form the primary subject of this paper. 

Historical records show the mouth situated at various positions along the barrier dune. Storrar1 shows maps 
drawn by JC Frederici in 1789 and Lieutenant W McPherson Rice in 1797 which both depict the mouth positioned 
approximately in the middle of the barrier dune. 

A later map of the region drawn by the Royal Navy Hydrographic Office in 1867 shows the mouth situated at the 
Lookout Rocks. A divisional map of Knysna dated 1890 confirms this position, while the Colonial Surveyor-General 
in 1900 depicted the mouth nearly 1 km north of the Lookout Rocks.

Reddering2 reports that up to 1915, the mouth was at the Lookout Rocks, though it is not clear when it changed 
from the position depicted in 1900. In 1915, a severe flood breached the barrier dune at its northern end; this new 
mouth was big enough to dominate the previously-existing southern mouth which subsequently closed.

Aerial photographs became available in the 1930s and were used to trace further developments. In particular, 
those taken by the Chief Directorate: Surveys and Mapping (Trig Survey) provide a sequence, though not at regular 
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intervals. The first of these aerial photographs dates from 1936 and is 
shown in Figure 2. 

Source: Chief Directorate: Surveys and Mapping.

Figure 2:  An aerial photograph of the Keurbooms Estuary in 1936. 

At the time, the mouth was still situated at the northern end of the barrier 
dune, while a complex system of sandbanks is evident on the estuary 
side. The barrier dune extending southwards had a sparse collection of 
vegetation, while a prominent overwash fan is indicated. Farther south, 
the wide beach/barrier dune seems void of vegetation, with marine 
sediments extending some distance into the back-barrier lagoon. On the 
western side there appears to be a number of channels with zostera-
covered sandbars. 

Fromme3 analysed the mouth migrations using a set of 14 aerial photo-
graphs over a period of 44 years. The first two photographs from 1936 
(Figure 2) and 1942 show the mouth still in the northerly position, while 
all the other 12 photographs located it in the centre of the barrier dune, 
some 2 km north of the Lookout Rocks. The mouth position over the 
19 years from 1961 to 1980 varied over a distance of around 500 m.

Reddering2,4 and Duvenhage and Morant5 concluded that there was a 
general migration of the mouth southwards to the Lookout Rocks. It was 
furthermore proposed that the position of the Keurbooms Estuary mouth 
goes through long-term cycles, starting with a breach of the barrier dune 
in the north.2,4,5 It then slowly migrates south-westward to the Lookout 
Rocks, with temporary reversals of this migration caused by the wave 
climate. The cycle repeats when a major flood breaches the barrier 
dune in the north again. Nonetheless, in the available historical record 
of over 200 years, it was only in 1915 that the mouth was situated in 
the extreme north.

More recently, the barrier dune was vegetated from the Lookout Rocks 
side. It appeared as if this vegetation would inhibit further erosion of 
the barrier dune3, though in 2003, Illenberger6 concluded that the mouth 
would reach the Lookout Rocks in 6–12 years.

In August 2006, a large flood removed about 200 m of the remaining 
barrier dune, in the process destroying a toilet/shower building. A year 
later, in November 2007, a massive flood removed what was left of the 
barrier dune, and a new mouth of the Keurbooms Estuary was formed 
adjacent to the Lookout Rocks. Some infrastructure, including two toilets 
and change-room facilities were destroyed, with rocks on the southern 
boundary of the estuary preventing further damage. 

In July 2012, another flood breached the low barrier dune about 1 km 
north of the Lookout Rocks. The estuary continued to function with two 
mouths, but gradually the mouth at the Lookout Rocks silted up and 
in 2014, the estuary had only one mouth.

This paper details the changes in the geomorphology of the estuary 
mouth region over the last two floods from 2006 to 2012. It is proposed 
that the manner in which the estuary develops is dependent on a number 
of physical processes, and that the changes that are caused by, for 
instance a flood, depend on the developmental stage of the estuary 
at that time.

Keurbooms estuary dynamics
The catchments of the Keurbooms and Bitou Rivers are shown in Figure 3 
and have areas of 859 km2 and 237 km2, respectively.2 The mean annual 
run-off of both catchments was estimated to lie in the range of 70 x 
106 m3 to 160 x 106 m3 by Duvenhage and Morant.5 On the other hand, 
Fromme3 calculated a median discharge of 8.29 x 106 m3 per month 
over a period of 56 years. These values correspond to an average inflow 
between 2.2 m3/s and 5 m3/s, although these values include occasional 
floods, which means that the daily flow from the two rivers is probably 
considerably less.

Figure 3:  Catchment areas of the Keurbooms and Bitou Rivers.2 The 
rainfall stations used in the analysis are shown.

Reddering2 calculated the tidal prism, or volume of water entering and 
exiting the estuary over a tidal cycle, to be 1.8 x 106 m3. This tidal prism 
is relatively large and is probably the reason why the Keurbooms has a 
permanently open inlet.7,8 

A fresh water inflow of 5 m3/s amounts to about 6% of the tidal prism 
volume over half a tidal cycle, though this volume will vary from spring to 
neap tide. These values indicate that it is probable that freshwater plays 
little part in the estuarine dynamics of the back-barrier lagoon, apart 
from the flood events. 

Waves approaching a coastline at an angle will move available sediment 
along the coast in a longshore drift dependent on the wave height, the 
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beach slope and the angle at which the waves approach the beach.9 
With the dominant wave direction from the south/southwest10 it means 
that the average longshore sand transport along the South African south 
coast is predominantly towards the west. 

Potential sand transport calculations made for the Cape Recife/Algoa 
Bay area to the east found total transport volumes varied from around 
100 000 m3/annum to 400 000 m3/annum11, while in the Mossel Bay 
region to the west, values between 320 000 m3/annum and 500 000 m3/
annum were determined12. The actual alongshore sediment transport 
rate is dependent on the availability of sand, but it can be expected that 
similar volumes will occur here.

Martin and Flemming12 report the presence of a massive spit of 
unconsolidated sediment extending out from the end of the Robberg 
peninsula (Figure 1b). While this spit may indicate a deposition zone, 
longer period swell will move sediment in deep water past such capes,13 
so that Robberg should not be seen as a barrier to longshore sediment 
transport. Martin and Flemming12 also found extensive deposits of 
Holocene sediments across Plettenberg Bay.

Plettenberg Bay conforms to a log-spiral or half-heart bay shape, with a 
resistant headland – the Robberg Peninsula – and a gently curving bay 
behind it. Wave energy can be expected to increase progressing around 
the bay away from the protection of Robberg until at the farther end 
where it is open to the Southern Ocean. The shape and characteristics 
of the beaches can also be expected to reflect these changes and 
Flemming14 reports fine sand in the shelter of such a headland and 
coarser sand in the more exposed areas. This distribution conforms to 
the sand distribution found by Fromme3. The longshore drift of sand is 
therefore in a north/northeasterly direction in Plettenberg Bay.

As discussed, the migration of the Keurbooms Estuary mouth appears 
to be in a southward direction, i.e. counter to the longshore drift. This 
migration is a comparatively rare situation4, with the tidal passing of the 
sand being over-efficient9.

The manner in which sand progresses past the Keurbooms Estuary 
mouth has been discussed by Reddering4, while Fitzgerald et al.15 
describe nine different bypassing models, although these are more 
specific to ebb-tidal systems. The processes occurring in the mouth are 
complex, with separate flood and ebb channels being formed, flood and 
ebb tidal deltas developing and being shaped by wave action, while at 
the same time the longshore drift continuously adds to a longshore drift 
delta extending northwards from the southern side of the mouth.

It is apparent in all these scenarios that the final movement of sand 
across the mouth of the estuary occurs as an event, where breaching 
occurs of a spit or of the longshore drift delta, allowing the ebb channel 
in particular a more direct route to the sea. The cut-off section of the 
longshore drift delta is left on the northern side of the mouth and 
melds onto the ebb-tidal delta, with the sand continuing onwards in the 
longshore drift.

High waves are also important in their direct effect on the estuary, 
causing a wave set up of the background sea level.16 Over periods of 
days, coastal trapped waves can affect sea level by more than 0.5 m,17 
while the peak of a spring tide will add to background sea level.  
Zhang et al.18 documented such an event where the sea level in the 
Gamtoos Estuary was increased by about 1.15 m, resulting in large 
scale inundation.

High waves and elevated sea level conditions can result in overwash 
of the barrier dune, where waves are large enough to go right over the 
dune and into the back-barrier lagoon beyond. These waves can erode a 
channel through the aeolian dune ridge and spill the sand into the lagoon 
in the form of a lobate washover fan. Reddering2 estimated that between 
1915 and 1942, a total of 325 000 m3 of sand entered the southern part 
of the back barrier lagoon by barrier overwash. 

Almost all South African estuaries have a subtidal sandy barrier that 
extends across the seaward section of the mouth.8 This barrier is a 
wave-built sand ridge, distorting the tidal signal that enters the estuary. 
In particular, the tidal amplitude within the estuary is decreased relative 

to the adjacent ocean, and in most estuaries, there is also a tidal lag as 
well as an asymmetric tidal signal, with a shorter flood tide and a longer 
ebb tide. To enable the same volume of water to flow out on the ebb 
as flowed in on the flood means that ebb currents are generally slower 
than flood currents.19

Sand is moved in and out of the estuary by these currents. Bedload 
transport is roughly proportional to the cube of the shear velocity, and it 
means that small increases in current speed lead to marked increases in 
sediment transport.20 With increasing shear, the sand starts bouncing, 
or saltating, along the bed, finally being put into suspension and carried 
in the body of the fluid.

The tidal asymmetry means that more sand is carried into the estuary 
on the flood tide than is taken out again on the subsequent ebb tide. This 
sediment transport is enhanced by waves, and it means that there is a 
net ingress of sand into the estuary. Moreover, current speeds increase 
in the narrow mouth, and once clear, the speeds decrease again and 
sediment in suspension settles. The settling velocity is dependent on 
the sand grain size, and flow which is slowing down will carry finer 
grains further: This process leads to a natural sorting where finer sands 
are found higher up in estuaries and such sand forms complex flood 
tidal deltas within the estuary. Correspondingly, ebb currents also speed 
up in the narrow mouth and then deposit their sediments when they 
slow down after exiting into the adjacent sea. In a high wave energy 
environment such ebb-tidal deltas are poorly developed.21

Data
The aim of the analysis is to investigate changes in the geomorphology of 
the Keurbooms Estuary, in particular during flood events. For this, rainfall 
data as well as water levels in the sea and estuary, wave heights in the 
ocean and estuarine morphology are available. Details are given below.

Rainfall and floods
Rainfall data from various stations surrounding the Keurbooms and Bitou 
rivers were obtained from the South African Weather Services (SAWS) for 
the period 1990–2013. Daily rainfall was measured at 08:00, although at 
all stations there were days when no measurements were taken. 

Stations were selected on the basis of being relevant to the two river 
catchments, i.e. they needed to be close enough, and positioned on 
the southern side of the Tsitsikamma Mountain range. On this basis, 
the six stations shown in Figure 3 were selected to represent rainfall in 
the catchments. Mean values for every day over all six stations were 
calculated, the advantage being that missing values from any one station 
would not impact too greatly on the final value.

Water levels and waves
Sea level is measured by the South African Naval Hydrographer at Mossel 
Bay (Figure 1a) relative to Chart Datum, now defined as the Lowest 
Astronomical Tide. Land Levelling Datum is often referred to as mean 
sea level (msl) by surveyors, and for this analysis a value of 0.933 m 
was subtracted from the measured values to obtain mean sea level.

The site of the Department of Water Affairs (DWA) water level recorder is 
at the N2 bridge over the Keurbooms Estuary (Figure 1b). Hourly values 
are given in metres, although the actual values have not been adjusted 
to chart datum. Lack of adjustment means there was no opportunity to 
make a direct comparison with the sea level measurements.

It proved difficult to obtain detailed wave data for use in this analysis. As 
such, wave estimates from voluntary observing ships (VOS) data were 
obtained from the South African Data Centre for Oceanography (SADCO). 
The observers on such ships can be assumed to estimate the significant 
wave height, and thus their reports can be taken to represent waves and 
swell in the representative areas; only swell height is considered, with no 
consideration of wave direction.

The area from which VOS wave data was used extends from 34°S 
to 36°S, and 22°E to 25°E. It was found that the distribution of data 
varied considerably, and a number of days did not have any data at 
all. Nonetheless, only the relative changes in wave heights were used 
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here, and when there was data, significant changes in wave height 
could be ascertained. 

Global Positioning System surveys and imagery
Global Positioning System (GPS) surveys were carried out when possible 
and represent a rough measure of the morphology of the Keurbooms 
Estuary at that time. They were executed by running/walking along the 
water’s edge on the beaches and in the estuaries while marking out the 
route with a GPS; waypoints were taken at suitable locations. In general, 
the distances covered along the water’s edge varied between about  
3 km and 10 km, and could be completed in about 1–1.5 h. Both the low 
tide and high tide surveys were started on the ocean side of the estuary 
at about the predicted low and high water times. With the known lag 
of 1–2 h in the estuary,2 it meant that the surveys in the estuary were 
finished during the corresponding estuarine low and high water levels. 

Where possible, the surveys were done at low and high tides, and more 
specifically at spring low and high tides. These two surveys could then 
give some indication of the intertidal sediment distribution.

There is a certain amount of subjectivity involved in this process, 
particularly on the beach face, because the waves present at the time 
would have influenced the assessment of what constitutes the water’s 
edge. Nonetheless, the technique gives a good representation of the 
estuary’s sedimentary morphology, primarily because the changes 
recorded have been massive and small deviations do not affect the 
conclusions in any substantial manner.

The surveys up to and including July 2009 were undertaken using a 
Garmin 12 GPS (Garmin International, Kansas City, KS, USA). This 
instrument did not record positions continuously, and waypoints had 
to be taken at selected positions. From December 2009, a Garmin  
60CSx GPS was (Garmin International) used, and was set to record 
positions every 3 s on the way around the water’s edge, while some 
additional waypoints were still taken.

It proved difficult at times to include surveys on the northern side of the 
barrier dune as this involved getting across the mouth. At times, when 
high tide surveys could not be completed, estimates were made of the 
high water positions from the location of wrack and small scarps on 
the beach.

The accuracy of the GPS instruments is given as better than 10 m. Fixed 
reference points (shower, pumphouse, rock) were marked as waypoints 
for each of the surveys, and all GPS measurements on that day were 
then referred to this position. Conversion scales for latitude and longitude 
were obtained from 1:50 000 South African Naval Hydrographer (SAN) 
charts and programs were written to plot the results onto scale maps of 
1 cm:100 m. These were transferred into Coreldraw, where the various 
features could be depicted. Google Earth maps on the same scale 
were used to include all the adjacent features such as roads, buildings 
and bush, while Google Earth images taken on 07 August 2005,  
10 November 2010, 20 August 2011 and 30 August 2013 were also 
used to add to the survey results.

Results
Daily rainfall over the years 2006–2012 is shown in Figure 4. Intense 
rainfall events of more than 100 mm over 3 or 4 days are circled. 
Figure 5 shows the corresponding water levels at the N2 gauge in the 
Keurbooms Estuary. A standard symmetrical cosine–Lanczos filter with 
97 weights and a quarter power point at 0.035 cph was used to filter 
these measurements, thereby effectively eliminating periods shorter 
than about 30 h, and in particular removing the tidal signals.

The correspondence between the intense rainfall events and the elevated 
water levels in the Keurbooms Estuary are clearly evident. In particular, 
the floods of 2006, 2007 and 2012 appear prominently, with the major 
flood of 2007 actually breaking the recording gauge. Nonetheless, there 
are a number of smaller events which stand out as potentially significant.

The flood of 2007
As indicated, the flood of August 2006, took away about 200 m of the 
barrier dune at the back of Lookout Beach, including dense bush and 
dune vegetation. After this flood, the normal estuarine sedimentary 
processes continued, and the general geomorphology for October 2007 
is depicted in Figure 6. This figure also shows the positions of various 
sites mentioned in the text.

Figure 4:  Daily rainfall from 2006 to 2012. Intense rainfall events of more 
than 100 mm over 3 or 4 days are circled. 

Figure 5:  Filtered water levels measured at the Department of Water 
Affairs N2 water level recorder from 2006 to 2012. 
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Flows at a corner have slower currents on the inner boundary leading to 
deposition of sediment, while maximum currents on the outer boundary 
lead to erosion and possible scour holes.22 The spit S formed such an 
inner boundary for both the flood tidal flow turning north-eastwards and 
the ebb tidal flow turning to exit through the mouth, and consequently 
accreted, extending south-westwards. Wave accretion also took place at 
the inlet beach face, because accretion is the only process that deposits 
sand above the water level4.

On the other hand, the outer boundary eroded very slowly, as it consisted 
of consolidated fluviogenic mud and sand that had been subjected to 
extensive bioturbation. This outer boundary would have originated from 
the depositions over the years, from when the barrier dune was breached 
in the northeast in about 1915.2

At the mouth of the estuary, the longshore drift had formed an extensive 
longshore drift delta, with a low tide runnel in front of Lookout beach. 
This meant that a very convoluted channel served as the exit to the sea, 
particularly at the end of the ebb tide outflow.

The flood waters in November 2007, were too great to be constrained by 
the narrow, convoluted ebb channel and flowed directly out to sea, in the 
process removing the last bit of the barrier dune forming Lookout Beach. 
The Cape Supergroup rocks at the southwestern boundary of the estuary 
were exposed and were the primary reason that the estuary could not 
erode this bank any further. 

Cooper23 found that in such tide-dominated estuaries, floods typically 
erode accumulated sediment and deposit some of it as an ephemeral 
delta. This is what happened here, and Figure 6 shows that in December 

Figure 6:  Sediment structure maps in the Keurbooms Estuary on the given dates. The legend gives the structures depicted, while the October 2007 map 
identifies sites mentioned in the text. The arrow depicts the main floodwater flow.
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Figure 7:  Sediment structures in the Keurbooms Estuary on the given dates. The arrows on the barrier dune indicate washover points.
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a new subtidal barrier dune had formed with its tip some 400–500 m 
seawards of the previous position.

The area of sand forming the Lookout barrier dune and longshore drift 
delta was some 15.3 ha. In places amongst the dune vegetation, the 
dune was more than 6 m high, so the volume of sand removed in the 
flood was probably in excess of 500 000 m3. This sand excludes any 
of the sand which formed the spit S, as some of that would have been 
washed out to form the new subtidal barrier dune.

Estuary development up to October 2011
After the massive flood in November 2007, Figure 7 shows the changes 
over the next 4 years. It is expected in such tide-dominated estuaries 
that reworking of the barrier dune by wave action should move it back 
more or less to its previous orientation within a relatively short period,23 
and this movement is evident by July 2008. It had also accumulated 
subaerial sand. 

The owner of Milkwood Manor surrounded the guesthouse/restaurant 
with a structure of rocks, limiting further damage. However, the beach 
section to The Deck and the base of the Lookout Rocks was no longer 
protected from ocean waves and suffered severe erosion. In particular, 
a large part of the car park was removed and the toilet/shower facilities 
collapsed into the sea.

By December 2008, the ebb flow had continued eroding the consolidated 
muddy western boundary, while much of the shallow sandbank in front 
of Poortjies had been removed. Of particular interest are the changes to 
the barrier dune in that a new channel had developed about 200 m to the 
northeast of the main mouth channel. Moreover, the section of barrier 
dune shown was submerged at high tide, and even though the water 
levels at the time of measurement were some 200 mm higher than in 
July, the indications are that additional erosion had occurred; there were 
also several washover points further north.

Inspection of rainfall records in Figure 4 shows that a total of 109.7 mm 
of rain fell over the 4 days 11–14 November 2008, but there was only 
a small corresponding peak in the DWA water level record in Figure 5. 
Similarly, the 59 mm of rain that fell on 7 and 8 October also only caused 
a minor increase in water level.

The reasons for the changes can then probably be found in Figure 8. 
The VOS data showed that very high wave conditions occurred around 
1 September, with wave heights greater than 8 m. At the time there was 
also considerable damage reported from other coastal areas along the 
south coast. Such storm waves would have eroded the barrier dune, 
with extensive washover areas occurring. One such washover was 
probably sufficiently large to form a channel, and once formed, water 
would have selectively exited along this channel. Moreover, the waves 
penetrating over the barrier dune would have been responsible for the 
erosion of the sand delta at Poortjies.
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Figure 8:  Daily significant wave heights from voluntary observing ships 
data for 2008. The dots indicate the values of wave height, 
joined by the thin line. There are numerous days when there 
were no data. 

In July 2009, both the new secondary mouth and the Lookout Rocks 
mouth were operating, although the latter was substantially deeper. Note 
that the high tide survey did not extend to the barrier dune, although there 
was a small area exposed on the separate island, and the north-eastern 
barrier dune was also exposed some distance south-westward.

The input of sediment into the system was very apparent at the 
Lookout Rocks mouth, and a beach had built up between The Deck and 
Milkwood Manor, even at high tide. At Milkwood Manor, the sand at low 
tide extended well away from the protective ring of rocks. An ebb-tidal/
longshore drift delta was evident to the east of the mouth.

By December 2009, some closing up of the secondary mouth had 
occurred, but substantial flows were still using this channel. Moreover, 
erosion of the west bank of the estuary had continued, with the low 
tide backwater also reduced in area. Erosion of the sandbanks to the 
north of The Deck had again occurred, and there was no beach available 
at high tide.

A low tide survey a year later in December 2010 (not shown here) 
confirmed that the secondary mouth had closed up and it is not evident 
at all in July 2011. Substantial changes had occurred in the flow patterns, 
with a large low tide sandbank extending out from the western bank 
at the toilet/changeroom reference point. As happened after the 2006 
flood, the barrier dune had extended westward at its southern end as a 
result of being on the inner boundary of the flow, while more erosion had 
occurred at the western bank in the vicinity of the remnant backwater. 
This erosion led to increasingly convoluted flows. Extensive overwash 
fans were evident on the barrier dune, while clumps of dune bush had 
also become established in the north-east. Dune pioneers were also 
evident over much of the rest of the barrier dune exposed at high tide.

It should be noted that there were several minor floods in 2011  
(Figure 5), which caused an appreciable increase in the water level at 
the N2 bridge – up to 1.5 m. However, it is apparent that the convoluted 
exit channel could cope with the additional flow, and there were no 
significant changes in the estuary’s morphology.

The processes continued until October 2011. The sandbank extending 
from the toilet/changeroom reference on the western bank maintained 
its position, while the sandbank on the eastern side of the mouth 
channel continued accreting. However, of concern was the erosion of 
the western bank occurring in the Poortjies area, where even at low 
tide, in some places there was no beach in front of the bushes. Slow 
erosion continued on the western bank, but with the consolidated mud 
and vegetation resisting the continual flow. 

The flood of July 2012
The next appreciable flood to cause major changes in the Keurbooms 
Estuary occurred over the four days 12–15 July 2012, when 176.6 mm 
of rain was recorded (Figure 4). The amount of rain is not much more 
than the 144.7 mm which fell over 6–8 May 2011; however, the water 
level at the N2 bridge increased by about 2.5 m, and this rise had a 
markedly different effect on the estuary. 

The rainfall, sea level at Mossel Bay, as well as the water level at the N2 
gauge are depicted in Figure 9, starting on 12 July and ending eight days 
later when conditions had returned to normal. In addition, Figure 10 shows 
that high wave conditions were experienced at the time, with peak wave 
heights close to 8 m being reported. Inspection of Figure 7 shows that 
in July and October 2011, overwash points were observed on the barrier 
dune south of the more heavily vegetated section. These points were 
evident, both from a lowered dune profile where waves had penetrated 
over the dune, and the washover fans where sand had subsequently 
been deposited in the estuary. These points were particularly vulnerable 
to breaching by the floodwaters and Figure 9 shows that the water level 
in the estuary rose rapidly from about midday on 14 July in response to 
the continuing rain from 12 July onwards. Such a damming up of water 
behind the barrier dune would have been caused by the convoluted exit 
channel past Poortjies being too small and obstructive to accommodate 
the volume of water flowing into the estuary.
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Figure 9:  Hourly sea level data from Mossel Bay (light line), hourly water 
level data from the N2 gauge (dark line), and daily rainfall 
records (dotted line). The time at which the photo in Figure 11 
was taken is shown. 
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Figure 10:  Daily significant wave heights from voluntary observing ships 
data for 2012. 

The neap tide on 12 July and the ebb tide early on 14 July allowed more 
water to flow out thereby checking the rising water levels for a short 
time. The following flood tide served to limit this outflow, and the water 
level in the estuary rose rapidly. The high waves at the time would also 
have caused a wave set up thereby further blocking up the water in 
the estuary. 

The flood water level reached its maximum and then from about 5pm on 
14 July there was a rapid decrease. The reason for this decrease can be 
seen in the photograph in Figure 11, taken just after the peak water level 
had been reached (Figure 9). 

It is apparent that a combination of the high water levels in the estuary, as 
well as probable overwashing from the high sea waves caused a breach 
in the barrier dune at the position indicated. This was an old overwash 
position observed in both July and October. 

Figure 11:  Photo taken at the time of the breach of the barrier dune (see 
Figure 9). The photo was taken from the square on Sydney Street 
depicted in Figure 7, October 2011. 

At the same time, the mass of water going over the southern part of 
the barrier dune and flowing directly to a position just northwest of 
Milkwood Manor can be seen. Here the rocks deflected the water to the 

mouth. The floodwaters washed out numerous items from the estuary, 
included the boat shown in Figure 11.

Once the breach had been made, the dammed up waters started flowing 
out rapidly, leading to the abrupt drop in water levels. The new channel 
provided a much shorter and more direct exit to the sea and once started, 
would have been quickly scoured out further. Figure 9 shows that it was 
still raining hard at the time, and in fact, 15 July recorded a higher rainfall 
than 14 July. Nonetheless, the new channel could accommodate the 
additional flow and was being widened and deepened in the process. The 
water level continued falling, though the rate of decrease slowed down 
until late on 15 July when it had dropped some 2 m from its peak level. 
Then there was a slight increase again, possibly when floodwaters from 
another tributary reached the estuary, and thereafter the decrease in 
water level continued. It was only on 17 July that tidal fluctuations again 
reached the gauge, and on 19 July, the situation had returned to normal.

The surveys carried out on 17, 18 and 19 July are depicted in Figure 12 
and show the new estuary configuration. The new mouth was situated 
about 1 km from the Lookout Rocks and was accommodating a 
substantial volume of the tidal exchanges. The remaining barrier dune 
was still intact, but was now an island between the two mouths. The 
sand delta extending from the reference point on the western bank of the 
estuary was still largely intact. Most of the floodwaters exited through the 
new mouth and thus did not pass and erode this delta. 

Figure 12:  Keurbooms Estuary sediment structures after the breach of the 
new mouth in the northeast. Ebb current flows are indicated. 

At this stage it was not clear which mouth would dominate. However, 
a survey in December 2012 revealed that substantial sandbanks had 
developed off the Lookout Rocks, extending across the old mouth. A 
survey in February 2013 showed that a low tide sandbank extended right 
across the mouth, and it was clear that this mouth would soon be closed 
completely. The closing happened by the time of a survey in July 2013.

Discussion and conclusion
This analysis followed the geomorphological changes in the Keurbooms 
Estuary over a period during which two substantial flood events occurred. 
The results confirm earlier conclusions4,5 on the sedimentation patterns 
in the estuary mouth area, in particular the substantial longshore drift 
and the development of flood-tidal and longshore drift deltas, and 
smaller ebb-tidal deltas. As already discussed, the southwards migration 
tendency of the mouth is effected when the longshore drift delta extends 
too far northwards and is then breached by the ebb-tidal flow to provide 
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a more direct channel to the sea. The slug of sand at the end of the delta 
has then bypassed the mouth15 and continues northward, with wave 
swash coalescing it onto the beach face.

However, the long barrier dune as well as the associated narrow 
back-barrier lagoon give the Keurbooms Estuary unique characteristics, 
and the manner in which waves and floods impact on the estuarine 
morphology also depends on the back-barrier channels. Thus the 
development of a south-west trending spit on the northern barrier dune 
forces the main channel westwards and southwards, in the process 
eroding the estuary banks and causing a more convoluted exit channel. 
This development is clearly evident in the sequence shown in Figure 7.

The impact of a flood will depend on the volume of floodwaters, as well 
as the resistance to flow of the convoluted backwater channel. Figures 4 
and 5 show that there were at least two reasonable floods in 2011 which 
caused the water levels at the N2 gauge to rise around 1.5 m, however, 
there appeared to be little impact on the estuary. The flood of July 2012 
raised the N2 gauge water level by about 2.5 m, and the impact on the 
estuary was massive. As already described, this impact was probably 
because the back channels had become more convoluted and the flood 
waters breached the barrier dune to find a more direct route to the sea. 
The high waves and overwash fan assisted in finding a suitable point to 
breach the barrier dune.

The convoluted back-barrier channel was also evident before the 2007 
flood, although the volume of floodwaters at that time ensured that a 
new direct exit channel would be formed. This channel encompassed an 
extensive area of the southern part of the estuary.

If a new mouth is breached through the barrier dune, there is no 
guarantee that it will become dominant: this depends to a large measure 
on the duration of flow after breaching. The volume of water which exits 
will determine how well the new mouth is scoured, and whether it will 
then allow an easier route than the old mouth for tidal flows after the 
floodwaters have abated. 

It appears that extreme wave events, such as those of September 2008, 
can also cause breaching of the barrier dune. The channel evident in 
December 2008 (Figure 7) remained operative for more than a year 
before it was eventually closed when the northward extending longshore 
delta became too long.

The effect of increasing vegetation on the barrier dune will also determine 
whether a breach can occur. Such vegetation will trap increasing 
amounts of wind-blown sand, causing the dune to grow both vertically 
and horizontally, making it more of a barrier to breaching.

Considering all these factors, it is clear that no definite predictions can 
be made about the effect of a flood, or indeed if and where breaching 
will occur. The available historical record from 1789 appears to show 
that the mouth was situated in the middle or southern sections of its 
range for most of the time, and that the breach in the north in 1915 
was an unusual occurrence. Nonetheless, there is a tendency for the 
mouth to migrate southwards, although at any stage, breaching of the 
barrier dune could again occur at any other position. It all depends on 
the conditions at the time.
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South Africa is experiencing a steep rise in postgraduate candidature and a backlog in research training 
and supervision. Co-supervision is a means to address such challenges. This study investigated how co-
supervision could effectively and efficiently be implemented within a Faculty of Health Sciences. Supervisors 
and postgraduates brainstormed co-supervisory practice to identify: (1) the reasons for co-supervision, (2) 
what co-supervisors should discuss to facilitate their interactions and (3) how best to initiate the novice 
supervisor into supervisory practice. Co-supervisors are formally appointed for different reasons and all 
co-supervisory activities should be directed towards meeting the purpose of that appointment. Points to 
consider in facilitating a co-supervisor memorandum of understanding and novice supervisor training were 
discussed. Our findings provide suggestions to develop accountable co-supervisory practices, enhance 
novice supervisor training and to design discipline-specific best practice policy at institutional level to enable 
a common understanding of co-supervisory roles and responsibilities. Threats to effective co-supervision 
identified were the implications of co-supervision in staff promotion, inequitable workload recognition and 
no official acknowledgement of informal supervisory activities. Unless these issues are addressed, the 
full potential of co-supervision will remain unrealised. Supervision pedagogy and research teaching is a 
sophisticated skill worthy of professionalisation.

Introduction
South African academic institutions are struggling to rapidly establish a knowledgeable, qualified supervisory 
cohort to efficiently and effectively cope with the influx of expected postgraduates. Diminishing supervisory 
skills consequent to the ageing, experienced supervisory cohort have been well discussed1 The growing need 
for supervisors, together with the desire for cross-disciplinary research to maximise innovation for future socio-
economic benefits,2 means that co-supervision will become the norm as opposed to the traditional apprentice-
type supervision1 to best address the proposed increase in research graduates as per the National Development 
Plan (NDP): Vision for 20303 and the Health Professionals Council of South Africa's (HPCSA)4 recent policy. 
Co-supervision, whether cross-disciplinary or to augment core supervision, brings with it realities which 
could impact on the smooth functioning of the process. Differences in inter-supervisory expectations, varying 
departmental norms of how supervision is undertaken, divergent understandings of supervisory tasks and, to tap 
into the potential supervisory capacity of doctoral graduates outside of tertiary educational institutes, an entire 
neophyte cohort with no supervisory experience at all could give rise to any number of inconsistent approaches. 
Although the Higher Education Qualifications Framework requirements for doctoral degree candidates include: 
‘A graduate must be able to supervise and evaluate the research of others in the area of specialisation concerned’5, 
in reality, a newly qualified PhD or master’s graduate would find their first process of supervision daunting unless 
supported by an experienced co-supervisor and mentor. 

South African understanding of co-supervision
We investigated how co-supervision could effectively and efficiently be implemented within the Faculty of Health 
Sciences at the University of the Witwatersrand (Wits). Co-supervision (also called joint or dual supervision) is 
used to support 33–70% of all South African PhD candidates1 and can take various forms. On the one hand, a 
co-supervisor forms part of a formally appointed committee or panel where one postgraduate is supervised by 
between three and five qualified academics (commonly referred to as the American system). The committee 
members are selected on the basis of their expertise within the research field being investigated. The size of the 
supervisory contribution will depend on the portion of the research project which falls within the scope of each 
particular committee member. A principal or main supervisor, considered to be the head of the supervisory team, 
is charged with directing the research project and takes overall responsibility for the postgraduate. On the other 
hand, the more common approach is to use two formally appointed academic co-supervisors to take responsibility 
for the educational path of the postgraduate. At Wits, the roles of the supervisor and co-supervisor are described 
in the Senate Standing Orders on Higher Degrees as follows: 

The Supervisor’ is the person who is principally responsible for the supervision of the 
student and is responsible for 50% or more of the supervision. ‘The Co-supervisor’ is 
the person who is responsible for more than 10% and 50% or less of the supervision of 
the student.6 

In reality, this hierarchy and task allocation is not always followed. Obviously, there may be more than one ‘co-supervisor’ 
with percentage supervision assigned to each accordingly. 

At the Faculty of Health Sciences at Wits, co-supervision is voluntary and not enforced as encountered elsewhere.7 
Co-supervisors are usually formally appointed at the research proposal stage or less frequently at another stage along 
the research process when it is clear that additional expertise is required. The initiative to appoint a co-supervisor 
is usually done by the primary supervisor and follows standard university procedures, although elsewhere, doctoral 
students themselves initiate the process.8 
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Apart from the formal co-supervisory structures, informal supervision 
of postgraduates also occurs, with differing degrees of support roles 
and institutional recognition. Informal supervision was found to 
supplement the formal supervisory arrangement for the majority of PhD 
students studied by Ives and Rowley9 who concluded that such informal 
supervision served as a way of meeting all the students’ research 
needs. Wingfield10, on the other hand, suggested that informal co-
supervision serves as a way to supplement the supervisors’ needs by 
using the co-supervision potential (official or otherwise) of co-workers, 
postdoctoral students and senior postgraduate students to assist in 
the training of other postgraduates. In this way, Wingfield believed, 
academics are able to supervise more students than the potential ideal 
maximum of three postgraduate students per year.10 Finally, the University 
of Edinburgh endorses the importance of informal supervisors. Their 
‘Code of Practice for Supervisors and Research Students’11 reads: 

In many research programmes other staff members 
will be involved in an informal advisory capacity, 
especially if specialised equipment is to be used. 
It is the duty of the principal supervisor to ensure 
that these informal advisors are prepared both to 
undertake this work and to take responsibility for 
matters of instruction and safety. 

The informal supervisor carries no obligations to meet deadlines or 
responsibilities for completing the research, might be acknowledged by 
the student for contributing to the completion of the degree, is seldom 
credited for the success of the student and never receives recognition 
from either the Faculty or Postgraduate Office for their inputs made to 
the work. 

It can be seen from the above that co-supervision can take many forms 
and is subject to diverse regulatory practices. However, there is no 
working description as to what co-supervision encompasses or the 
range of activities within which such supervision could be organised, 
in the South African context or elsewhere. Furthermore, while the 
transference of research and related skills is core to supervision, 
anecdotally, South African supervisors appear to undertake far more 
administrative and procedural responsibilities than their counterparts 
elsewhere. Co-supervision is poorly covered in the literature12,13 and 
is usually dealt with in general studies of supervisory practices. In 
many cases, reference to co-supervision is peppered with conflicting 
phrases such as ‘co-supervision [is] believed to bring great benefit to 
both students and supervisors’14 and ‘the idea of co-supervision tends 
to present more problems and challenges than solutions in graduate 
research supervision’15 with little to support either assertion16,17. For 
this reason, there is much need to explore both the supervisor and 
postgraduate experience of co-supervision to unpack and clarify co-
supervision roles.7,18 

Our initiative was therefore to ‘get smarter’ about co-supervision and 
investigate how this practice could be more effectively and efficiently 
implemented, given the steep rise in postgraduate candidature and 
the ill-equipped potential supervisor cohort. Our point of departure 
was that if there is no overall scheme of co-supervisory activities, 
there will be a lack of skills transfer and diffusion of responsibility, 
giving rise to problematic situations such as conflicting advice, lack of 
documentation, imbalance of workload, duplication of activities and at 
worst, no supervision at all.13,19 

Methodology
Permission was granted by the Human Research Ethics Committee 
(Medical) of the University of the Witwatersrand (ethics clearance 
certificate M130120) to undertake this study. Two Supervisor Support 
Group focus groups were organised during February and April 2012 
and co-supervision brainstormed, from both the co-supervisors and 
postgraduate perspective. (The Supervisor Support Group was started 
in the Wits Faculty of Health Sciences in 2007 to provide an informal 
forum for experienced and novice supervisors to exchange ideas, listen 
to presentations by guest speakers, discuss university higher degree 
policies and share interesting publications and news items. At the time 

of writing, there were about 160 participants from mainly the Health 
Sciences, with others from the rest of campus also joining the meetings). 

Approximately 60 people attended the meetings and contributed to 
discussions. There was further email input from those who could 
not attend on the days or from those who chose to give a private 
contribution. Three topics were central to our thinking: (1) identifying 
the reasons for co-supervision within the Faculty of Health Sciences, 
(2) ascertaining what discussion points could form a ‘memorandum of 
understanding’ between co-supervisors and (3) identifying how best to 
initiate the novice supervisor into supervisory practice. From each topic, 
thrusts were developed to formulate questions and stimulate discussion 
around what the group identified as desired key outcomes of each 
activity, paths whereby the outcomes could be addressed and finally 
bridges and barriers within the system which could hamper or help co-
supervisory practice. Crucial to our brainstorming was an understanding 
of best practice procedures for co-supervision and contextualisation of 
such best practice within the Faculty of Health Sciences. Extensive notes 
were taken by both authors during the debates and written contributions 
were scrutinised. Responses to targeted questions were listed and 
themes which emerged from the debates identified. Draft documents 
were circulated to Supervisor Support Group members, participating 
postgraduates, others who had contributed their thoughts as well as 
heads of schools and the deanery for comment. The extensive literature 
on supervisor practice was consulted to further develop our thoughts 
on co-supervision and how this practice could be enhanced within an 
academic environment. 

Results and discussion
The guidelines that arose from these activities were grouped according to 
our three discussion topics. Suggestions on co-supervisory ‘best practice’ 
and novice supervisor mentoring are given in Boxes 1 and 2, respectively.

Circumstances under which formal co-supervision is 
considered 
Co-supervision is usually considered at various stages of the supervisory 
process, commonly (1) during research protocol or proposal preparation 
and (2) during the course of the research project prior to examination. 
Appointment of a co-supervisor post-examination does occur and 
addresses an important gap in the progress of some candidates to 
gra duation. Eleven circumstances relating to co-supervision were en-
countered in the Faculty of Health Sciences:

1. Expert advice which can include specialist subject knowledge, 
administrative, bureaucratic or procedural knowhow. This reason 
is the most frequent given for co-supervision.12,13,16,19,20 

2. Load sharing by division of labour is also a commonly cited reason 
for co-supervision.7,19 A recent publication21 linking academic staff 
burnout to rising numbers of postgraduates predicts an associated 
escalation in co-supervision. 

3. Local vs distant (or guardian) co-supervision7,22 occurs when 
postgraduates are registered at the home faculty but work outside 
in industry or beyond South Africa’s borders. Co-supervisors 
are appointed at both sites to support the postgraduate and to 
ensure continuity and oversight. Local co-supervision is also 
called upon to ensure that departmental requirements are met 
when the subject supervisor is outside of the student’s registered 
home department. The roles of distant and local co-supervisors 
are set to increase with the upsurge of joint and double degree 
programmes to meet developments in the internationalisation of 
higher education.23 

4. An academic mobility ‘safety net’ to counteract the consequences of 
imminent supervisor retirement, sabbatical or re-location.7,9,12,13,24-26 
This reason for co-supervision is set to rise as South African 
universities shift from full-time to part-time academic staff on 
short-term contracts.27-29 In this way, South Africa is following the 
international trend towards increased proportions of sessional staff 
on short-term contracts30, which has the potential to impact on 
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supervisor continuity and postgraduate completion times.25 Rather 
unfairly, it is the postgraduate who bears the consequences of 
university short-term staffing policy viz. uncertainties regarding 
supervisor appointment, a vacuum when the supervisor is lost 
and the shift to realign their research to meet the new supervisor’s 
vision. A ‘safety net’ co-supervisory arrangement will provide an 
essential line of continuity and support in such cases. 

5. A university regulatory co-supervisor to compensate for the large 
number of clinical specialist academic staff who lack a formal 
research qualification. Most South African medical schools permit 
clinical specialists to supervise postgraduates if they have an 
independent, published research record. However, it is obligatory to 
appoint a ‘regulatory’ co-supervisor who has the degree equivalent 
or above that which is being supervised, to comply with the Council 
for Higher Education policy31, a requirement similarly reported in 
other health sectors.32 The university regulatory co-supervisor is 
generally not an expert in the clinically oriented research topic, but 
will actively co-supervise the postgraduate in aspects of research 
approaches, higher degree format and layout, and oversee the 
administrative processes required for degree completion. 

6. The training of novice supervisors by experienced supervisors.12,13,33 

7. Pragmatism. ‘I always have a co-supervisor so that my postgraduate 
has someone to go to when they are fed up with me.’ An insightful 
comment from an esteemed supervisor and researcher, sensitive to 
the emotional dimension of the supervisory process.34 

8. Financial incentives are an increasingly important consideration 
because of the new university funding formula in which research 
monies in the form of subsidies and incentives are assigned to 
supervisors following successful completion of higher degrees.1,35 
Such incentives can increase the co-supervisory pool but can also 
encourage freeloaders.24 

9. Policing roles have become necessary to keep tabs on errant 
supervisors, often the excellent researcher with a productive 
publishing record who attracts postgraduates to their laboratory 
for perceived benefits of exposure to cutting-edge research. 
Unfortunately, supervision responsibilities are lacking and the 
‘policeperson’ appointed from the outset is able to preside over 
completion of the postgraduate process and ensure university 
obligations are met. A ‘policeperson’ usually oversees the process, 
not the research per se, and could be regarded as a formally 
appointed ‘critical friend’.13,36 

10. When the supervisory track derails for whatever reason, a 
minder could be called upon to forestall a total breakdown in the 
relationship. This co-supervisor is often a senior academic who 
acts as a buffer between the supervisor and postgraduate but never 
takes over the supervisory role. The minder and policeperson roles 
appear similar, but the minder is appointed when a problem arises 
during the supervisory process. A policeperson is there from the 
start to contain an inevitable problem.

11. Rescue co-supervisors are formally appointed to oversee the 
substantial re-working of the thesis following examination. Often 
the amount of re-working is extensive and well beyond the ability of 
the supervisor. In our experience, the problems encountered in the 
thesis are the result of inexperience of the supervisor or negligence 
on the part of the postgraduate or both. A ‘rescue’ co-supervisor 
works with the postgraduate and supervisor to correct the thesis 
and prepare it for re-examination. Co-supervision in this case is 
regarded as a formative exercise for the supervisor and student 
and constructive engagement occurs with both parties to ensure 
that the ‘rescue’ is a positive learning experience.

The co-supervisory circumstances or roles which we have identified 
should not be regarded as a complete listing of all possible interventions: 
in other faculties in other countries, other co-supervisory experiences will 
occur, which require categorisation. Whatever the case, it is recommended 
that the purpose of the co-supervision should be clearly identified at the 

outset, and supervisory roles explicitly directed and executed to support 
those purposes efficiently, optimally and without duplication. Noteworthy 
from the above is that the latter three co-supervisory roles, i.e. the policing, 
minder and rescue roles, have not previously been described. The co-
supervisors in these instances may reflect South African supervisory 
realities as highlighted in the PhD study by ASSAf1 viz. increasing post-
graduate numbers, ill-prepared students, high undergraduate teaching 
loads and administrative responsibilities together with staff having 
academic requirements for supervision, but lacking the experience, 
aptitude, interest or time to do the job. Even dedicated supervisors bewail 
their inability to supervise optimally because of university pressures to 
chase and raise third stream research funding. 

Supervision is crucial to doctoral students’ successful completion of 
their theses16,37 and this applies to co-supervisory practices as well. Our 
emphasis in the following section is on developing a mutual agreement 
as to the roles of each co-supervisor with the idea of developing a 
memorandum of understanding between co-supervisors, similar to the 
postgraduate-supervisor contract, rather than the deeper considerations 
of tertiary education supervision pedagogy. 

Co-supervision activities and outcomes 
Box 1 is largely self-explanatory. In summary, co-supervision needs to be 
actively managed with all co-supervisors starting on common ground with 
periodic, built-in reviewing activities flagged within the programme on an 
ongoing basis. They need to agree on expectations of the research project, 
the postgraduate and their own roles and responsibilities, as well as those 
of the postgraduate. It would be preferable to include the postgraduate 
in some or all of the co-supervisory discussions, but that can be 
determined by the circumstance. Ongoing progress is reliant on keeping 
co-supervisory relationships open and transparent, regularly reviewing 
the postgraduate’s advancement; meeting administrative requirements; 
monitoring project development and fulfilling co-supervisory roles. All 
these require an enabling environment, the right frame of mind and a 
constructive attitude towards diversity, flexibility, willingness to learn and 
recognition that if things go wrong, it is the postgraduate who suffers. 

Divergent interpretations of the work needed for the various research 
degrees offered by the Faculty are not uncommon.32 Divergent inter-
pretations, together with differing research and supervisor experience 
levels, and understandings of what supervision, let alone co-supervision 
entail, led one of the younger participants to exclaim, ‘Are we supposed 
to do all that?’ when viewing the multiplicity of tasks identified in the two 
boxes. Delany38 warns of the pitfalls when presenting supervisory practice 
as a series of lists, as we have done, as this implies a fragmented approach 
to what is in reality a rich array of dynamic activities and multifarious 
phenomena. However, he acknowledges that effective supervision 
requires ‘a salient need for a program of coherent empirical validation’. 
Similarly, Lahenius et al.8 concluded that co-supervision in the engineering 
disciplines would benefit from specific rules and responsibilities. 

The current study was undertaken to provide guidelines to establish 
and support the co-supervisory needs within a Health Sciences Faculty 
environment, guidelines that we believe would apply to many other 
academic institutions. We further contend that listing supervisory duties, 
as we have done, is essential to convey the scope and variety of tasks 
expected for successful co-supervision, be it intra-departmental, cross-
disciplinary or for the training of novices. A poor understanding of the 
range of tasks expected, without explicit discussion of the scope of 
each, can impact negatively on the nature of the relationship between 
co-supervisors and theirs with the postgraduate. No matter which reason 
forms the basis for co-supervision, it is imperative that a memorandum 
of understanding be drawn up between co-supervisors as a matter of 
course, just as the student-supervisor ‘contract’ is utilised in many tertiary 
academic institutions. Such a document is increasingly appropriate in an 
academic climate where universities must demonstrate to the tax-payer 
accountability, quality assurance and quantifiable training outcomes which 
are likely to facilitate successful postgraduate student completion. 
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1. Common aims of the research project

2. Common goals for dealing with the 
postgraduate student

3. Formal requirements of the higher degree to 
be supervised

4. The division of work (to be reviewed or 
renegotiated annually or biannually)

5. Informal co-supervision policy

6. Time commitments and availability

7. Roles and contributions of each co-supervisor 
towards the project and postgraduate with 
regard to:

a. The purpose of the co-supervision, i.e. 
distinct roles that complement each 
other without duplication of effort or 
diffusion of responsibility

b. Which aspects of the process will be 
dealt with by whom

c. Who will take final responsibility for the 
content, bureaucratic process, meeting 
administrative deadlines etc. Will there 
be a ‘principal’ supervisor who has the 
final say on all matters?

d. Commitment to the postgraduate student 
and to each other

e. Expectations of the postgraduate and of 
each other

8. Roles regarding facilitating the project:

a. How much help does each co-supervisor 
think is reasonable to give a postgraduate, 
e.g. the amount of technical, statistical or 
editing assistance permitted?

b. How long will a postgraduate be allowed 
to struggle before a co- supervisor 
offers assistance?

c. Who will oversee the development 
of research skills, methodological 
knowhow, technical skills, information 
retrieval etc.? 

9. Style of supervision 

a. Will it be ‘hands on’, ‘hands off’; 
according to an existing university 
‘supervisor–student contract’; as 
the need arises; an acknowledged 
educational approach; or to each 
his own?

b. Are there specific aspects of the 
process that are thought to be critical 
and need to be understood by the other 
supervisors. For example:
•	 Industrial or funding partnership 

interventions
•	 Embargo on data or confiden tiality 

clauses
•	 Informal co-supervisor policies
•	 Intellectual property

10. How the drafts of the research report/thesis 
will be handled

a. What is a reasonable turnaround time 
on drafts?

b. How many drafts is it reasonable for a 
member of a supervisory team to read?

c. Will both co-supervisors read each draft 
or only portions of the draft?

d. Will the same draft be read 
consecutively by each co-supervisor so 

they can see the others corrections or 
will each supervisor receive a copy of 
the same draft to comment on?

e. What are the arrangements for the final 
draft regarding reading, correcting, 
standards to be met and overall quality 
of the final thesis prior to all co-
supervisors signing the document off 
for examination?

f. What sort of assistance should 
the postgraduate be given in terms 
of writing? 

11. Meetings

a. Will there be an agreed format for 
keeping records of meetings?

b. Will both co-supervisors, together, meet 
with the student or have independent 
meetings with the student?

c. Who will organise meetings? 
How often? Where?

d. Will meetings be minuted and if so by 
whom, to what level of detail and will the 
notes be copied to both co-supervisors 
and the postgraduate? 

e. How often will co-supervisors 
meet on their own to discuss the 
postgraduate’s progress?

12. Workload percentages

a. What percentage split is accorded a 
‘primary vs secondary’ or ‘senior vs 
junior’ co-supervisor?

b. If each co-supervisor is responsible for 
different aspects of supervision, how is 
each aspect recognised and split?

c. Financial compensation split (incentive) 
should be clarified upfront and where 
necessary, agree with university policy

d. Workload percentages should be revised 
from time to time

e. The line of supervision should be clearly 
defined (if required)

13. How conflicting advice to the postgraduate will 
be handled 

a. If views differ, does each advise the 
student of their recommendation and let 
the postgraduate reach an independent 
decision or should the co-supervisors 
try to reach a consensus first and 
present a united approach?

b. Will the principal co-supervisor make the 
final decision?

14. Communication 

a. Will all emails be copied to co-supervisors 
and the postgraduate?

b. Will the postgraduate send emails to 
both co-supervisors, or just to one co-
supervisor? If so, which one? 

c. How will the long absence of a co-supervisor 
be managed?

d. What vacation leave or study leave will 
be granted to the postgraduate?

e. What notice of leave should be given 
and how far in advance and should it be 
given to all concerned? 

f. What will be the best way to access one 
another, especially if off-campus?

g. Have a clear contact procedure for all 
when crises emerge

15. University requirements and policies

a. Who is responsible for ensuring the 
candidate achieves milestones and 
meets the administrative requirements in 
a timely manner?

b. How will the postgraduate be kept up to 
date with policies and procedures?

c. Whose role is it to ensure that 
the student knows, and follows, 
policies related to research ethics, 
plagiarism etc.?

d. Whose role is it to take the student 
through the ethics application process 
and sign-off?

e. Who will take care of the postgraduate 
administration file, progress reports and 
records of the supervision?

16. Provision of funds and facilities for the 
postgraduate’s research project. Who will be 
responsible for:

a. Overseeing the payments and budgeting 
of the project

b. Arranging access to basic resources 
such as bench space, computer etc.

c. Fieldwork and conference funding

d. Communicating with the funder as 
regards regular reports, dissemination of 
funds, etc. 

17. Publishing and conference attendance 
expectations:

a. Supervisors’ expectations with 
regard to the postgraduate publishing 
and presenting

b. Authorship on papers – who will appear 
as authors and how will the order of 
authors be determined?

c. What contribution is reasonable without 
being a co-author or alternatively, the 
size of the contribution required to be 
named as a co-author?

d. Who will take charge of conference 
organisation, registration, costs and 
presentation preparation?

18. The process for discussing concerns 
and conflicts:

a. About the candidate

b. With and between co-supervisors

c. If the postgraduate goes to one co-
supervisor with a problem about another 
supervisor, how will this be handled?

19. Integration of the postgraduate. Who will:

a. Introduce the postgraduate to the 
department and staff members

b. Take the student on a campus tour

c. Ensure peer group assimilation and 
common room access 

d. Ensure participation in seminars, 
journal clubs, meetings and academic 
social events

e. Obtain personal, family background and 
contact information 
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Mentoring of novice supervisors
While there are many academic articles which focus on the role of the 
supervisor in the intellectual development of the postgraduate, there is 
an absence of similar texts on the development of the novice supervisor 
by the experienced supervisor. Although such a mentoring activity 
seems straightforward, a one-on-one relationship such as this can be 
better and more effectively served if an explicit agenda is prepared to 
chart tasks and procedures which the novice needs to know in order to 
be effective in her/his early supervisions. Our concerns are pragmatic 
rather than driven by the values, beliefs and concepts of supervision 
per se and we focus on tasks which will ultimately set the novice up for 
their supervisory careers. In Box 2 we suggest ways in which the novice 
supervisor may be eased into their supervisory role prior to embarking 
on independent supervisor practice. The list is not definitive, but can 
form the basis for interaction between the novice and experienced 
supervisor in most situations. 

As a point of departure, the following was generally agreed upon as 
being good novice supervisor mentoring: 

•	 A novice supervisor should not supervise on their own, a decision 
which is in line with other codes of practice.11 

•	 Even with a co-supervisor, a novice supervisor with a master’s 
degree should start by supervising honours students. Those with a 
PhD should start with a master’s student before negotiating a PhD 
supervisory role (assuming the newly qualified PhD has had some 
experience overseeing and supervising honours projects). 

•	 The novice supervisor should begin by overseeing a project within 
their field of research and methodological expertise. 

•	 The first postgraduate assigned to the novice supervisor should 
be of reasonable standard and the novice should preferably have 
some say in the selection of the postgraduate. 

The ‘see one, do one’ of novice supervisor development is insufficient39 
and this sentiment was echoed in our debates. There was consensus 
that the novice should undertake at least three co-supervisions before 

going solo and if possible, be mentored by three different supervisors, 
preferably with related, but differing, research interests. Thereby the 
novice would be exposed to different supervisor styles with the added 
benefit of widening their research horizons with different research topics 
and methodologies. This would permit the novice supervisor to acquire 
new research skills and provide further impetus towards developing an 
independent research and publishing career as described above. As to 
who should co-supervise with a novice supervisor, one respondent, a 
potential novice supervisor, remarked: 

It would be nice when a novice is co-supervised 
by a willing hard working mentor with a good 
track record. Now who is going to make a list of 
good and bad mentors? What criteria are best to 
be used? Publications, complaints or comments 
from others?

Buttery et al.24 warns that students are unimpressed with their status as 
a postgraduate ‘guinea pig’ when they perceive their supervisor is an 
‘on the job’ trainee. A more structured intervention when training novice 
supervisors, as we advocate, has the added spin-off of reassuring the 
supervised postgraduate that experienced oversight is present and 
makes them more amenable to the process. Contrary to ordinary co-
supervision practice where co-supervisors can be called in at any stage 
of the research, Stack40 feels that co-supervision with a novice should 
involve joint supervisory consultations with postgraduate students 
from the very start of the research process. The novice should play an 
active role in the choice of topic, designing of the research, carrying out 
the fieldwork and data analysis and giving feedback on written drafts 
submitted by the student. Bringing the novice supervisor in at a later 
stage is inadvisable. 

It happens all too often that supervision activity is so directed towards 
the postgraduate that the interaction between experienced and novice 
supervisor gets overlooked. It is paramount that the novice and 
experienced supervisor have meetings separate from the postgraduate 
so that supervision mentoring can take place apart from postgraduate 
mentoring. During such sessions, administrative and procedural aspects 

The mentor should:

1. Establish goals for the novice supervisor

a. Annual plan with milestones

2. Assist the novice in engagement with the student

a. Encourage the novice to lead discussions during supervisions

3. Provide referencing and library assistance

4. Provide networking opportunities for the novice supervisor within the 
academic environment

5. Critique drafts:

a. At first, the experienced supervisor should forward drafts with 
comments to the novice for their input. A meeting between the two 
supervisors should be arranged before meeting with the student 
to discuss the feedback and present a common approach to 
the postgraduate.

b. With time, the process should be reversed with the novice providing 
initial comments. 

6. Provide personal feedback on their co-supervisory performance

7. Clarify the novice supervisor’s role with respect to the experienced 
supervisor’s role as per Box 1

8. Encourage the novice supervisor to attend supervision courses

9. Ensure the novice has knowledge of the university administrative and 
policy requirements for higher degrees. The novice should keep copies of 
all updated documents to hand such as: 

a. University Standing Orders and Policies dealing with postgraduates 
and supervisors

b. Faculty rule books and handbooks

c. Faculty Standing Orders and documents from the Faculty Graduate 
Studies Office

d. Ethics requirements and procedures

e. Protocol and examination procedures

f. Official ‘supervisor–student contract’

g. Details of student support services and international student policies 

10. Keep watch to ensure the postgraduate, under instruction from the novice, 
complies with rules, especially concerning submission dates for assessors 
for the protocol, ethics clearance, annual registration, dates for fee 
payments, length of registration requiring motivation for an extension and 
submission for examination

11. Encourage the novice to have an independent research and 
publishing career

12. Monitor time management of both the novice supervisor and the 
supervisory/research process. The novice has probably realised from their 
own experience that completion of a higher degree inevitably takes longer 
than anticipated

13. Encourage active acquisition of new research skills and extend knowledge 
outside the novice supervisor’s specialist research field

14. Assist the novice in establishing a supervision style preference, ranging 
from very hands-on and directive to very hands-off and non-directive. In 
addition, ensure the novice is well acquainted with different supervisory 
approaches, is able to critically evaluate educational assumptions and has 
a good understanding of when and which supervisory roles to optimally 
apply to fully meet the needs of individual research students at any given 
time

15. Ensure the novice is aware of funding and grant opportunities 
and procedures 
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of supervision can be conveniently covered (see point 9 in Box 2). In 
South Africa, the focus of the registered postgraduate is on the research 
and the student is seldom party to the ‘behind the scenes’ administrative 
aspects of the degree. Consequently, when they oversee postgraduates, 
they are surprised to find this as an expected supervisory responsibility. 
Thus we recommend that a programme of continuous feedback be 
built into the mentoring co-supervision calendar and is best done at the 
direction of the experienced supervisor,40,41 who offers suggestions in 
this regard to the novice to maintain morale. 

Most novice supervisors base their supervisory practice on their own 
experiences as a research student, whether good or bad.7,33,34 Novices 
are often perplexed to find that utilising strategies which worked for them 
is not necessarily appropriate for their supervisees.41 Thus, novices 
should be aware of the variety of supervision styles available36,42-46 and 
the outcomes of each. Formal training is often used to expose the novice 
to the entire gamut of supervisory approaches and to critically evaluate 
each one’s assumed value. However, Turner41 cautions that for practical 
purposes, formal training is insufficient for many doctoral supervision 
dilemmas. A further challenge is the current predominance of an overtly 
Western approach to learning which does not take into account the more 
didactic approaches found in other parts of the world.47 This challenge 
has implications for South African research co-supervisors working with 
divergent cultural groups and the increasing numbers of international 
students48 accessing South African tertiary institutions.1,28 

The assumption that a research degree is adequate for effective 
supervision is damning.1 Shannon49 reflects: ‘It would be very rare for 
a person inactive in research to be even a barely adequate supervisor 
in mathematics or science.’ Such sentiments are reflected in other 
disciplines too.12,15,24,32 Indeed, Grossman et al.50 recommend that 
independent supervision can only be satisfactorily accomplished once 
the supervisor has authored or co-authored four accredited research 
publications. Thus, the experienced supervisor should encourage and 
assist the novice in developing an independent research and publishing 
career during the novice co-supervision experience, where postgraduate 
research training can occur in tandem with novice research mentoring.

Co-supervisory threats and systems
Although there was agreement that co-supervision is beneficial to 
postgraduates, supervisors and university throughputs alike, some 
threats to healthy and productive co-supervision were raised of which 
three generated a great deal of discussion.

The first threat was noted by the following response: 

I am now trying to go through the motions of 
applying for promotion; I get a sense that it does 
count against my application having all my 
students co-supervised. It has not been said in so 
many words, but the gist of it is there.

This perception was substantiated by participants who encountered 
similar experiences when seeking promotion or during job interviews. 
Co-supervision was seen as militating promotion and advancement 
prospects and therefore to be avoided. Tellingly, University policy is 
silent on the merits of co-supervision versus sole supervision in staff 
promotion and the literature appears equally silent on the matter. 

Secondly, there was considerable debate about the practicalities of im-
plementing point 4 of Box 1. A typical stance is illustrated by the following:

I’ve also had several cases where the bulk of the 
workload of supervision and all the nitty-gritty 
technical stuff gets dumped on me because the 
others tend to disappear. ... in the end the other 
person gets all the kudos for the work that I do.

Our situation is not unique. Buttery et al.24 urges equitable reflections 
of effort in the workload agreement, stressing that requisite expert 
input may vary throughout the thesis lifecycle. Workloads and financial 
compensation of co-supervisors have been implicated by Spooner-Lane 
et al.13 as being subject to power play and institutional duplicity, and 

incidents of such were recounted by our group members. Universities 
should heed Shannon’s49 warning: ‘If there is no workload recognition 
for the supervisory role then it may not be done well or it may be avoided 
except for the most dedicated.’

Finally, the substantial inputs expected of ‘experts’ to give of their 
time as informal advisors without formal recognition also raised ire 
during discussion. A postgraduate describes his predicament which 
necessitated him seeking informal supervision:

My first draft of the thesis (intro and materials and 
methods) has been looked at by Mrs R, whilst the 
draft sent to Supervisor 1 is still on his desk since ... 
[eight months prior] and has not been looked at 
once. If I would need to guess, Mrs R and [you] 
will be the only ones I can effectively rely on ... for 
outside help as Supervisor 1 generally has made 
poor attempts in this area, with Supervisor 2 only 
in it for the ride.

Informal postgraduate assistance has occurred because participants felt 
‘sorry’ for the student or else did not wish to be perceived as churlish 
or ‘un-collegial’ when refusing ‘informal’ supervisory requests from 
colleagues. However, informal supervisors expressed resentment at the 
lack of recognition for their inputs and unhappiness about claims made on 
their time, similar to those described by Spooner-Lane et al.13 Participants 
wanted a formal university policy or guideline to regularise ‘informal’ co-
supervision so that their inputs could be officially recognised. This demand 
is not unreasonable, considering the curriculum vitae orientated job market, 
the new university funding formula subsidy base and expanding network 
of informal supervisors needed for increased higher degree throughputs. 
Indeed, Deuchar36 goes so far as to predict a future escalating reliance 
on such advisors to meet the current ‘neo-liberal focus on efficiency, 
economies of scale and the image of students as customers with rights’ in 
higher education performativity. 

These three outcomes were completely unexpected and appeared to 
be at odds with the university desires of improved quality and quantity 
of postgraduate throughput. Unless suitable changes are made to 
university regulations to positively address the role of co-supervision in 
employee advancement, equitable workload recognition and regularising 
informal supervisory activities, the full potential of co-supervision will 
remain unrealised. 

In the final analysis, our results show that one of the ironies of the ‘secret 
garden’51 is that, in hiding supervisor-student practices, it has also 
obscured the enormous amount of indirect work and tasks associated 
with student supervision. This secretive practice has dumbed down 
the role and range of professional skills, administrative rigour and vast 
institutional knowledge associated with supervision to such an extent 
that supervision is poorly regarded by many non-supervising academics 
and non-academic faculty. Furthermore, supervision appears to be 
largely considered by university bureaucrats as an ‘add-on’ to lecturing 
tasks. There is no notion that the supervisor performs a complex variety 
of tasks and roles,44 many only remotely related to monitoring and 
improving postgraduate performance,42 and of an increasing awareness 
that supervision pedagogy and research teaching is a sophisticated 
skill.48,49 The latter was enlarged upon during our discussions, concluding 
with the view that the time has come to create the niche of postgraduate 
supervision within university employment categories and to give it a 
professional ranking much like lecturer, tutor, specialist, scientist and 
other academic categories. 

Conclusion
Our findings can provide a starting point for the development of co-
supervisory practices, enhancement of training of novice supervisors, and 
the design of cross-discipline ‘best practice’ policy at an institutional level. 
The fleshing out of the bare bones of our Boxes 1 and 2 could form the 
basis of a co-supervisor memorandum of understanding and we suggest 
discussions should occur within departments to meet specific needs of 
local conditions and academic traditions. Additionally, these findings might 
also stimulate topics for reflection and discussion among educators and 
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administrators in a higher education climate, which increasingly requires 
evidence of the organisation and administration of the postgraduate re-
search degree as a tangible verification of quality assurance.
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Limited information of fungicide efficacy on cultivated mushrooms and resistance development potential 
is available. Minor crop industries in general have a smaller arsenal of protectants to rely on and the 
likelihood of resistance build-up is of greater concern. This study focused on Cladobotryum mycophilum's 
sensitivity to carbendazim and prochloraz manganese following recent reports on decreased efficacy of 
both fungicides. The median effective dose (ED50) values for carbendazim ranged between 0.02 mg/L and 
4.31 mg/L with 60% of the South African isolates being moderately resistant. The highest resistance factor 
for carbendazim was 215. Prochloraz manganese ED50 values varied from 0.00001 mg/L to 0.55 mg/L. 
A significant difference in mean ED50 values for both fungicides tested was observed. Using cluster analysis, 
no discrimination of isolates previously exposed and unexposed to prochloraz manganese was observed. 
A wide range of differences in ED50 values indicated moderate resistance to carbendazim and high sensitivity 
to prochloraz manganese among isolates under investigation. Discriminant analysis indicated significant 
differences between clusters contributed by one or a few variables. This study provided evidence that 
prochloraz manganese remains highly fungitoxic to C. mycophilum. However, prochloraz manganese is to 
be used in a disease management strategy in combination with strict farm hygiene management strategies 
to retain product efficacy and ensure crop protection.

Introduction
Cobweb disease, caused by Cladobotryum dendroides (teleomorph Hypomyces rosellus) and Cladobotryum 
mycophilum (teleomorph Hypomyces odoratus), is one of the three major fungal diseases of the mushroom 
Agaricus bisporus (Lange) Sing.1 Cladobotryum mycophilum is associated with cobweb disease in Australia, 
the mainland of Europe, the United States of America (USA) and South Africa. C. mycophilum is also the 
dominant species in the British Isles, where it is reportedly resistant to benzimidazoles.2,3 Hypomyces aurantius, a 
teleomorph of Cladobotryum varium Nees, is another pathogen of mushrooms4, whose importance as well, as that 
of C. multiseptatum de Hoog, is not fully understood2.

Until the mid1990s, cobweb disease had not been a major problem in mushroom production in most countries. 
However, the disease has since become an important obstacle to viable mushroom production in countries such 
as Australia2, the UK and Serbia6. It is reported that the disease caused crop losses of up to 40% in 1994/1995 in 
the Irish and British mushroom industries as a result of serious spotting and early crop termination at the peak of 
the epidemic.5	According	to	Potočnik	et	al.6 and Back et al.7,8, cobweb disease was first reported on A. bisporus 
in Serbia and Korea in 2007 and 2009, respectively. Sporadic cases of cobweb disease have been reported on 
several mushroom farms in South Africa during the summer months. 

Management of mushroom fungal diseases relies mainly on strict farm hygiene in combination with the use of 
fungicides.2 Although fungicides are used in the control of cobweb disease, there are certain inherent challenges 
including the fact that both the host and pathogen are fungi.9,10 In addition, very few studies on fungicide efficacy 
on cultivated mushrooms have been conducted and because of its minor crop status, only a few fungicides 
are currently registered for commercial use.11,12 For the South African mushroom industry, only prochloraz 
manganese, prochloraz zinc2 and thiabendazole13 are registered for use on mushrooms. Grogan14 proposed that 
the mushroom industry’s heavy reliance on only two fungicides is a concern for sustainable production. Factors 
leading to resistance include (1) inherent risk factors relating to fungus biology and fungicide chemistry and (2) 
management risk factors relating to usage of fungicides in crop management in the wider sense. The inherent 
factors serve to assess the basic resistance risk for a fungicide/fungus combination in a given area and cannot be 
controlled. Management of risk factors can be controlled as they are in the hands of farmers, agriculture officials 
and distributors of fungicides.15 

Benomyl, the first site-specific fungicide to be used in the mushroom industry, has been available from the late 
1960s and provides good control of all fungal diseases.16 Resistance development in Lecanicillium fungicola 
Zare & Gams (syn. Verticillium fungicola (Preuss) Hassebrauk and H. rosellus was reported in 1974 and 1993, 
respectively.17,18 A few years later, resistance of Cladobotryum mycophilum to benzimidazole fungicides was 
reported in the UK.19

Prochloraz manganese, one of the demethylation inhibitors (DMIs), was introduced to the mushroom industry in 
the late 1980s to control wet bubble, dry bubble and cobweb diseases.1,20 This fungicide effectively controlled 
mushroom diseases but over time its effectiveness against Lecanicillium fungicola decreased. Since then, 
increased loss of sensitivity of the pathogen to the fungicide has been reported worldwide.21 Prochloraz manganese 
was the most effective fungicide in the prevention of cobweb disease,1 but in recent years, it has no longer been 
able to control the spotting symptoms caused by the disease.14

Monitoring of fungicide sensitivity within pathogen populations over time is important to ensure more effective 
management of the disease as well as retention of efficacy of the chemical.1,21 Distribution of sensitivity to 
DMI fungicides among individual strains in an unexposed pathogen population varies from highly sensitive to 
considerably less sensitive phenotypes. Therefore, exposure to a given DMI fungicide will provide selection 
pressure favouring the more resistant isolates in the population.20,22,23 Progressive reduction in DMI efficacy results 
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in a practical resistance once the frequency of phenotypes prevents 
commercially acceptable disease control levels to be achieved under 
standard usage regimes.23 The fact that resistance has developed in 
L. fungicola21,24 and many other pathogens of field crops,25-27 combined 
with the fact that most Cladobotryum spp. produce abundant conidia 
and have repeated infection cycles, may suggest that Cladobotryum 
spp. might also be at risk.28

We investigated the sensitivity of 32 Cladobotryum isolates to prochloraz 
manganese in order to determine a possible population shift in South 
African isolates in comparison with isolates obtained from the USA 
which have not been exposed to this fungicide. The isolates were 
obtained over a period of time and preserved in a central collection. 
Carbendazim, although not registered for use on mushrooms in South 
Africa, but occasionally used, was included in this study to determine its 
potential fungi toxicity against these isolates. 

Materials and methods
Origin and collection of fungal isolates
In total, 32 isolates of Cladobotryum spp. were obtained from mushroom 
farms in South Africa as well as from research institutes around the 
world (Table 1). Isolates collected from local mushroom farms were 
either sampled from diseased mushrooms (five) or collected as infected 
casing (seven), while those from research institutions around the world 
were received as cultures on agar slants. For each isolate, a single 
spore culture was prepared for use in this study and preserved in sterile 
distilled water and in 10% glycerol at -75 °C for short- and medium-term 
storage for future reference.

Confirmation of isolate identity
To confirm identity of isolates, conidia morphology was examined under 
a phase contrast microscope (Zeiss, Germany). Colony characteristics 
were observed on malt extract agar (MEA) (Merck, Johannesburg, 
South Africa) and potato dextrose agar (PDA) (Merck) upon receipt 
at the laboratory. Methods for pathogenicity tests were conducted by 
inoculating a pathogen spore suspension on the pilei of freshly harvested 
mushrooms	 according	 to	 the	 Serbian	 report	 by	 Potočnik	 et	 al.29 
Molecular analysis was conducted to confirm the identity of all isolates 
through conventional polymerase chain reactions (PCR) using the partial 
internal transcribed spacer (ITS) region (ITS1 and ITS4) according to 
Tamm and Põldmaa30. The DNA sequence was then blasted using the 
NCBI GenBank database and results were recorded.

Fungicides
Prochloraz manganese (Octave 500 g/kg WP, Bayer Crop Science, 
Johannesburg, South Africa) and carbendazim (Bendazid 500 g/L EC, 
Plaaskem, Johannesburg, South Africa) were provided by mushroom 
farmers. To prepare stock solutions, prochloraz manganese was 
dissolved in sterile distilled water and then added to molten MEA cooled to 
approximately 50 °C at the desired test concentration. For carbendazim, 
the stock solution was added to MEA before sterilisation. For both 
fungicides, the MEA was poured into 90-mm sterile plastic Petri dishes 
and allowed to solidify before use. 

Fungicide sensitivity test
Mycelial inhibition was assessed by transferring a 5-mm diameter disc 
taken from the edges of an actively growing single colony culture and 
placing it inverted in the centre of a plate. To assess the initial in vitro 
response of mycelial growth to different fungicide concentrations, all 
isolates were exposed to a concentration range of 1–100 mg/L for both 
products tested. From these observations, the isolates were grouped 
into two categories with reference to carbendazim concentration: low 
concentration (0.1–0.75 mg/L) and high concentration (5–20 mg/L). 
A series of MEA plates was subsequently prepared with concentrations 
of 0.0, 0.1, 0.2, 0.35, 0.5 and 0.75 mg/L carbendazim representing 
the low concentration category and concentrations of 5.0, 10.0, 15.0, 
17.0 and 20.0 mg/L carbendazim representing the high concentration 
category. Concentrations used for the in vitro sensitivity test to prochloraz 
manganese were 0.0, 1.0, 2.0, 3.5, 4.5 and 5.0 mg/L. For both fungicide 

tests, each isolate was tested in triplicate per fungicide concentration 
and incubated at 25 °C for 96 h. All the media and the fungicide stocks 
used were prepared as a single batch and used within 24 h per trial. 
Perpendicular colony diameters were measured every day starting at 
48 h of incubation. The experiment was repeated twice.

Table 1: Identity and collection details of isolates used in the study

Isolate code Year isolated
Species identity 

(molecular)
Source of origin

IR22 Unknown C. mycophilum Ireland

IR23 Unknown C. dendroides Ireland

IR24 Unknown C. mycophilum Ireland

AU1 2007 C. mycophilum Australia

AU17 2007 C. mycophilum Australia

NZ25 2007 C. mycophilum New Zealand

US20 2003 C. mycophilum USA

US21 2003 C. mycophilum USA

US34 2000 C. mycophilum USA

US35 2000 C. mycophilum USA

US36 2000 C. mycophilum USA

US37 2000 C. mycophilum USA

US40 2000 C. mycophilum USA

US41 2003 C. mycophilum USA

US45 2008 C. mycophilum USA

US46 2008 C. mycophilum USA

US16 2008 C. mycophilum USA

US18 2008 C. mycophilum USA

US19 2008 C. mycophilum USA

SA29 2010 C. mycophilum South Africa

SA28 2010 C. mycophilum South Africa

SA3 2010 C. mycophilum South Africa

SA26 2010 C. mycophilum South Africa

SA30 2011 C. mycophilum South Africa

SA31 2011 C. mycophilum South Africa

SA32 2011 C. mycophilum South Africa

SA3 2010 C. mycophilum South Africa

SA4 2010 C. mycophilum South Africa

SA27 2011 C. mycophilum South Africa

SA5 2011 C. mycophilum South Africa

SA12 2010 C. mycophilum South Africa

NE33 2011 C. mycophilum Netherlands

Statistical analysis
The mean effective concentration value (ED50) for each isolate at 96 h was 
calculated whenever possible by the regressing percentage inhibition 
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against fungicide concentration. The ED50 values of some isolates 
could not be determined because their growth was too slow. The mean 
colony diameter for each treatment was expressed as percentage growth 
inhibition using a SAS general linear model procedure and the means 
were compared using a t-test. Multivariate analysis (Statistica version 
10.0) was used to cluster and discriminate between and within groups 
among isolates tested.

Results
Confirmation of isolate identity and pathogenicity
Conidia of all isolates were 1–3 septate and mostly obvoid in shape 
except for isolate SA4 which had a few curved conidia. Conidia sizes 
ranged from 15 to 34 µm long. On PDA, all isolates developed a yellowish 
colony colour after four days’ incubation. On MEA, three distinct colony 
morphologies were observed in C. mycophilum. Colonies with a ‘cotton-
fluffy’ texture were formed by US34, US35, US36, US37 and US41, 
unlike the more compact or ‘felt-like’ texture of US40 and IR23 (only 
H. rosellus), an ATCC isolate of Irish origin. The rest of the isolates were 
‘cotton-like’ – neither ‘fluffy’ nor ‘compacted’. Most isolates’ colonies 
were initially yellowish to pinkish, turning purplish after more than 96 h 
of growth. Blasting of ITS sequence against GenBank gave a 98–99% 
similarity to C. mycophilum for all isolates and IR23 was confirmed as 
H. rosellus (Table 1). These results confirmed the isolates’ identity as 
Cladobotryum species.

Pathogenicity of all isolates was confirmed by the development of 
disease symptoms (cobweb) on the mushroom pilei. The majority (85%) 
of isolates resulted in cobweb symptom development within 48 h while 
others, such as H. rosellus (IR23) and some C. mycophilum (SA3, SA4, 
SA27 and IR22), were less virulent and took between 72 and 96 h to 
cause symptoms.

Fungicide bioassays
Most isolates under investigation demonstrated an ability to grow in 
the presence of bendazid at low concentrations. The ED50 values of 
bendazid against C. mycophilum isolates varied between 0.02 mg/L and 
4.31 mg/L. The ED50 value of a few isolates could not be determined 
because they were too low. The highest resistance factor (RF) for 
bendazid was 215.5 mg/L for isolate US21. Isolate SA29 had the highest 
ED50 and RF values although values were not significantly different when 
compared with other isolates from South Africa.

All isolates tested were highly sensitive to prochloraz manganese and 
ED50 values ranged from 0.00001–0.55 mg/L. Isolates IR23, SA13 and 
US40 had ED50 values less than 0.00001 mg/L and could thus not be 
determined. Isolate SA12 had the highest RF of 55 000. Only four isolates 
(AU1, US36, US41 and SA27) had RFs of less than 100. There were 
significant differences among the isolates under examination. However, 
none of the isolates showed resistance to prochloraz manganese when 
their ED50 values were compared.

Cluster analysis
Cluster analysis of the isolates based on their response to fungicide 
treatment tests resulted in 100% classification of six, four and three 
clusters under prochloraz manganese and carbendazim low and high 
concentration categories, respectively. Clustering within each treatment 
was analysed for significant differences using discriminate analysis. 
For all three treatments, there were significant differences between but 
not within clusters. Not all variables (test concentrations) contributed to 
the variations observed. 

Cluster analyses of prochloraz manganese treatment results grouped 
the 32 isolates tested into four clusters (Figure 1). Clustering was done 
a priori. The largest cluster (IV) included 12 isolates with an average 
ED50 value of 0.33 mg/L. The isolate with the highest ED50 value was 
SA12 (0.55 mg/L) followed by US18 (0.54 mg/L), with RF values of 
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55 000 and 54 000, respectively (Table 2). There were no significant 
differences among the members of this group. The range in ED50 values 
was between 0.05–0.55 mg/L. South African isolates made up 50% of 
this cluster, followed by 25% USA; the rest of the isolates were from 
Australia, Ireland and New Zealand.

Cluster I was the second largest, represented by eight members (IR22, 
IR23, NR33, US20, US21, US36, US40 and US41) from Ireland, 
Netherlands and the USA with a mean ED50 value of 0.047 mg/L. The 
highest ED50 value in the cluster was 0.13 mg/L for IR22, an Irish isolate. 
Cluster II comprised 71.4% isolates from South Africa (SA26, SA2, SA3, 
SA4 and SA6) and 28.6% from the USA (US45 and US46). The average 
ED50 value for Cluster II was 0.23 mg/L with a range of 0.06–0.4 mg/L. 
The ED50 values of some of the individual members of this group were 
not significantly different from each other despite the wide range of ED50 
values observed (Table 2.). In Cluster III, 60% of the isolates were from 
the USA, 20% were from Australia and the rest were from South Africa. 
Cluster III had an average ED50 value of 0.074 mg/L with a range of 
0.0002–0.13 mg/L. The highest ED50 value in the group was for isolates 
from the USA (US19 and US34). The lowest ED50 value was from SA27.

Figure 2: Projection of Cladobotryum mycophilum isolates following 
exposure to prochloraz manganese in vitro sensitivity screening.

The projection of isolates exposed to prochloraz manganese on the plane 
were for Factors 1 and 2. In Figure 2, eight of the South African isolates 
are clustered in the higher region of the plane. This shows a tendency of 
those isolates to tolerate higher concentrations of prochloraz manganese 
than the rest of the isolates under study. 

Cluster analysis for the carbendazim fungicide in vitro test was carried 
out separately for the low concentrations (ranging from 0.0–0.75 mg/L) 
and the high concentrations (ranging from 0.0–20.0 mg/L). For easier 
reference, these are called Analysis 1 and Analysis 2. For Analysis 1, 
four clusters were formed a priori, with the largest (Cluster III) consisting 
of six isolates (Figure 3). Four of the isolates in Cluster III were from 
South Africa and one each was from Ireland and the USA. The average 
ED50 value for Cluster III was 0.058 mg/L. Isolate US41 was significantly 
different from the rest of the group. Cluster I had an average ED50 value 
of less than 0.02 mg/L, which was the lowest of all clusters formed in 
Analysis 1. Three isolates (US45, IR23 and US34) that were included in 
this lower concentration category had EC50 values below 0.02 mg/L, the 
lowest determined value in the category. Cluster II consisted of four US 
isolates (US35, US36, US37 and US40) and one South African isolate 
(SA6). Isolates US40 and US37 were significantly different from each 
other but not from the rest of the cluster. Overall, ED50 values for the 
isolates exposed to the low carbendazim concentrations ranged from 
2.5–10.5 mg/L (Table 3).

For Analysis 2 (carbendazim high concentration), three clusters were 
also determined a priori (Figure 4). Cluster II with nine isolates had 
the most members and had an average ED50 value of 3.0–4.31 mg/L. 

Table 2: ED50 values indicating the level of sensitivity of Cladobotryum 
mycophilum to prochloraz manganese chloride complex, an 
imidazole fungicide

Isolate code †Mean ED50 Median ED50 ED50 range
††Resistance 

factor

SA12 0.55a 0.51 0.0076–1.121 55000

US18 0.54ab 0.65 0.002–1.005 54000

SA32 0.52abc 0.59 0.002–0.983 52000

SA28 0.49abcd 0.46 0.001–1.043 49000

IR24 0.43abcdef 0.22 0.00003–1.172 43000

US45 0.40abcdefg 0.35 0.008–0.883 40000

US46 0.38abcdefg 0.18 0.002–1.534 38000

AU17 0.33abcdefg 0.32 0.0013–0.666 33000

NZ25 0.16abcdefg 0.0085 0.0018–0.727 16000

SA30 0.34abcdefg 0.0143 0.002–1.273 34000

SA31 0.15abcdefg 0.0087 0.002–0.614 15000

US35 0.31abcdefg 0.17 0.0049–0.827 31000

SA6 0.15abcdefg 0.18 0.002–0.329 15000

US19 0.13bcdefg 0.02 0.00001–0.475 13000

US37 0.13bcdefg 0.00013 0.0001–0.536 13000

IR22 0.13bcdefg 0.14 0.0002–0.234 13000

US34 0.11cdefg 0.00055 0.003–0.342 11000

SA26 0.09defg 0.07 0.00001–0.0140 9000

SA3 0.08defg 0.07 0.013–0.185 8000

SA4 0.06defg 0.07 0.008–0.111 6000

SA2 0.05efg 0.04 0.198–0.103 50000

US20 0.03fg 0.012 0.00006–0.153 3000

AU1 0.0007g 0.0006 0.00002–0.002 70

US36 0.00004g 0.00003 0.00001–0.00008 4

US41 0.00001g 0.00001 0.00001–0.00003 3

US21 0.007g 0.005 0.001–0.017 700

SA27 0.0002g 0.002 0.0001–0.0002 20

NE33 0.008g 0.008 0.00001–0.0014 800

SA5 0.002g 0.002 0.0002–0.002 200

IR23 nd nd nd nd

SA13 nd nd nd nd

ED50 is the fungicide concentration that inhibits 50% of fungal growth.
†Means followed by different letters are significantly different.
††Expressed as the ratio of the highest ED50 to the lowest ED50 of isolates tested. 

nd, not determined.

The two isolates (US21 and SA32) with the highest overall RF values 
(215.5 mg/L and 207.5 mg/L respectively) belonged to Cluster II. There 
was no significant difference in the ED50 values of the isolates in Cluster 
II. Cluster I consisted of all US isolates: US16, US19, US20 and US24. 
Apart from US16, with an ED50 value of 0.58 mg/L, the ED50 values of 
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the isolates could not be determined, but they were all lower than that for 
US16. The average ED50 value for this cluster was 0.14 mg/L. Cluster III 
had only two isolates, AU17 and SA30, for which the ED50 values was 
2.03 mg/L and 3.95 mg/L, respectively, with an average of 3.0 mg/L. 

Figure 3: Dendogram showing clustering of Cladobotryum mycophilum 
isolates into four groups after carbendazim (low concentration) 
in vitro sensitivity screening.

Discussion and conclusion
A total of 32 Cladobotryum isolates was assessed for their sensitivity 
to prochloraz manganese and carbendazim (Figure 5). Isolates from 
the USA, where prochloraz manganese is not registered for use in the 
mushroom industry,31 were used as a baseline reference culture for this 
study. All isolates were sensitive to both carbendazim (0.02–4.31 mg/L) 
and prochloraz manganese (0.00001–0.55 mg/L). The highest RFs 
observed with bendazid and prochloraz manganese were 215 (US210) 
and 5 5000 (SA13), respectively. According to the criteria used by 
Delp et al.32 and Gouot33 to define resistance (in which an RF value of 

more than 2 is considered resistant), both isolates would have been 
considered highly resistant to the tested fungicides. The RF provides 
an indication of the potential for resistance development in a given 
population. According to the definition by Gea et al.9, the higher the RF the 
greater the difference in sensitivity between the least sensitive individuals 
in a population relative to the mean sensitivity of the individuals in the 
entire population and therefore, the greater the potential for resistance 
to develop.

Figure 4: Clustering of Cladobotryum mycophilum isolates into four groups 
after carbendazim high concentration under in vitro treatment. 

However, a higher resistance factor value does not imply that resistance 
will be rapidly expressed in the isolates under study because the ED50 
values obtained were very low. In this instance, RF values were much 
higher for both fungicides tested, indicating the likelihood of resistance 
development for the isolates under investigation.32 ED50 and RF values 
are used as an index to determine resistance or sensitivity of a fungal 
pathogen to fungicide treatment.18	 According	 to	 Potočnik	 et	 al.17 and 

Table 3: ED50 values indicating the level of sensitivity of Cladobotryum mycophilum to carbendazim, a benzimidazole fungicide

Carbendazim low concentration group (mg/L) Carbendazim high concentration group (mg/L)

Isolate code †Mean ED50 Median ED50 ED50 range
††Resistance 

factor
Isolate code ED50 Median ED50 ED50 range

††Resistance 
factor

US34 0.21a 0.20 0.142–0.288 10.5 US16 0.58d 0.58 0.00–0.58 29

US41 0.17ab 0.01 0.088–0.300 8.5 SA30 3.95e 3.18 2.84–6.59 197.5

US36 0.16ab 0.16 0.158–0.162 8.0 SA31 4.13e 3.84 0.86–6.48 206.5

US35 0.15ab 0.15 0.113–0.189 7.5 SA29 4.15e 4.64 2.99–5.03 207.5

SA6 0.16ab 0.16 0.099–0.178 8.0 US21 4.31e 4.44 2.79–5.99 215.5

US40 0.12b 0.14 0.088–0.149 6.0 NZ25 3.75e 4.21 1.54–4.98 187.5

US46 0.02c 0.02 0.0001–0.021 1 US18 3.88e 3.75 2.33–5.42 194

SA26 0.05c 0.05 0.0312–0.756 2.5 AU1 3.00ef 3.52 0.36–4.65 150

SA27 0.05c 0.05 0.023–0.086 2.5 SA12 3.46ef 3.45 2.16–4.91 173

IR22 0.03c 0.03 0.019–0.043 1.5 SA32 3.67ef 4.32 1.45–5.21 183.5

SA4 0.05c 0.04 0.021–0.075 2.5 SA28 3.70ef 3.76 1.12–5.14 185

AU17 2.03fg 1.94 1.05-3.10 101.5 SA5 nd nd nd nd

ED50 is the fungicide concentration that inhibits 50% of fungal growth.
†Means followed by different letters are significantly different.
††Expressed as the ratio of the highest ED50 to the lowest ED50 of isolates tested.

nd, not determined.
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Gea et al.21 a wide range in ED50 values indicates a wider range of 
sensitivity	 for	 isolates	 under	 investigation.	 Both	 Potočnik	 et	 al.17 
and Gea et al.21 reported that an increase in the range of sensitivity 
increased the risk of individuals within a population becoming less 
sensitive to the test fungicide. The gradual selection pressure exerted 
on the pathogen population can therefore contribute to triggering 
resistance build-up in C. mycophilum. In this study, resistance was 
not observed in any of the isolates challenged with the two fungicides. 
However, production practices, such as strict farm hygiene to reduce 
the incidence of disease, should be maintained to minimise the 
potential risk of build-up of pathogen resistance.21

Among the isolates from the USA, the lowest and highest RFs were 
1 and 54 000 with ED50 values of 0.00001 mg/L and 0.54 mg/L, 
respectively. This observation corresponds with the report by Erickson 
et al.22 indicating that sensitivity to a DMI fungicide among individuals 
not yet exposed to such a fungicide varies from highly sensitive to 
more resistant phenotypes. However, in this study, no isolate had an 
ED50 value of less than 5 mg/L or more than 50 mg/L to render them, 
respectively, moderately or highly resistant according to the criteria set 
by Russell et al.34 cited by Gea et al.24 

The 12 isolates studied from the South African mushroom industry were 
highly sensitive to prochloraz manganese (ED50=0.0002–0.55 mg/L) 
and there were significant differences among the isolates under study. 
However, none of the isolates was resistant to prochloraz manganese. 
Prochloraz manganese was therefore more toxic than carbendazim to 
all isolates investigated in the study. 

According to Bonnen et al.31, the presence of moderately resistant 
isolates prevalent prior to the benomyl era indicates the existence 
of a certain level of resistant isolates within the natural population. 
A number of studies has been conducted to determine sensitivity of 
mushroom pathogens to prochloraz and benomyl (carbendazim). In 
the mid-1970s, British researchers conducted a survey in the UK 
of Cladobotryum spp. sensitivity to benomyl.18 These researchers 
showed that none of the isolates grew at a benomyl concentration 
of 5 mg/L. Benomyl has since been replaced by carbendazim; a 
primary breakdown fungitoxic product of benomyl.35 In their cropping 
experiment, Fletcher et al.1 observed that benomyl, thiabendazole and 
prochloraz manganese controlled Cladobotryum spp. satisfactorily. In 
the Netherlands, it was reported that prochloraz manganese complex 
was effective against Hypomyces rosellus, Lecanicillium fungicola, 
Mycogone perniciosa (Magnus) in the cultivation of A. bisporus and A. 
bitorquis (Quel.) Sacc.20

In the 1994/1995 outbreak of cobweb disease in the UK, it was 
reported that Cladobotryum spp. isolates were inhibited at a 10 mg/L 
concentration of carbendazim.35 Resistance of Cladobotryum spp. to 
a benzimidazole fungicide was reported in Ireland in 1992. Further 
investigations by McKay et al.19 confirmed that these isolates were 
resistant to the benzimidazole fungicides benomyl and carbendazim 
with an ED50 of up to 10 mg/L.19 Grogan and Gaze36 also observed that 
the majority of the Cladobotryum spp. isolated in the UK was strongly 
resistant to thiabendazole (ED50>200 mg/L) and weakly resistant to 
carbendazim (3.5–4.4 mg/L).35 

Among the isolates in our study, only a third of the isolates were 
moderately resistant and none were highly resistant. In accordance 
with the definition by Gea et al.21, an ED50 of 0–5 mg/L indicates 
sensitivity, 5–50 mg/L moderate resistance and >50 mg/L resistance 
– most isolates were sensitive to carbendazim (ED50=0.002–2 mg/L). 
Of all isolates moderately resistant to carbendazim, 60% were isolates 
from the South African mushroom farms. Based on Gouot’s standard,33 
isolate response to carbendazim exposure (ED50=0.05–4.15 mg/L) 
ranged from extremely sensitive to moderately resistant among the 
South African isolates.

Figure 5: Projection of Cladobotryum mycophilum isolates following 
exposure to carbendazim (high concentration) after in vitro 
sensitivity screening. Isolates from South Africa did not form 
defined clusters. Only the four isolates from the USA (US16, 
US19, US20 and US24) grouped together. 

Research findings by Grogan et al.36 showed that isolates in the UK 
exhibited a range of reactions to prochloraz manganese with ED50 values 
of 0.19–7.80 mg/L. Within their study population, the duo stated that 
a total of 75% were weakly resistant (1.1–3.7 mg/L) to prochloraz 
manganese.	 In	 another	 report,	 Potočnik	 et	 al.29 showed that Serbian 
isolates of Cladobotryum dendroides were highly sensitive, with ED50 
values ranging from 0.01 mg/L to 0.09 mg/L for prochloraz manganese 
and 0.24–2.92 mg/L for carbendazim.29 In our investigation, none of 
the isolates showed reduced sensitivity to prochloraz manganese and 
the chemical remained highly toxic to the isolates under investigation 
(ED50=0.00001–0.55 mg/L). 

From our findings, clustering of isolates using a multivariate analysis 
did not discriminate between isolates never exposed to prochloraz 
manganese and those that had been exposed. The earliest (2000) 
collected isolates received from the USA did not form one cluster, nor 
was such clustering obtained from the South African isolates. This 
finding is probably in accordance to observations made by McGath23 and 
Erickson et al.22 who proposed that in a population of isolates that have 
never been exposed to a DMI fungicide, there is a continuously varying 
range from highly sensitive to highly resistant phenotypes. However, in 
our study, no isolate had an ED50 value of 5 mg/L or more; therefore, no 
isolate investigated was highly resistant. 

Even though the risk of resistance development in the Cladobotryum spp. 
under investigation seemed low, continuous fungicide usage selects for 
pathogen resistance; thus farm hygiene measures should be managed 
to reduce incidence of the disease and minimise the risk of build-up of 
resistance.26 Emergence of benzimidazole resistance reduces the value 
of these fungicides available for disease control. In addition, a lack of 
effective alternatives makes it important to manage fungicides with a 
holistic strategy to retain efficacy. Regular monitoring therefore becomes 
even more important.14 In conclusion, mushroom growers can no longer 
rely exclusively on prochloraz manganese as a primary management 
tool for fungal diseases.21 
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We assessed the human impact on regions identified as the environmental central niche for the chacma baboon 
(Papio ursinus) across southern Africa. This central niche is the area within an animal’s natural range that is 
most insulated from changes to the environmental variables that influence that animal’s distribution. We used 
an environmental envelope model constructed with geographic information system software to predict the 
geographic extent of the central niche. The predicted chacma baboon central niche was 389 000 km2, with 
substantial overlap with human settlements in several countries. Of note is that although Botswana contains 
nearly 60 000 km2 of predicted central niche, the International Union for the Conservation of Nature chacma 
baboon distribution map implies that much of this area is uninhabited by baboons. A regional assessment 
of the province of KwaZulu-Natal (South Africa) suggests more than 95% of its central niche is uninhabited. 
Additionally, the very limited and likely disturbed central niche area in Lesotho coupled with the unknown 
status of chacma baboons within Lesotho warrants further attention. Overall, it appears likely that significant 
proportions of the predicted central niche in southern Africa are currently uninhabited by the chacma baboon. 
These uninhabited areas correspond with areas of high human population density and anthropogenic land 
alteration. The remaining central niche areas that are still inhabited are potentially key areas for conservation 
and are important for ensuring the sustainability of future populations. However, these areas may be undergoing 
degradation whilst also becoming more inaccessible to baboons, thus increasing the difficulty of conservation 
efforts. This preliminary assessment highlights the urgent need for detailed assessments at a finer scale.

Introduction
Human population expansion has left many other animal species with decreased available habitat or has forced them 
into direct competition with humans. Primates in particular are greatly affected by anthropogenic land alteration 
and land use conflict. As 48% of primate species are listed as ‘vulnerable’, ‘endangered’ or ‘critically endangered’ 
by the International Union for the Conservation of Nature (IUCN), including 37% of all African primates1, habitat 
fragmentation can be extremely detrimental to population size and dynamics and metapopulation survival2. Often 
these same animals are in direct competition with humans, become known as pest species and suffer considerable 
persecution.3 In many cases these persecuted species are those less charismatic fauna that are believed to be 
abundant. The chacma baboon (Papio ursinus) is one such animal.

Data on the relationship between a species and its habitat can provide fundamental information about distribution 
patterns, migration, population size and density. These data can be crucial for informing conservation efforts. 
Obtaining data about areas most valuable to a species will allow assessments of ecological requirements and help 
target geographical regions crucial to species sustainability. These types of data are undefined for the chacma 
baboon, a species with a supposed broad distribution across much of southern Africa.4 Although the chacma 
baboon is classified as being of ‘least concern’,5,6 further investigation into chacma baboon distribution is warranted 
by the recent recognition that the distribution within at least one province (KwaZulu-Natal, South Africa) is now 
highly fragmented owing to anthropogenic land alteration, resulting in declining and fragmented populations.7 Until 
recently, there were only qualitative published predictions detailing the current distribution of the chacma baboon,8-10 
although this situation is changing, with a quantitative predicted habitat distribution prior to anthropogenic land 
disturbance now available.11 

Previous studies refer to potentially important areas as prime or core habitat, but there is no consensus on the use 
of these terms. Rather there are several definitions, ranging from areas buffered from human disturbance, used in 
landscape assessments12 to any area of habitat large enough to support at least one animal of the target species, 
as applied in giant panda (Ailuropoda melanoleuca) habitat predictions.13 Core habitat has been identified as the 
area most frequently utilised, which can vary from feeding and ranging in howler monkeys (Alouatta palliata)14 to 
den and rendezvous locations in grey wolves (Canis lupus)15. Alternatively, core habitat has been described as 
the area where the population can successfully survive and reproduce with the inclusion of intervening lands for 
dispersal.16 Core or prime habitat could also refer to habitat within an individual animal’s home range or to areas 
identified within the total range of a species. The chacma baboon has no species-specific core habitat definition and 
available core habitat definitions are unsuitable. However, as the chacma baboon occupies a range of environments 
throughout southern Africa9,10,17,- 18, and as environmental variables are most influential over a continental extent19, 
modelling with environmental variables becomes the primary option. Consequently, we proposed and investigated 
the environmental central niche. 

We describe the central niche as that within an animal’s fundamental niche (where the fundamental niche is 
the full environmental range, including land and resources, with the potential to be inhabited, in the absence 
of limiting factors such as species competition). The central niche is land that is insulated and protected from 
the environmental extremes that influence the animal’s distribution. Such areas are likely to place less stress on 
the animals, offer more favourable habitat and thus increase species survival. This statement is based on the 
assumption that individuals tend to live within the most advantageous habitat available to them. The central niche 
can contain a variety of different habitats and does not limit the total species range. 

http://www.sajs.co.za
mailto:oliviamlstone@gmail.com
http://dx.doi.org/10.17159/sajs.2015/20140279
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The aim of this study was to identify the chacma baboon’s central niche and 
to compare it with human occupation and, by association, land disturbance. 
We used climatic data to predict the central niche of the chacma baboon.

Methods
Central niche areas are the set of geographical locations that fall within 
the central part of the environmental range for each of the environmental 
variables known to influence an animal’s distribution. These ranges 
are determined using species observation records. The central 50% 
is identified as those locations which fall within the inter-quartile 
range of a set of environmental variables. Therefore, we estimate that 
approximately 50% of our known baboon populations are living within 
these limits. Using the central part of the range allows for a buffer (25%) 
to counter for outliers and less favourable conditions, whilst locating the 
land areas with the potential to have the most ideal and stable conditions. 

We employed an environmental envelope model to identify the areas 
that satisfy the central 50% of the range for the environmental variables 
affecting baboon distribution. The approach used follows that of Stone 
et al.11 Briefly, we defined the environmental envelope using data derived 
from the Worldclim data set.20 Then, based on the actual ranges inhabited 
by the animals, land satisfying certain requirements is identified. Stone 
et al.11 identified mean maximum temperature of the warmest month, mean 
minimum temperature of the coldest month, mean annual rainfall and 
altitude as the most likely environment variables to affect the distribution. 
The components of the model described here differ from Stone et al.11 in 
that the ranges of temperature and rainfall used here were defined only 
for the central 50% and altitude was excluded because of its minimal 
effect on the central range. We used the Worldclim data set (resolution 
30 arc seconds),20 as it provided surfaces of the climatic variables. 

The environmental data sets were sampled using 459 locations (each with 
a 2.5-km buffer)11 known to have been inhabited by baboons (Figure 1). 
Both current and historical (within the last 100 years) location data were 
used to establish the environmental variable ranges. Any location data 
with a positional error exceeding 1 km were excluded. To prevent bias 
from areas of spatially dense samples, all location data were declustered. 
The end result was 459 locations with a more uniform spatial density 
consistent with the majority of the data. Random selection was used to 
thin the clustered areas (more detail is provided in Stone et al.11). The 
environmental conditions were sampled for each of the 459 location 
points with a 2.5-km radius buffer around each point. This 2.5-km buffer 
represents the average day range (5 km) for the chacma baboon.8,11,21-29

Legend
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International boundaries
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Figure 1: Location data used to sample the environmental variable data 
sets in order to model the environmental central niche of the 
chacma baboon in southern Africa.

For each environmental variable, the central 50% of the sampled range 
was identified using the 25th and 75th percentiles (Supplementary 
figure 1 online). All locations that fell within these bounds (Table 1) were 

given a value of 1 and those outside were given a value of 0 (Figure 2). 
The layers were then summed (using ArcGIS 10.0, ESRI, Redlands, 
CA, USA) to create a layer with a relative scale from 0 (outside the 
bounds for all variables) to 3 (within the bounds for all variables), with 
the latter being the predicted environmental central niche.
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Figure 2: Layers depicting areas satisfying the criteria for each environ-
mental variable. These areas are considered within bounds if 
the locations fall between the 25th and 75th percentiles of the 
distribution spanned by the observation locations and the 2.5-km 
buffer zones surrounding them.
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Table 1: Parameters used to define the environmental central niche for 
the chacma baboon

Parameter Minimum value Maximum value

Minimum temperature (°C) 0.0 5.9

Maximum temperature (°C) 25.6 31.5

Rainfall (mm/year) 409 788

To assess the validity of the predicted central niche distribution, we 
needed to confirm if areas of estimated habitat, that are not impacted 
upon by cities and populated places, currently contained baboons or 
had contained baboons in the recent past. During fieldwork in August 
2009, an area of central niche habitat was identified as satisfying these 
criteria with a resident population of baboons in rural KwaZulu-Natal, 
South Africa. Location data (visual sightings of animals and spoor) 
from throughout KwaZulu-Natal were collected using Garmin eTrex GPS 
units and additional location data were also recorded on 1:50 000 scale 
topographical maps as indicated by interviewees known to have reliable 
knowledge of the animal. Both areas known to be occupied by baboons 
and areas presumed to be uninhabited by baboons were surveyed. 
Further detail is provided in Stone et al.7 These data were digitised and 
entered into the GIS to identify populations within the central niche area. 
Then, based on the non-habitat specific home range of 15.19 km2,7 we 
estimated how much of the central niche area in KwaZulu-Natal was 
inhabited by baboons.

We compared the predicted distribution of the chacma baboon central 
niche with the IUCN Red List of Threatened Species distribution for the 
chacma baboon5 to identify areas that may require further investigation 
as a consequence of potential human impact. The IUCN map was used 
as it is easily accessible, widely known and generally accepted. The 

IUCN distribution map is at a continental extent, and depicts the animals 
as homogeneously distributed across the landscape. 

The predicted central niche was then compared against a data set of 
human population estimates from the WorldPop Project30 used under 
the Creative Commons Attribution 4.0 International Licence (http://
creativecommons.org/licenses/by/4.0/). These data are provided at a 
resolution of 3 arc seconds, so were projected into Africa Albers Equal 
Area Conic at a resolution of 90 m to estimate the population density 
per km2. We then calculated the fraction of the predicted central niche 
area that was occupied by human population densities exceeding a set 
of increasing thresholds (10 to 450 persons per km2).

The central niche prediction was also compared with the distribution of 
large human settlements to assess how these areas have been affected 
by human occupation and land disturbance. Populated places were 
included in the assessment if they satisfied two criteria. Firstly, as a 
result of the southern African human population data being difficult and 
sometimes impossible to establish, we chose to use only settlements 
with population estimates that exceeded 20 000 people. Secondly, 
these large settlements needed to be contained by, or within 15 km of, 
predicted central niche areas. 

For conservation purposes, the central niche areas in each selected 
country were overlaid and compared with protected areas31 to gauge 
how much of the central niche is protected.

Finally, a tenfold cross validation was undertaken to test the reliability of 
the model. This validation used subsets that were formed by removing 
10% of the original data points, randomly selected using R software 
(version 3.0.2). Each location point was given a buffer (2.5 km) and 
then converted back to points to sample the environmental data layers. 
These samples were analysed and the parameters identified and 
compared (Supplementary table 1 online). The parameters from the 
10 samples were used to form layers that were then summed together. 
This summing resulted in one map (a confidence surface) for each 
environmental variable.

International border
No criteria satisfied
1 Criterion satisfied
2 Criteria satisfied
Central nichekm

0 375 750 1125 1500

Legend
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Figure 3: The predicted environmental central niche of the chacma baboon (Papio ursinus) in southern Africa.
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Results
The central niche model identified approximately 389 000 km2 of core 
habitat primarily located in six countries: Botswana, Lesotho, Namibia, 
South Africa, Zambia and Zimbabwe (Figure 3). South Africa and Zimbabwe 
contain approximately 78% of the predicted area. South Africa contains the 
largest area of central niche habitat, with approximately 219 570 km2 and, at 
462 km2, the smallest area is within Zambia (Table 2). Lesotho also contains 
only a small area of approximately 3984 km2. The habitat is a central region 
through northern South Africa, branching westward through southeastern 
Botswana, leading north to southwestern and central Zimbabwe. The 
distribution of the central niche is fragmented (which is expected), with large 
patches in central northern Namibia and more coastal patches leading from 
the Cape region of South Africa along the eastern coast to KwaZulu-Natal. 

Table 2: The central niche habitat per country 

Country
Central niche 

area (km2)

Large 
settlements 
within the 

central niche

Area per 
settlement 

(km2)

Central niche 
currently 

protected (km2)

Botswana 59 053 11 5368 135

Lesotho 3984 7 569 1.1

Namibia 23 972 3 7991 10 956

South Africa 219 570 62 3541 17 944

Zambia 462 0 N/A 0

Zimbabwe 81 878 9 9098 2268

Total 388 919 92 4227 31 304

Rainfall determines the northern limits of the central niche habitat 
(Figure 2). With the higher rainfall to the north, coupled with low rainfall 
in the southwest and higher rainfall in the east, the predicted habitat is 
limited to a north–south corridor passing through eastern southern Africa 
and an east–west corridor sweeping from Mozambique to Namibia and 
marginally into Angola. Rainfall excluded 67% of southern Africa from 
the central niche. 

Large areas, including >75% of Botswana and Mozambique and over 
50% of Namibia, were above the bounds of maximum temperature in the 
hottest month (Figure 2). As an indicative value, approximately 58% of the 
land south of 10°S is outside the central niche because of this maximum 
temperature upper bound. In fact, the upper limits for both temperature 
variables were far more restricting than the lower limits. The upper bound 
for mean minimum temperature of the coldest month followed a similar 
pattern and excluded 57% of the land area south of 10°S.

None of the predicted central niche was located within Mozambique, 
as at least one variable was outside the envelope bounds in every 
location. Over half of Mozambique’s total area was found to be outside 
the envelope bounds for all the variables, and both temperature variables 
were excluded as the upper bound was exceeded. Similarly, no central 
niche was predicted in Swaziland, as the land area was outside either the 
rainfall or minimum temperature bounds.

The majority (68%) of the central niche areas have a human population 
density of less than 10 people per km2. A quarter of the central niche area 
has a density of between 10 and 100 people per km2 and approximately 
4% of the central niche area has a density of more than 200 people per 
km2. A total of 5760 km2 (1.5%) had a human population density of 
greater than 450 people per km2. A total of 92 settlements (>20 000 
people per settlement) were identified within the designated central 
niche area or within a distance of 15 km of its edge (Figure 4). Of these 
settlements, 30 were either provincial capitals (20), national capitals (5) 
or large cities (5) (Supplementary table 2 online). South Africa had the 
highest number of populated places, with 62 located within the predicted 
central niche areas, 4 of which are capital cities. Both Botswana and 
Lesotho had seven large cities within the central niche zones, including 
both national capitals, within or near to these areas. 

A comparison of the predicted central niche areas with the IUCN dis-
tribution (Figure 4) suggests that a large proportion (>40%) of the central 
niche within Botswana is uninhabited by baboons. Botswana has the third 
largest area of predicted central niche and the third largest area of central 
niche land per large settlement (Table 2). Lesotho had the smallest amount 
of predicted area per settlement (Table 2), with all seven capitals in close 
proximity to the comparatively small central niche area.

South Africa had the largest area of central niche lands currently 
protected (approximately 8% of its core area) (Table 2). Namibia protects 
approximately 46% of its total central niche lands, which equates to the 
second largest holding of protected central niche. Interestingly, the 
majority of Namibia’s protected central niche (92%) is non-government 
protected (private freehold and communal conservancies). Overall, app-
roximately 8% of chacma baboon central niche is protected, including 
0.03% of the central niche located in Lesotho, 3% in Zimbabwe and 0.2% 
in Botswana; none of the limited area in Zambia is protected. 

Baboons in KwaZulu-Natal were recorded in unprotected central niche 
zones, despite the population’s reliance on protected areas.7 However, 
our findings suggest that less than 5% of KwaZulu-Natal’s central niche 
is actually inhabited.

Lastly, the tenfold cross validation produced one confidence surface for 
each variable (Supplementary figure 2 online). A value of 10 identifies 
land that is always with the envelope and 0 identifies land that is never 
within the envelope bounds. The current central niche is predicted to 
cover approximately 389 000 km2 of land (7% of available land south of 
10°S); this tenfold cross validation results in central niche predictions 
ranging from approximately 315 000 km2 to approximately 535 000 km2 
(or 5% to 9% of land south of 10°S). Areas of reduced confidence are not 
widespread and there are no substantial areas of conflict with the current 
central niche areas, thus supporting our prediction.

Discussion
Modelling and limitations
This model is preliminary and there are limitations where data is 
simply not available at such a large scale. However, we included the 
best available data and a search of the published literature aided the 
selection of environmental variables employed. There was a large 
interspecies variation in habitat mean annual rainfall across the 
genus,32-35 thus suggesting some differentiation among Papio species. 
Rainfall indirectly affects plant productivity and species richness and 
thus food availability,35-39 consequently foraging and ranging patterns, 
and indirectly distribution, are affected. However, rainfall seasonality 
was excluded as it was highly geographically restrictive, possibly as 
environmental extremes are more prevalent over an area as large as 
southern Africa. For example, rainfall in some inhabited arid areas is so 
low (<15 mm/year11) that the effect of seasonality becomes nullified. Both 
temperature variables are included because of their direct and indirect 
influence on distribution;21,22,40-43 and altitude was excluded as it was 
found to have very little effect on the central range, possibly because of 
the already limiting effects of temperature. 

This model predicts potential liveable environmental ranges and not 
an actual distribution. Therefore, the dates of the baboon location data 
are not required. More pertinent was the accuracy of the location data 
in order to sample the correct environmental conditions. Equally the 
human settlement data were chosen for accuracy. We found population 
estimates exceeding 20 000 to be more consistent and large enough 
to cause considerable land disturbance. The 15-km buffer allowed 
for urban, sub-urban and semi-rural spread from the datum and the 
baboons’ ability to range towards the settlements (up to 19.3 km daily22).

There is no accurate up-to-date distribution map for the chacma 
baboon and we acknowledge the limitations arising from using the IUCN 
distribution, including undisclosed data accuracy. Whilst this map is 
useful for comparison, it does not consider regional or even international 
variations in distribution. Therefore, it can only be a guide for further 
research. Regional assessments have yet to be undertaken in most 
areas of southern Africa.

Modelling over a continental extent means variations in environmental 
conditions over time (from the last 100 years) are smoothed out and 
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there are likely to be areas included that are uninhabited by baboons, 
e.g. drought-affected areas. Furthermore, as Worldclim data are already 
temporally averaged, we expect the model to overestimate the land area. 
Although the model is mathematically derived, it is still based on the 
biological (environmental) requirements for the central section of the 
population (the central part of the range of the environmental conditions 
inhabited) and will encompass mean and median conditions encountered 
by actual populations. We expect the central niche areas to include only 
a small proportion of the entire species range. Nonetheless, these areas 
have the best potential to persist in adverse environmental conditions as 
a result of the large buffers (25%) afforded by the analysis. We cannot 
know whether the bounds include the entirety of the area most likely 
to promote species survival, nor can we determine if all less suitable 
areas are excluded. However, this central niche method does produce a 
quantitative, repeatable and testable hypothesis.

Core habitat and other baboon species 
The area of core habitat is approximately 10% of the estimated total 
suitable habitat11 as large areas of potential habitat are excluded from the 
central niche areas. This exclusion is because of a narrow range of rainfall 
(409–788 mm in the core habitat compared with a range of 15– 1555 mm 
for chacma baboon distribution11), and because temperatures are too hot 
over much of the potential range (e.g. in Mozambique).

The chacma baboon core habitat is extremely limited north of the Zambezi 
River, which is a putative transition or contact zone for Kinda baboons 
(Papio kindae), yellow baboons (Papio cynocephalus) and chacma 
baboons.18,44,45 It is possible that species interaction could limit chacma 
baboon access to the central niche areas north of the Zambesi. However, 
assuming competitive exclusion, any contact should occur at the edges 
of the whole distribution, thus it is unlikely to occur at the edges of the 
central niche. Equivalent studies would need to be undertaken for both 
Kinda and yellow baboons to further investigate potential impact from 
species competition.11 

Anthropogenic disturbance 
The absence of baboons in Botswana’s eastern central niche area, as 
depicted by the distribution shown in the IUCN map, may be related to 
the large number of major settlements within this region. Seven of the 
major settlements are capital cities including six provincial capitals and 
Gaborone, the national capital. It is possible that this land disturbance 
may have adversely affected baboon distribution. Botswana’s central 
niche land area per settlement was third largest amongst the southern 
African countries (Table 2). Yet if the area per settlement is recalculated 
excluding the area that the IUCN reported as uninhabited by baboons, 
the land per settlement drops from 5368 km2 to 3836 km2, a reduction of 
29% with nine cities remaining within the predicted central niche habitat.

The settlements in southeastern Botswana can be seen as a geographical 
cluster in the central niche area (Figure 4). This cluster includes or is 
adjacent to land that is uninhabited by baboons according to the 
IUCN distribution map. It is possible that the land in Botswana that is 
potentially the most valuable to the chacma baboon may be significantly 
compromised with regard to both ecological integrity and baboon access 
to the area. This land in southeastern Botswana is climatically compatible 
and has no major geographical barrier separating it from adjacent 
South African baboon populations, yet baboons are reportedly absent. 
Botswana’s urban satellite villages are rapidly increasing in size, with 
urban villages growing faster than modern towns and cities.46 In 1991, 
50% of the national population of Botswana resided within 100 km of 
Gaborone.47 Twenty years later the national population had reached over 
2 million,46 making Gaborone one of the fastest growing capital cities 
in Africa. The land disturbance within 100 km of Gaborone will likely 
be extensive as a result of this population growth. This 100-km zone 
encompasses a considerable proportion of the predicted central niche 
area in Botswana (Figure 5) and the central niche within this zone has a 
mean human population density of 21 people per km2. This area of central 
niche has a higher mean density than 76% of the total central niche land 
and Gaborone itself has a population density of 1160 people per km2.30 
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Figure 4: African settlements of >20 000 people within the predicted environmental central niche, overlaid with the IUCN distribution of the chacma baboon.5
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Moreover there are many smaller settlements (with a human population 
<20 000), often in close proximity to the larger settlements, which are 
not depicted in Figure 5. These findings may help to explain why baboons 
are not found in some of these potentially viable areas. 

Anthropogenic land disturbance in Lesotho may also be impacting 
baboons. The amount of central niche predicted within Lesotho is small. 
Our model predicts a total of 3984 km2 of land in close proximity to seven 
major settlements (Supplementary figure 3 online). This figure provides an 
estimate of only 569 km2 per city, all of which are provincial capitals. It is 
likely that these animals would be greatly affected by anthropogenic land 
alteration. The status of baboons in Lesotho deserves further investigation. 

Conservation planning and protected areas
This model of predicted central niche areas has direct implications 
for conservation planning. The 92 large settlements identified within 
the central niche zone increases the likelihood of land disturbance in 
these areas. With conservation of the chacma baboon a growing 
concern, conservation authorities may have difficulty acquiring or even 
maintaining protected areas within central niche zones. Baboons are 
a highly adaptable, resilient species. Thus, if baboon populations are 
noted to decline over larger areas, then the more inflexible species will 
have already suffered. Human land use and human occupation can leave 
land transformed and deconditioned48,49 and form physical barriers to 
wildlife. Although there are many protected areas within these zones, 
especially in South Africa, these areas are fragmented and separated 
by long distances. In addition, baboons are not always safe in these 
protected areas, as they often are culled when it is perceived that they 
have become problematic.

There are baboon populations occupying the core area to the east 
of Johannesburg and Pretoria. This area is under constant threat 
of development; however, the region is partly protected from major 
development by the Cradle of Humankind UNESCO World Heritage 
area and the Magaliesberg Protected Natural Environment. It is 
critical that we maintain these protected environments and protect 
similar and surrounding locations that are being encroached by new 
developments. As human population density and its resulting influence 
are increasing,50-52 areas of core habitat with lower human population 
density and potentially less degradation become ideal conservation 
areas (Supplementary figure 4 online).

The review of this central niche prediction is a preliminary assessment 
which highlights the need for more detailed assessments in localised 
areas. Current and accurate location data are very limited and, with the 
exception of KwaZulu-Natal,7 no regional assessments are published. 
There are spot assessments covering smaller areas and assessments 
of individual troops,27,29,35,53,54 but nothing that would enable quantitative 
regional assessments. In addition, we have little detailed associated 
data regarding the surroundings of the very limited location data we can 
access. For the most part, we do not have enough information even 
for localised basic assessments. The lack of data includes but is not 
limited to some auxiliary data such as baboon abundance, permanent 
water sources (including small human-made farming adaptations or 
even streams or springs), flora, fauna and land usage at locations. As 
a preliminary assessment at a continental scale we did not presume 
to expect such data or detail; however the overall lack of such data 
severely limits further analysis. Further regional assessments need to 
be undertaken and it is unlikely that these will progress without prior 
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Figure 5: The 100-km zone surrounding Gaborone (Botswana), overlaid onto the predicted environmental central niche of the chacma baboon.
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sub-regional assessments. These sub-regional assessments need to be 
specific to their local populations, and should assess viable population 
sizes and land requirements, including access to more valuable 
land areas.

This central niche prediction is a best estimate, formed using data sets that 
are themselves interpolated from raw data. This interpolation, combined 
with location data from the last 100 years, means that subtle changes 
in environmental conditions are smoothed out over the continental scale 
and the prediction is most likely to be an overestimate. We acknowledge 
the central niche is only the central habitat located within a much wider 
range occupied by baboons, but if future research finds these areas of 
key habitat are not able to support healthy populations then the concern 
must be that areas less conducive to survival will be undergoing a 
greater loss.
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The addition of rooibos extract (RBE) (0%, 0.25%, 0.50%, 1.0% RBE) to improve the oxidative stability of 
blesbok, springbok and fallow deer droëwors (dried sausage) was studied. RBE treatments had no effects 
(p>0.05) on the lipid and protein oxidation of the dried product. With the addition of RBE 0.25%, lipid stability 
after drying showed the malonaldehydes decreased considerably. Haem-iron concentration increased after 
drying and differed (p<0.05) between RBE treatments within the dried stage within species. There were no 
differences (p>0.05) between the moisture, protein and fat contents between treatments within a specific 
processing stage. With the high polyunsaturated fatty acid content of the sausages, a high level of oxidation 
occurred. Even though RBE addition did not reduce oxidation significantly during the drying process, it 
could be a successful addition to the traditional South African meat product if it is shown to impart positive 
flavour attributes.

Introduction
Game that is hunted and harvested in South Africa is utilised both locally and internationally.1 South Africa is known 
for its dried meat products such as biltong (a type of jerky) and droëwors. Droëwors is traditionally made from 
ground beef and animal fat (5–30% on a wet mass basis) and is a ready-to-eat dried seasoned meat sausage.2 
The droëwors market has expanded and is presently producing droëwors from different game species.3

Game meat is ideal for the production of droëwors as it is a lean meat with a low intramuscular fat content, has 
a favourable fatty acid profile and high iron content.1,4 Blesbok (Damaliscus pygargus phillipsi) and springbok 
(Antidorcas marsupialis) are harvested throughout southern Africa. They are both used in the production of biltong 
and droëwors. It is becoming more popular to harvest feral fallow deer (Dama dama) and as this meat could also 
be used in the production of droëwors, it would be of interest to evaluate the suitability of this species for droëwors.

As droëwors is commonly stored at ambient temperatures for a long period and has added fat, oxidation is likely 
to occur. Lipid and protein oxidation in meat results in the development of off-flavours and aromas.5,6 Natural 
antioxidants are commonly added to processed products to slow down oxidation and in turn, improve the shelf-life 
and flavour profile of the products.7,8 Rooibos extract (RBE) is becoming more popular as a food ingredient, being 
used in products such as yoghurt, ready-to-drink iced teas and jams.9 It is a powdered tea extract which is a waste 
product when producing commercial rooibos tea. The flavonoids found in rooibos have been shown to have the 
ability to inhibit lipid peroxidation in model systems.10

In commercial markets, synthetic and natural antioxidants are added to meat products. Butylated hydroxyanisole, 
butylated hydroxyl toluene, tertiary butylhydroquinone, sulphur dioxide and tocopherol are commonly added as 
a blend to enhance shelf-life via inhibition of oxidation.11 Consumers are more aware of the addition of synthetic 
antioxidants and therefore by replacing these with RBE, this should overcome the negative perception of some 
of the meat products currently sold in today’s market. According to Liu et al.12 teas have been successful at low 
concentrations when used in combination with tocopherol to lower lipid oxidation. Research by Cullere et al.13 and 
Hoffman et al.14 suggests that the use of RBE at low concentrations could result in improved oxidative stability in 
meat products. 

The aim of this study is therefore to investigate the effect of the addition of different levels of rooibos tea extract as a 
natural antioxidant to blesbok, springbok and fallow deer droëwors regarding its chemical properties and oxidation 
levels after drying.

Materials and methods
Droëwors production
Game meat of each species (blesbok, n=6; springbok, n=6; and fallow deer, n=3) was trimmed of all 
external fat and connective tissue and cut into approximately 100 mm x 100 mm cubes. No specific cuts 
were used. To increase the amount of fat in the product, sheep meat/fat (30 meat: 70 fat) was added. Three 
separate 36 kg replicates of droëwors from each species were made. Each 36 kg replicate was fur ther divided 
into four treatment batches of 9 kg each. Each 9 kg batch consisted of 66.6% game meat and 33.3% sheep 
meat and fat. Each 9 kg batch was then combined with 1.5% (135 g) salt, 1% (90 g) pepper and varying 
amounts of powdered rooibos extract (RBE: 0%, 0.25%, 0.50% and 1.0% w/w concentrations) (Afriplex, 
Paarl, South Africa). The phenolic composition of the RBE used is depicted in Table 1. Each treatment batch 
was minced through a 10-mm grinder after which the spices (salt and pepper) and varying concentrations of 
RBE were added. The minced meat and spices were then mixed and minced through a 5-mm grinder. Natural 
sheep casings (22 mm diameter) were filled with the minced meat mixture. Half the sausage from each 
batch was dried in an environmentally controlled maturation chamber (Reich Unicontrol 2000S, Deli Spices, 
Cape Town, South Africa). Initially the sausage underwent a reddening stage at 30 °C with a 60% relative 
humidity for 15 min followed by a drying period of 48 h at a constant temperature of 30 °C and a relative 
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humidity of 30%. The drying process took 2 days during which the 
droëwors lost 45–50% of its mass. The other half of the sausage was 
left raw for analyses.

Table 1: Phenolic composition of fermented rooibos extract used in 
droëwors production 

Flavonoid
Concentration 

(g compound/100 g extract)

Aspalathin 0.482

Nothofagin 0.056

Iso-orientin 0.956

Orientin 0.823

Quercetin-3-O-robinobioside 0.637

Isoquercitrin 0.138

Vitexin 0.179

Hyperoside 0.167

Rutin 0.179

Isovitexin 0.144

Luteolin-7-O-glucoside 0.196

Analysed according to the method of Beelders et al.16

Preparation and analysis of rooibos extract
Fermented rooibos extract was used and prepared as per the 
procedure repor ted by Jouber t et al.15 The phenolic composition of 
the rooibos extract (Table 1) was analysed according to the method 
of Beelders et al.16 through an optimised reversed phase liquid 
chromatographic (RP-LC) separation technique.

Preparation of samples for analyses
To ensure a representative sample was tested, five replicate sub-
samples (150–200 g) of both the raw and dried droëwors of each 
batch of droëwors were taken and individually homogenised in a 
blender for 3 min. The dried droëwors samples were taken within 
30 min after the drying process was completed. The samples were 
stored in a -80 °C freezer until analysed. The homogenised samples 
were used for proximate analysis, fatty acid composition, haem-iron 
concentration, as well as for lipid and protein oxidation.

Proximate composition analysis
Samples were analysed according to the Association of Official 
Analytical Chemists (AOAC) International to determine the moisture17 
and ash18 content. The protein content was determined by multiplying 
the amount of nitrogen (N) by a factor of 6.25; N levels were determined 
by the Dumas combustion method as described in procedure 992.15 
of the AOAC.19 Fat was determined using the chloroform/methanol 
(2:1) fat extraction method according to Lee et al.20 All analyses were 
performed in duplicate.

Fatty acid composition
The fatty acids were methylated and then analysed using gas 
chromatography to determine the fatty acid composition and 
percentages. A modified method by Folch et al.21 was used. An 
internal standard, heptadecanoic acid (C17H34O2) (Cat. No. H3500, 
Sigma-Aldrich Inc, St.Louis, MO, USA.) was added to quantify the 
individual fatty acids. The fatty acid composition was expressed as 
percentage. Analysis was performed according to Hoffman et al.14

Haem-iron
The haem-iron concentration was determined according to the method 
of Hornsey22 as referred to by Hoffman et al.14 A 5 g homogenised 
sample was taken from each replicate and mixed with 1 mL distilled 
water, 20 mL acetone and 0.5 mL hydrochloric acid. Thereafter the 
flask was covered with parafilm and left in the dark overnight (±16 h). 
The sample was then filtered and the absorbance measured at 640 nm 
in a Cecil CE2021 2000 Series spectrophotometer (Lasec SA (Pty) 
Ltd, Durban, South Africa). The haem-iron concentration values were 
expressed in mg haem-iron per g sample.

Lipid oxidation
The oxidation was followed by measuring the thiobarbituric acid 
reactive substances (TBARS) using the spectrophotometric method 
described by Rosmini et al.23 The samples, tested in duplicate, 
were prepared by homogenising a 1 g sub-sample taken from each 
replicate with 10 mL 0.15 M potassium chloride buffer for 20 s. The 
TBARS values were expressed as mg malonaldehyde (MDA) per kg 
product and mg MDA per g fat. For the full chemical analytical method 
description, refer to Hoffman et al.14

Protein oxidation
Carbonyls and proteins were measured on all samples. The samples, 
tested in duplicate, were prepared by homogenising a 1 g sub-
sample taken from each replicate with 10 mL 0.15 M potassium 
chloride buffer for 20 s as with lipid oxidation. The carbonyls were 
determined according to the method outlined by Oliver et al.24 The 
protein concentration values were expressed as µM carbonyl per mg 
protein. For the full chemical analytical method description, refer to 
Hoffman et al.14

Statistical analysis
To test the effects of species, treatment and stage (raw or dried) on 
the various measurements, mixed model repeated measures analysis 
of variance (ANOVA) was used. The stage effect was within the subject 
repeated effect. For the mixed model, species, treatment and stage 
were treated as fixed effects and the batches to which the treatments 
were applied as a random effect. Fisher LSD post hoc tests were 
used to further analyse significant differences when the main effects/
interaction were significant. Statistical analyses were done using the 
VEPAC module of Statistica 11.25 A 5% significance level was used as 
guideline for determining significant differences.

Results
Proximate composition analysis
Results of moisture, protein, fat and ash content for each species 
of droëwors (blesbok, springbok and fallow deer) are presented in 
Table 2. There were no differences (p>0.05) amongst treatments 
but significant differences (p<0.05) between raw and dried stages. 
Therefore, the results indicate the proximate composition as averaged 
means of each species at a stage.

Fatty acid composition
The total fatty acid profile of each species droëwors with the various 
levels of RBE added are presented in Table 3. The fatty acids 
composition should be the same for each treatment within a batch 
at the raw stage as no changes would have occurred; therefore the 
raw samples were tested using the control (RBE 0%) sample for each 
batch for each species. After drying, the replicates of each treatment’s 
batches were tested so that differences could be analysed.

For each species, the same fatty acids were found, with the most 
prominent being oleic acid, stearic acid, linoleic acid and palmitic 
acid. As expected, the droëwors (irrespective of species) had a 
similar fatty acid profile to that of the sheep fat added.

There were differences (p<0.05) in the total polyunsaturated 
fatty acid (PUFA) profiles between the treatments of each of the 
species’ droëwors after the drying process. When analysing the 
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blesbok species droëwors (Table 3), the PUFA values increased 
with increasing concentration of RBE. Springbok species droëwors 
(Table 3) did not follow a distinctive trend with the addition of the 
RBE; springbok with RBE 0.25% and RBE 0.50% had increased PUFA 
values whilst the other treatments both had similar percentages, 
which are also similar to that of the raw samples. With the fallow 
deer species droëwors (Table 3), the opposite trend to that of the 
blesbok species droëwors occurred; the PUFA values decreased with 
increasing RBE concentration.

Haem-iron
The mean values for the haem-iron concentration in the droëwors samples 
are depicted in Table 4. The treatments of blesbok and springbok species 

droëwors had similar initial haem-iron concentrations that increased 
after drying. Furthermore, after drying all treatments had similar haem-
iron concentrations over all species types. Meat with RBE 0.25% had 
lower (p<0.05) haem-iron concentrations after drying for all species 
as noted in Table 4 and Figure 1. There were no significant differences 
between the species (p=0.685), therefore it would be acceptable to 
analyse the interaction (p=0.00926) between stage and treatment 
regardless of species, as seen in Figure 1. RBE 0.25% therefore had the 
lowest increase, which corresponds with the results of lipid oxidation 
given in Table 5. Although it was expected that the haem-iron would differ 
between raw and dry droëwors, when expressed on a dry mass basis, 
the droëwors still had higher haem-iron than the raw droëwors (Table 4). 
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Table 3: Total fatty acid profile (%)±s.d. of game droëwors produced with increasing rooibos extract (RBE) levels 

SFA MUFA PUFA PUFA:SFA
(n-6)/(n-3) 

PUFA ratio

Blesbok

Raw RBE 0% 57.5 ± 1.61 35.9 ± 2.33 6.6 ± 3.94 0.1 ± 0.071 4.5 ± 0.45

Dried RBE 0% 40.4 ± 13.72 56.7 ± 12.90 2.9b ± 0.84 0.08 ± 0.050 4.0 ± 0.31

RBE 0.25% 45.5 ± 16.17 50.0 ± 17.80 4.5ab ± 2.88 0.1 ± 0.051 3.6 ± 0.26

RBE 0.50% 41.8 ± 15.76 53.1 ± 17.65 5.2a ± 1.89 0.1 ± 0.0020 3.7 ± 0.72

RBE 1.0% 39.4 ± 15.21 54.9 ± 17.55 5.8a ± 2.35 0.1 ± 0.0047 3.7 ± 0.70

Springbok

Raw RBE 0% 48.7 ± 12.74 46.4 ± 12.83 4.9 ± 3.06 0.1 ± 0.063 3.6 ± 0.19

Dried RBE 0% 29.1c ± 5.18 66.0a ± 5.91 4.9b ± 0.77 0.2 ± 0.010 3.8 ± 0.12

RBE 0.25% 56.8b ± 1.36 32.7b ± 1.22 10.5a ± 0.23 0.2 ± 0.0078 4.6 ± 0.83

RBE 0.50% 60.3a ± 0.72 29.5c ± 0.54 10.3a ± 0.22 0.2 ± 0.0055 4.9 ± 0.70

RBE 1.0% 32.6c ± 9.67 61.4a ± 11.27 6.0b ± 1.62 0.2 ± 0.0070 3.8 ± 0.11

Fallow deer

Raw RBE 0% 54.7 ± 1.96 34.7 ± 3.23 10.7 ± 1.50 0.2 ± 0.023 5.3 ± 0.40

Dried RBE 0% 61.9 ± 7.20 29.8 ± 5.51 8.4a ± 2.16 0.1 ± 0.048 4.1 ± 0.11

RBE 0.25% 54.8 ± 7.73 37.8 ± 10.00 7.4a ± 2.27 0.1 ± 0.025 4.0 ± 0.19

RBE 0.50% 50.3 ± 15.41 46.6 ± 13.89 3.2b ± 1.53 0.08 ± 0.064 4.1 ± 0.13

RBE 1.0% 62.9 ± 1.16 34.9 ± 1.24 2.2b ± 0.11 0.03 ± 0.014 4.3 ± 0.30

SFA, saturated fatty acids; MUFA, monounsaturated fatty acids; PUFA, polyunsaturated fatty acids
a,b,cMeans within a column per species at the dried stage with similar superscripts do not differ significantly (p>0.05)

Table 2: Average means*(%)±s.d. for proximate composition analyses of raw and dried droëwors with added rooibos extract (RBE) on a wet weight basis

Moisture Protein Fat Ash

Raw Dried Raw Dried Raw Dried Raw Dried

Blesbok 74.6 ± 0.82 38.7 ± 0.36 12.8 ± 0.24 34.6 ± 0.32 10.7 ± 1.68 20.3 ± 0.18 2.6 ± 0.11 5.3 ± 0.50

Springbok 68.7 ± 0.71 36.1 ± 1.73 13.2 ± 0.22 34.3 ± 0.35 12.4 ± 0.64 20.1 ± 0.33 2.7 ± 0.18 9.8 ± 1.35

Fallow deer 72.1 ± 0.43 35.8 ± 1.70 14.5 ± 0.13 37.2 ± 0.22 10.7 ± 0.43 20.5 ± 0.47 2.2 ± 0.27 5.5 ± 0.62

*No differences (p>0.05) were noted amongst RBE treatments within the raw and dried stages within species. Results indicate the proximate composition as averaged 
means of each species at a stage.
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Table 4: Means±s.d. for haem-iron (mg haem-iron/g meat sample) of droëwors with added rooibos extract (RBE).

Raw Dried

RBE 0 % RBE 0.25 % RBE 0.50 % RBE 1.00% RBE 0 % RBE 0.25 % RBE 0.50 % RBE 1.00 %

As is† basis

Blesbok 0.30 ± 0.42 0.28 ± 0.75 0.24 ± 0.42 0.36 ± 0.55 0.95a ± 0.21 0.73b ± 0.091 0.99a ± 0.19 0.97a ± 0.036

Springbok 0.29 ± 0.44 0.28 ± 0.11 0.23 ± 1.27 0.39 ± 0.86 0.94a ± 0.098 0.72b ± 0.12 0.98a ± 0.36 0.95a ± 0.24

Fallow deer 0.40 ± 0.51 0.36 ± 0.12 0.57 ± 0.33 0.31 ± 1.61 0.87a ± 0.0026 0.76b ± 0.081 0.93a ± 1.15 0.90a ± 0.20

Dry mass basis

Blesbok 0.96 ± 0.11 0.88 ± 0.085 0.77 ± 0.097 1.16 ± 0.19 1.45a ± 0.30 1.14b ± 0.15 1.62a ± 0.28 1.51a ± 0.18

Springbok 0.94 ± 0.12 0.87 ± 0.090 0.79 ± 0.10 1.14 ± 0.19 1.48a ± 0.23 1.18b ± 0.12 1.55a ± 0.30 1.52a ± 0.098

Fallowdeer 1.44 ± 0.22 1.28 ± 0.12 2.01 ± 0.33 1.10 ± 0.089 1.33a ± 0.13 1.20b ± 0.13 1.45a ± 0.17 1.41a ± 0.26

†As is basis refers to the sample as would be purchased for consumption 
a,bMeans within a row per species at the dried stage with similar superscripts do not differ significantly (p>0.05) 

Table 5: Means±s.d. for lipid oxidation (mg MDA/kg meat) of game droëwors with added rooibos extract (RBE).

Raw Dried

RBE 0 % RBE 0.25 % RBE 0.50 % RBE 1.00% RBE 0% RBE 0.25 % RBE 0.50 % RBE 1.00 %

As is† basis

Blesbok 0.57a ± 0.0025 0.45b ± 0.0036 0.37c ± 0.0064 0.58a ± 0.0015 0.92 ± 0.44 0.75 ± 0.023 0.76 ± 0.31 0.97 ± 0.21

Springbok 0.30c ± 0.021 0.40b ± 0.0056 0.33c ± 0.028 0.50a ± 0.023 0.69 ± 0.29 0.42 ± 0.13 0.40 ± 0.15 0.45 ± 0.12

Fallow deer 0.37b ± 0.042 0.23c ± 0.0055 0.23c ± 0.0074 0.44a ± 0.0034 0.73 ± 0.34 0.59 ± 0.24 0.70 ± 0.23 0.72 ± 0.19

Dry mass basis

Blesbok 1.86a ± 0.31 1.40b ± 0.072 1.20c ± 0.22 1.83a ± 0.23 1.42 ± 0.67 1.15 ± 0.18 1.26 ± 0.47 1.51 ± 0.36

Springbok 0.99c ± 0.13 1.24b ± 0.13 1.06c ± 0.21 1.59a ± 0.32 1.05 ± 0.39 0.65 ± 0.22 0.66 ± 0.25 0.70 ± 0.22

Fallow deer 1.36b ± 0.30 0.84c ± 0.068 0.84c ± 0.084 1.57a ± 0.078 1.10 ± 0.41 0.94 ± 0.42 1.09 ± 0.43 1.12 ± 0.45

†As is basis refers to the sample as would be purchased for consumption
a,b,c Means within a row per species at the raw stage with similar superscripts do not differ significantly (p>0.05) 

stage*treatment; LS Means
Current effect: F(3, 18)=5.1919, p=.00926

Type III decomposition
Vertical bars denote 0.95 confidence intervals
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Figure 1: Haem-iron results indicating the interaction between stage and 
treatment apart from species (p<0.05) for droëwors prepared 
with varying concentrations of rooibos extract (RBE).

Lipid oxidation
Lipid oxidation results for blesbok, springbok and fallow deer droëwors 
are depicted in Table 5. The results for each species differed significantly 
from each other (p=0.0231). It is important to note that as droëwors 
is a dried meat product, it is expected to undergo a large level of 
oxidation and therefore the TBARS values are expected to be higher than 
those found in raw meat. Therefore, the results are compared across 
treatments rather than between raw and dried samples.

Blesbok species droëwors showed a general trend that after drying, 
each treatment had increased TBARS values, although the results 
also indicate that RBE 0.25% resulted in the lowest lipid oxidation 
and haem-iron concentration (Table 4) in blesbok species droëwors. 
The mean values for springbok species droëwors indicate that the 
TBARS values of the RBE-treated samples (0%, 0.25% and 0.50%) 
all increased with drying. RBE 1.0% decreases slightly (0.52 MDA per 
kg meat sample difference). As with the blesbok species droëwors, 
these results indicate that RBE 0.25% gave the best results in terms 
of minimum lipid oxidation. Fallow deer species droëwors mean 
values differed slightly from blesbok and springbok species droëwors, 
although the MDA levels fall within the same range as the blesbok and 
springbok droëwors of both the raw and dried stages, except that the 
best result is shown to be at RBE 1.0%.
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The addition of RBE to droëwors did not result in significant differences 
(p>0.05) between treatments after drying within a species.

Protein oxidation
There were significant differences (p=0.0132) in protein oxidation in 
terms of the two stages, raw and dried, which was expected as during 
drying, protein oxidation will occur (Figure 2). However, each treatment did 
not always result in an increase in carbonyls. When evaluating the species 
individually within a stage, the fallow deer species droëwors carbonyl 
levels decreased after drying (Figure 2). Blesbok and springbok species 
droëwors followed the same trends for each treatment, staying at a 
constant for RBE 0% and 0.25%, increasing for RBE 0.50% and decreasing 
for RBE 1.0%. As seen in Figure 2, there were visible differences between 
the species; mainly that of the fallow deer species droëwors in comparison 
with both blesbok and springbok species droëwors. 

BB, blesbok; SB, springbok; FD, fallow deer.

Figure 2: Protein oxidation results indicating the interaction between stage, 
treatment and species interaction (p>0.05) for droëwors prepared 
with different concentrations of rooibos extract (RBE). 

When evaluating within species, protein oxidation in blesbok species 
droëwors samples remained fairly constant with the addition of RBE 
0% and 0.25% with mean values (expressed as µM carbonyl per mg 
protein) of 0.00089 (raw); 0.00087 (dried) and 0.00070 (raw), 0.00069 
(dried) respectively (Figure 2). The protein oxidation in samples with the 
addition of RBE 0.50% increased over time from 0.00065–0.00085 µM 
carbonyl/mg protein. The samples with RBE 1.0% decreased in carbonyls 
by 0.00026 µM carbonyl/mg protein which is a very small (not significant) 
amount. Springbok species droëwors samples indicate similar results to 
blesbok species droëwors samples in that with the addition of RBE 0.25%, 
the protein oxidation products remained fairly equal over time with mean 
values (µM carbonyl/mg protein) of 0.00069 (raw) and 0.00069 (dried). 
Samples with RBE 0.50% again increased after drying by 0.00018 µM 
carbonyl/mg protein, whilst RBE 0% and RBE 1.0% decreased by 
0.000085 µM carbonyl/mg protein and 0.00021 µM carbonyl/mg protein. 
All treatments of the fallow deer species droëwors samples decreased 
after drying with an initial average mean value of 0.0035 µM carbonyl/mg 
protein and 0.00076 µM carbonyl/mg protein average mean values after 
drying. The differences between these values were not significant. There 
were no significant differences amongst the treatments at each stage (raw 
and dried) for the individual species.

Discussion
The proximate composition results indicated that the moisture lowered 
after drying by approximately 50% which was expected as the droëwors, 
as per the procedure used, was dried to lose 45–50% of its original mass. 
Because of the moisture loss after drying, the protein and fat content 
was expected to become more concentrated.26 With the moisture loss 
experienced during the drying process, as expected, the concentration of 

fat in the droëwors doubled (Table 2). The increase in concentration of 
the ash content with the drying can be explained by the drying process 
although it must be kept in mind that the higher than expected ash content 
would also be because of the added spices.

The fatty acid profile showed that the saturated fatty acids (SFA) initially 
made up approximately 50–60% of the sausages’ total fatty acids. This 
was caused by the addition of sheep meat/fat to the lean game meat 
species. Sheep fat is high in stearic acid which contributes to the high 
total saturated fatty acid of the droëwors. The total unsaturated fatty acids 
made up the remaining 40–50% of the fatty profile. After drying, the fatty 
acid profile of the droëwors was expected to change because of oxidation; 
however, if the RBE functioned as an antioxidant, it was expected that 
the fatty acid profile would also differ in terms of percentage fatty acids 
between treatments within species. However, there were no significant 
differences between the PUFA values of the blesbok droëwors which 
would seem to indicate that the RBE did not function as an antioxidant. 
The fatty acid profile, especially that of the low PUFA, at treatments RBE 
0% and RBE 1.0% of the dried springbok species droëwors (Table 3), 
would seem to indicate that more oxidation may have occurred at these 
concentrations. Fallow deer droëwors’ PUFA decreased with increasing 
concentrations of RBE, which would indicate that there was increased 
oxidation with increasing RBE levels.

The haem-iron levels, lipid oxidation and protein oxidation need to be 
discussed in conjunction with each other for an accurate conclusion to 
be made as haem-iron and oxidation are closely related to each other.27 
Haem-iron is a catalyst for lipid oxidation, therefore the higher the haem-
iron content, the more susceptible the product is to oxidation.27 Protein 
oxidation products are also known to induce lipid oxidation as the protein 
oxidation products react with free lipid radicals resulting in increased lipid 
oxidation.28 Lipid oxidation however may also initiate protein oxidation.29 A 
standard Pearson’s correlation indicated that the haem-iron was positively 
linked to the TBARS of the dried droëwors in all the species (blesbok 0.52, 
springbok 0.24, fallow deer 0.86).

During drying, protein oxidation occurs resulting in the formation of 
carbonyls.29 Therefore it is expected that the oxidation products will increase 
after drying. Studies have shown that the 2,4-dinitrophenylhydrazine 
(DNPH) method is used to obtain a general overall measurement of protein 
oxidation in food systems.30,31 This method is described as being accurate, 
especially for quantification of overall protein oxidation levels over time.32 
Decreases which are visible in Figure 2 may result from the protein 
carbonyls reacting with other cellular constituents. These cellular reactions 
result in the total protein carbonyls not being detected.33 This corresponds 
with the fact that protein oxidation products are known to induce lipid 
oxidation28 as the products will react with the free lipid radicals resulting 
in increased lipid peroxidation. Of importance are the changes in protein 
oxidation products over time per species. Because of the antioxidant effect 
of RBE, protein oxidation was expected to decrease with higher levels of 
RBE added, however, the level of µM carbonyl per mg protein, as seen with 
the blesbok and springbok species droëwors, remained fairly constant 
between treatments. Protein oxidation was thus not affected by the 
addition of RBE at any of the concentrations although the results (Figure 2) 
suggest that with the addition of RBE at concentrations higher than 1%, 
a large concentration of malonaldehydes will be detected (high oxidation 
level) with levels being similar to that of the control (RBE 0%). Natural 
polyphenols, such as those found in RBE, form strong complexes with 
metal ions such as iron. Polyphenols also have the ability to complex with 
proteins. This therefore will influence the antioxidant activity of the RBE 
as once the polyphenol binds to a molecule, it will no longer act primarily 
as an antioxidant. This is seen in Figure 2 as the carbonyls decrease with 
RBE 1.0% allowing the polyphenols in the RBE to bind to the remaining 
proteins available which in turn could inactivate the antioxidant activity. 
This supports the lipid oxidation results of RBE concentrations 0.50% and 
1.0% which show an increase after drying. Some studies have proved 
that conventional antioxidant strategies do not necessarily apply to muscle 
proteins, as compounds that are able to prevent lipid oxidation are not 
always able to prevent protein oxidation.28,29,34,35

Oxidation in meat and meat products is also closely related to the break-
down of haem-iron and the release of iron from the porphyrin ring.36 
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Haem-iron increases after drying which could be from moisture loss of the 
product. However, the possibility exists that the haem-iron is not released 
from the porphyrin ring because of the drying process. The principle that is 
followed involves the interaction between lipid and protein oxidation which 
subsequently results in lowered haem-iron values. Lipid oxidation occurs 
through a free radical chain reaction whereby oxygen is the most important 
factor in the development of lipid oxidation in meat and meat products.37 
Droëwors is a processed dried meat product and the process includes 
a mincing step. The mincing of the meat disrupts the cell membranes 
releasing pro-oxidants naturally found in meat which interact with the 
PUFA in the presence of oxygen and reactive oxygen species. This initiates 
lipid oxidation.38 Lipid oxidation products include superoxide anions and 
hydrogen atoms which react to form hydrogen peroxide (H2O2). H2O2 acts 
as an oxidising agent by releasing the haem-iron molecule (via oxidative 
cleavage of the porphyrin ring) resulting in further lipid oxidation.12,37,39,40 
At this point however, if the antioxidants have bound to the binding sites 
of the myoglobin molecule in which the haem-iron is attached, this will be 
prevented. This process, called the Fenton reaction, is also involved in the 
reduction of PUFA. 

At slaughter, reducing enzymes in meat are depleted, resulting in the 
accumulation of metmyoglobin. Metmyoglobin consists of haem-iron in 
its ferric state (Fe3+), which has two binding sites.37 RBE is made up of 
polyphenols,41 therefore it can be speculated that they will attach to these 
binding sites of metmyoglobin, which primarily bind oxygen. With the RBE 
binding to these sites, a decrease in myoglobin oxidation occurs because 
oxygen cannot bind to the same sites. As the protein oxidation is a metal-
ion catalysed reaction, there is a decrease in protein oxidation thereby 
decreasing lipid oxidation via protein oxidation products. 

Aspalathin is unique to rooibos tea.9,41 It acts as a potent antioxidant at low 
concentrations and a pro-oxidant at high concentrations. As an antioxidant, 
it has a radical scavenging ability which protects against oxidative damage. 
Plant antioxidants added to meat and meat products have beneficial 
effects for protection against excessive oxidative damage induced by 
reactive oxygen species.42 High concentrations of total flavonoids, 
dihydrochalcones (aspalathin and nothofagin) and/or total polyphenols are 
a few reasons why RBE could also act as a pro-oxidant.41 Assays have 
been demonstrated using RBE to inhibit lipid peroxidation which concludes 
that its efficacy is dependent on the total polyphenol content rather than 
the individual flavonoids.10,41 However, the RBE used in this study had high 
concentrations of aspalathin and quercetin (Table 1) which can both have 
pro-oxidant properties when added in high concentrations, which could 
explain the increased lipid oxidation values with the addition of RBE 0.50% 
and 1.0%. Orientin and iso-orientin (analogues of aspalathin) could also 
play a role in the pro-oxidant effect of the RBE as these flavonoids are also 
found in high concentrations41 (Table 1).

The low results for haem-iron and lipid oxidation at RBE 0.25% are 
because of the inhibition of haem-iron release via the binding of the 
antioxidant to its binding sites, which inhibits protein oxidation and 
in turn minimises the level of lipid oxidation. Lipid oxidation does 
occur to some extent because of the initiation of lipid oxidation during 
processing. Only with the addition of RBE 0.25% did this occur. The 
same trend was seen over all species. These results also relate to the 
protein oxidation results which show a minimal formation of carbonyls. 
With the addition of higher concentrations of RBE, this resulted in 
higher oxidation levels. This could be the result of the saturation of the 
binding sites of haem-iron. Once these sites have been saturated, the 
RBE begins to act as a pro-oxidant as it has a high total polyphenol 
content and plays a role in the generation of hydroxide (OH-), which is 
a reactive oxygen species. Therefore, the more RBE present, the higher 
the level of oxidation that will occur. It can therefore be proposed that 
the addition of RBE 0.25% would be the threshold for usage as an 
antioxidant in droëwors. The control (RBE 0%) proved to have similar 
oxidation results as those of the RBE at high concentrations.

Droëwors is considered a high in fat product and has a high level 
of PUFA (Table 3); the higher the PUFA, the faster the oxidation 
process.38 It must be noted that springbok species droëwors 
showed that RBE 1.0% decreases slightly (0.52 MDA per kg meat 
sample difference). This decrease could possibly be explained by 

experimental error as determination of MDA in a meat sample using 
the TBARS method is said to be inaccurate as it lacks specificity and 
sensitivity.43,44 Therefore it has been suggested that the TBARS be 
used to assess the extent of lipid oxidation in general.45 This method, 
which is specifically used for biological samples, muscle foods and 
fish oils,46 should be regarded as a way to determine approximate 
lipid oxidation results. Variation in results has been seen in various 
studies which assess lipid oxidation in muscles food using the 
TBARS method.47-49

Both blesbok and springbok species droëwors showed that the 
addition of RBE 0.25% tended to slow down lipid oxidation. The 
addition of higher concentrations of RBE (0.50% and 1.0%) did not 
give expected results as oxidation activity was higher than the control 
(RBE 0%). Fallow deer species droëwors resulted in high oxidation 
activity with the addition of RBE at 0.25% but this does not correspond 
with the other species droëwors as the addition of RBE 1.0% gave 
the best results in terms of inhibition of oxidation activity after drying. 
This could be because of the chemical composition of the fallow deer 
differing from that of the other two species; an aspect that warrants 
further research.

Conclusions
Although the results obtained from this study did not prove the 
inhibition of lipid oxidation to be significant, there were some 
interesting trends observed. Lipid and protein oxidation showed 
that the addition of RBE at 0.25% gave the best results. Haem-iron 
concentrations after drying showed significant differences with 
RBE 0.25% resulting in a low haem-iron content in comparison 
with the higher RBE concentrations. Though the differences for 
lipid oxidation weren’t significant, it is important to note that RBE 
0.50% and 1.0% gave higher oxidation results but that these MDA 
values were never higher than the control MDA values. As some 
results were inconsistent across species, this indicates that species 
type (especially with the fallow deer droëwors) and formulation of 
the droëwors play an important role in the antioxidant activity of 
the added RBE. The fatty acid profile had high concentrations of 
oleic acid, stearic acid, linoleic acid and palmitic acid in both the 
raw and dry droëwors samples which is consistent with the sheep 
fat added. The high polyunsaturated fatty acids resulted in a higher 
oxidative activity as noted. The formulation used contains a high fat 
content of 33.3%. By reducing the fat content and re-formulating the 
droëwors recipe, this should allow for an improved fatty acid profile, 
as the droëwors tends to be more similar to the added fat. A sensory 
panel analyses should also be conducted to determine whether the 
oxidation is detectable and to give an indication on whether RBE will 
impar t a specific flavour to the droëwors.
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A geographical information system (GIS) database was compiled of Permo-Triassic tetrapod fossils from 
the Karoo Supergoup in South African museum collections. This database is the first of its kind and has 
great time applicability for understanding tetrapod biodiversity change though time more than 200 million 
years ago. Because the museum catalogues all differed in recorded information and were not compliant 
with field capture requirements, this information had to be standardised to a format that could be utilised for 
archival and research application. Our paper focuses on the processes involved in building the GIS project, 
capturing metadata on fossil collections and formulating future best practices. The result is a multi-layered 
GIS database of the tetrapod fossil record of the Beaufort Group of South Africa for use as an accurate 
research tool in palaeo- and geoscience research with applications for ecology, ecosystems, stratigraphy 
and basin development. 

Introduction
The fossil record of the Karoo Supergroup, which comprises a largely unbroken temporal record of tetrapod 
evolution from the Middle Permian to the Middle Jurassic,1,2 provides a unique opportunity to set up a GIS database 
of fossil occurrences which can be utilised to answer questions relating to ecological and biodiversity change 
through time. The Karoo fossil record is the best preserved ecological assemblage of pre-mammalian terrestrial 
tetrapods documenting the stem lineages of both mammals and dinosaurs.3,4

We geocoded palaeontological data for use in a geographical information system (GIS) for palaeoscience research 
to explore issues relating to the biodiversity of Permian and Triassic tetrapod faunas. This was the first time a 
GIS had been applied to the fossil records of the Karoo Supergroup. With the cooperation of seven South African 
museums and institutes (Council for Geoscience, Pretoria; Ditsong Museum, Pretoria; Evolutionary Studies Institute, 
University of the Witwatersrand, Johannesburg; National Museum, Bloemfontein; Albany Museum, Grahamstown; 
Rubidge Collection, Wellwood, Graaff-Reinet; Iziko South African Museum, Cape Town) that curate collections 
of Karoo tetrapod fossils, a GIS incorporating the South African databases of fossil records collected from the 
Beaufort Group, Karoo Supergroup has been compiled.

The hundreds of thousands of fossil artefacts stored and accessioned in museum collections are the foundation 
of our knowledge on past biodiversity. Great strides have been made in biodiversity informatics in providing digital 
access to extinct biodiversity data, for integration, interpretation, reconstruction and application objectives. Models 
for community data access are evident in abundant projects, such as:

•	 The Revealing Human Origins Initiative (RHOI)5 Specimen Database, a collaboration of paleoanthropological 
and related projects studying Late Miocene (and Pliocene) hominins and other faunas in context, with the 
database including digital imagery and metadata that covers age, geology, collection elements and taxonomy;

•	 The digital@rchive of Fossil Hominoids6, for which the primary mandate is to facilitate morphological inves-
tigations in the field of human evolution by providing digital data for the international scientific community;

•	 The Darwin Core metadata standard7, a uniform standard designed to expedite the exchange of informa-
tion about the geographic occurrence of species and specimen records in collections, with extensions 
for palaeontology.

These information systems, driven by distributed data retrieval, data capture and person-facilitated geospatial 
referencing, have enabled the investigation of novel research questions around ecological reconstruction, extinct 
biodiversity trends and predictive modelling. 

Historically, details of fossils collected were recorded as hand-written descriptions on index cards or in catalogues 
(Figure 1). Such documentation included both data (e.g. species and location) and metadata (information about 
the record), such as who collected, prepared and/or identified the fossil, where the fossil is stored and who wrote 
up the index card.

There are a variety of standards available for metadata, such as the Dublin Core (ISO 15836:2009),8 developed 
primarily for describing resources for discovery, and ISO 19115:2003,9 for describing geographical data, of 
which the South African profile (subset) is SANS 1878-1:2005.10 Dublin Core is primarily text-based, making 
it easy to enter information for its 15 metadata elements, while ISO 19115 makes extensive use of encoding, 
which facilitates automated processing and presenting the metadata in multiple languages. Metadata can be 
converted from one standard to another using an ontology or a cross-walk.11 As ISO 19115 has encoded 
metadata and more detailed metadata elements, it is easy to convert its metadata to Dublin Core through a 
cross-walk (conversion table), but the reverse is difficult because of the need to subdivide metadata elements, 
text processing and, invariably, use human expertise. Hence, it would be better to use a metadata standard such 
as ISO 19115 for palaeontological records.

http://www.sajs.co.za
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South African fossil-find field notes for the Beaufort Group (to be 
eventually reconfigured into museum index cards) were written up 
over the space of 150 years (since 184512,13) and do not conform to 
any particular standard. The main disadvantage is that some records 
contain inadequate or ambiguous data, particularly relating to the precise 
location of the fossil provenance. 

This paper focuses on the processes involved in establishing a GIS 
for tetrapod fossils from the Beaufort Group. It highlights the key 
challenges encountered during database establishment, as well as 
describing its main applications and future best practices for use as 
an accurate research tool in palaeontological research. This unique 
database is curated at the Evolutionary Studies Institute (ESI) at the 
University of the Witwatersrand and is available as a research tool to 
all bona-fide scientists 

Creating a reliable product
Extensive fossil collections have been amassed from the rocks of the 
time-extensive Permo-Triassic Beaufort Group and curated in different 
museum collections in South Africa, providing a unique opportunity to 
incorporate these collections onto a GIS. Ultimately, this database will be 

expanded to include fossils from the Beaufort Group which are housed 
in overseas institutions such as the Natural History Museum, London; 
Smithsonian Institution, Washington DC and the Field Museum, Chicago. 
This GIS will enhance their utility in research relating to changing 
biodiversity patterns, both temporally and geographically, as well as 
stratigraphic and basin development modelling.

Problems that had to be overcome in setting up the GIS database rela-
ted largely to a lack of consistency in the data, ambiguous locality data 
and outdated taxonomic records, requiring rigorous standardisation 
and updating. 

While all the original data was provided in digital format, these were set 
up from manual records. This is the main drawback encountered when 
having to apply human interpretation verses the structured logic of the 
computer. The establishment of the GIS database highlighted the value of 
structuring data to suit GIS and other digital applications. The migration 
of paper records to useful electronic records could not simply be 
carried out verbatim as many of the data obtained from the contributing 
South African museums needed to be restructured to facilitate analysis 
through electronic means.

Source: Evolutionary Studies Institute (ESI) Collections. Courtesy of Dr. Bernhard Zipfel.

Figure 1: Collected fossil recorded as a hand-written description on an index card.

Table 1: Summary of processes for presenting data within a spatial system 

Task order

Processes

Stage 1: 
Acquisition and processing of original data

Stage 2: 
Establishing a GIS management system

Stage 3: 
Reconciliation

1 Review and assimilation of original databases Selection of map layers Challenges encountered during mapping process

2 Creation of applicable data fields Conversion of data
Future possible modes of action concerning 
standardising and fossil collection methods

3
Criteria established for the elimination of 
non-viable data with subsequent deletion

Establishing an alternative base data
Suggestions for improving the current success 
rate for digitising fossil localities

4
Division into automated and manual 
entry databases

Establishing a geodatabase

5 Creation of map sheet shape file
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Methodology
Mapping palaeontological specimens
As this database has been set up as a research tool to be used by 
palaeontologists, it is important to explain the methodology in detail so that 
users can fully understand why the GIS was created in this particular way.

The broad-spectrum processes were divided into three stages (Table 1): 
Stage 1: Acquisition and processing of original data; Stage 2: Establishing 
a GIS management system; Stage 3: Reconciliation.

More detailed processes involved in spatially mapping the fossils 
were subdivided into two phases (Table 2), Phase 1: accessing and 
processing of data and Phase 2: development of a spatial model.

Alphanumeric data was converted to spatial data because, for most of 
the records, the location was specified using geographical identifiers,14 
particularly farm names, rather than coordinates. Converting the 
data required rigorous ‘cleaning’, correction of spelling errors and 
standardisation of content to permit queries. Farm names with their 
corresponding farm numbers were aligned with the names registered 
with the Registrar of Deeds and the Surveyors General.

Once cleaning of data had been accomplished, selection of data fields 
applicable for spatial mapping was undertaken. Geospatial coordinates 
used for mapping species location and distribution are crucial for a 
reliable spatial system.15 Access to geospatially referenced data from 
fossils provides a quantitative basis for biodiversity analyses over time 
and predictive niche modelling for determining sampling densities of 
various sites.

Providing locality coordinates proved a significant challenge. Most of 
the recorded specimens were associated with a georeference, but this 
reference was, in most instances, a worded description of the localities 
from where they were discovered with few records having geographic 
coordinates (Table 3).

To get to the point where data could be represented on a spatial map, 
two approaches were adopted. The first involved selecting records that 
qualified for automatic import into the system. The second approach 
involved records that could only be entered onto the system manually.

Table 3: Challenges posed by textual geo-referencing

Examples of textual geo-reference Challenge posed

‘Matjiesfontein’ 
‘Bronkhorstspruit’

Same locality name for more 
than one record

‘Ndanyana Hill on Hartebeespruit’ Topological nesting

‘Tiparery (?Tipperary) Ndanayane? 
(Ndanyana) Hill’

Complex grammar

‘0.25 miles NW of Mnweni River’ 
‘Hantam Mts, Toren, 12 miles W of Calvinia’

Linear feature measurement

‘On the road between Masite and Kolo’ Linear ambiguity

‘Various sites in Bamboeshoek Valley’ 
‘Possibly from Kiesbeen behind Platberg’ 
‘Between the road and the Sundays River’

Vague localities

‘Transvaal, Wiepe’
Change of political borders 
over time

‘’Fossil Bend’ near Harrismith’ 
‘Newcastle Admiralty Estate Group’

Historical and ‘in-house’ 
placename

Automated data entry procedure 
Records with locality coordinates from a Global Positioning System 
(GPS) could be entered automatically. However, as the majority of 
records had only a farm name for the locality, a spatial database had 
to be created to allow records to be imported automatically to specific 
localities referenced as farm centroids. A farm centroid is the calculated 
gravitational centre of a polygon (farm boundaries are polygons). 
This centroid is calculated using the ArcMap field calculator which 
automatically sets a field value for a single record, or even all records.

Forcing such localities into a single point at the gravitational centre of the 
farm introduces error and inaccuracy into the data, but remains the best 
option to utilise locality data for the majority of fossils found prior to GPS 
usage. Current locality data were accurately captured by GPS. 

Table 2: Summary of specific processes for presenting digitised Beaufort Group data

Task order

Phases

Phase 1: 
Accessing and processing of data

Phase 2: 
Development of spatial model

1
Initial test case using the recorded fauna of the Evolutionary Studies 
Institute (ESI) database

Converting alphanumeric data to spatial data

2 Selection of datafields applicable for project objectives Acquistion and application of selected map layers

3 Preliminary data cleaning

4 Establishment of criteria list allowing for automatic validation

5 Selection of data allowing for automatic insertion into GIS

6 Establishment of manual insertion data

7 Establishment of genera and species lists

8 Acceptance or re-classification of taxonomic classification

9 Establishment of final genera/species list for ESI database

10 Assignment of fossil locality data to each specimen

11 Repetition of tasks 2 – 10 for remaining six databases (ESI as template)
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To allow data to be imported automatically, certain tasks had to be 
completed (Table 4). A geodatabase was created to house the spatial 
data of the farm, administrative, district and magisterial boundaries and 
local authorities’ databases.16 Various map layers (including Landsat 
7 ETM+ Satellite imagery) were necessary as backdrop data to interpret 
the distribution patterns of fossil taxa. 

Because most of the specimens in older collections lacked geographic 
coordinates for their place of discovery, the most accurate locality 
information in the majority of the databases was simply a farm and district 
name. To represent this locality information on the GIS, farm locality data 
was received in .FEA format from the Surveyor General and converted 
into shape file format. Alphanumeric data were exported as a point file 
and joined to the polygon data using a spatial join. The cadastre received 
from the Surveyor General contained farm boundaries and their farm 
numbers, but very few farm names. This lack of names posed a problem 
as localities for most of the specimens in the museum catalogues were 
given as locality names, which were assumed to correspond to the farm 
names. As such, the farm names were essential for the geocoding of the 
localities and thus the specimens.

To solve the number versus name problem, Environmental Potential Atlas 
(ENPAT 200417) farm cadastre data was used as the new spatial layer to 
identify localities. For each farm, centroids were generated and used to 
geocode the specimens by linking the specimen locality names to farm 
names. Additional backdrop map layers included Surveyor General data 
for magisterial districts and provinces. These data were used to identify 
further localities, as farm names are not unique across the country. 
Digitised geological maps covering the extent of the Beaufort Group were 
included as additional backdrop data.

The Evolutionary Studies Institute (ESI) collection database was selected 
as the test case because of the high resolution of farm locality and map 
sheet data, to determine whether automated entry of palaeontological 
records was a feasible option. Unique localities were split into those with 
coordinates and those without, as the process for identifying the location 
of these two groups of localities was different16.

Those localities with grid coordinates were extracted and all coordinate 
data converted to decimal degrees, imported into ArcGIS® as an event 
theme, converted to a shape file, and each specimen was located as a 
point in the spatial data file. 

Localities that lacked coordinates were identified by districts, farm 
names and map sheet indices. As farm names are not unique and 
can be repeated for several districts, the map sheet index was used in 
addition to the farm names and districts as identifiers for the location 
of the farm localities. As an index shape file of the 1:50 000 map sheet 
series does not exist, a map sheet index shape file was created by 
digitising the sheets. 

As a test run to determine how to automate the linkage of the locality 
name provided by the ESI data to farm records listed in the Surveyor 
General data, 13 distinct localities in the district of Beaufort West 
were selected (Table 5). According to the alphanumeric data, all these 
localities fall on the same map sheet except for the Winterberg (Gryskop) 
locality. Of the 13 localities, only seven were matched to the spatial data 

and of these only two localities fell on the correct map sheet,16 indicating 
it would be difficult to automate the linking process.

Table 5: Unique localities in the Beaufort West District

Locality name District

Beaufort West Commonage Beaufort West

Biesjiespoort (on Nobelsfontein) Beaufort West

Buffelsvlei Beaufort West

Dunedin (formerly Quaggasfontein) Beaufort West

Elandsfontein Beaufort West

Heuninglaagte (Honinglaagte) Beaufort West

Kuilspoort Beaufort West

Leeu Kloof Beaufort West

Leeufontein Beaufort West

Leeukloof Beaufort West

Rosary Beaufort West

Uitspansfontein Beaufort West

Winterberg (Gryskop) Beaufort West

Another test was run to determine if ‘selection by map sheet’ could be 
used as a method to link alphanumeric data to spatial data. Map sheet 
3123DD was randomly selected and alphanumeric records of the ESI 
collection located on this map sheet were selected, returning 41 records. 
These records were then queried such that only distinct localities would 
be returned, and resulted in 38 localities. As locality name should 
correspond to farm name, it follows that there should be 38 farms 
which intersect with this map sheet. A query was performed to select 
all the farms which lie wholly or partly on this map sheet and resulted in 
16 farms - less than half the number of distinct localities. As the method 
of using locality name, farm name and farm centroid was not effective 
(because neither locality name nor farm name matched the government 
farm name), an alternative linkage solution needed to be created.

The database of Iziko South African Museum, which contains both 
locality names and formal government farm names, was used as the 
linkage mechanism. For each collection, a query for distinct records of 
specimens was run. Results from this query were input into a second 
query where the centroids with their government farm names were linked 
to the specimens with their locality names via the joining table derived 
from the Iziko South African Museum data. The results from these queries 
were imported into the GIS and merged to form one data file.

Table 4: Methodology for automating spatial data

Phase Task(s)

1 Obtain necessary data 1. Landsat imagery 2. Geology (1:250 000) 3. Farms and farm boundaries 4. Fossil records

2 Transform spatial data 1. Data exploration 2. Check projections of spatial data for accuracy and relevance

3 Sort alphanumeric data 1. Sort records per farm and per biozone

4 Digitise fossil record localities 1. Digitise localities per farm using ArcGIS® 2. Align ID keys with alphanumeric database

5 Link alphanumeric database 1. Link alphanumeric database to spatial database (compound key)

6 Output 1. Spatial database of tetrapod fossil localities for the Beaufort Group of South Africa
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The automatic impor t of records yielded a poor success rate. Of the 
19 718 specimens selected for automatic impor t, 8512 records were 
imported automatically. Against the total number of records (20 968) 
that required import into the GIS, this number indicates a success rate 
of 43.2%. The only solution was for the remaining data to be manually 
imported into the existing digital-palaeo system. 

Manual data entry procedure and collation of Beaufort 
Group data
Data tables containing specimens that had failed to import automatically 
were established for each museum and imported into the spatial map 
under separate map layers. Each fossil entry was then systematically 
added in point format to the spatial map. 

The final phase involved collating the point data of the seven collections 
into a single map layer to decrease the complexity of future queries. The 
original intention was to append all the data sets onto a single data set, 
but because of differing alphanumeric table structures and schemes of 
the contributing museums, a single data set was not directly possible. 
Accordingly, the alphanumeric table structures of the various data files 
were manipulated to conform to a designed standard structure (Table 6).16

Table 6: Alphanumeric table structure

Field name Data type

Id Short Integer (6)

Specimen_I Text (50)

Current_Tax Text (50)

Taxon_Assi Text (50)

Biozone Text (50)

Province Text (50)

District Text (50)

Locality_N Text (50)

Mapsheet Text (50)

Old_ID Text (50)

Census_Dis Text (50)

Farm_Name Text (50)

Co_ord_X Double (8.7)

Co_ord_Y Double (8.7)

Shape files that had a multipoint geometry type, rather than a point geometry 
type, were converted to a point geometry type, and appended, resulting in 
a single point shape file. This file contains approximately 30 000 points 
and indicates where fossil vertebrates from the Beaufort Group were 
discovered in the field.17

Applying GIS to palaeontological research 
Establishment of the Beaufort Group GIS has resulted in a research aid 
which can be utilised to answer questions relating to Permo-Triassic 
continental vertebrate biodiversity. The system displays taxonomic 
diversity of fossil tetrapods from the Beaufort Group, with specific 
reference to the housing of particular genera, including numbers of 
specimens of each genus and their respective locality and/or biozone 
data. This unique data set provides a record of fossil tetrapod biodiversity 
in the continental realm from the Middle Permian to the Middle Triassic, 
and shows accurate numbers of specimens of the various taxa which 
have been collected (e.g. Smith et al.18).

The spatial map allows for queries to be performed relating to geospatial 
distribution, which may assist in understanding the pattern of basin infill 
as well as significant biodiversity patterns. Because of the paucity of 
reliable lithological markers which extend over a large area as well as 
datable volcanic rocks, index fossils have been used as biozone markers 
to develop basin development models.19-22 Now that the database of 
Karoo fossils is available on a GIS, biogeographic distribution patterns 
of index taxa can be determined and utilised in the development of 
basin development models. In addition, because the tropic level of each 
species is recorded in the database, changes in terrestrial vertebrate 
ecological relationships from the Middle Permian to the Mid Triassic 
have been explored.23

The database elucidates which genera occur in particular biozones, as 
well as numbers of individuals of each genus in successive biozones. 
Application of the GIS can highlight biodiversity changes across suc-
cessive biozones, making it possible to calculate the extent of extinction 
of taxa within successive time slices, which allows for the determination 
of trends in biodiversity changes through time. 

Through the application of the GIS database, the stratigraphic ranges 
of fossil specimens were calculated and a refined biostratigraphic 
subdivision of the Eodicynodon, Tapinocephalus and Pristerognathus 
assemblage zones (Middle Permian Beaufort Group) proposed.24

Previously, biostratigraphic maps of the Beaufort Group were compiled 
based on a rough estimate of the distribution of biozone-defining 
signature fossil genera. Through the utilisation of the GIS database, a 
far more precise biozone map of the Beaufort Group has been produced 
(Figure 2), with the capability of being continuously updated as new 
information is received. This method introduces an entirely new way 
of representing geographical fossil distribution data that can be used in 
basin development and tetrapod biogeographic studies.25

Future spatial map enhancement and maintenance
Given the scope of both the specimen locality data and the necessity for 
this data to be available in a readily usable form, efficiency and accuracy 
is of prime importance for the task of geospatial referencing. Individual 
institutions housing palaeo-collections typically lack the resources or 
informatics expertise to meet the challenges of georeferencing alone.15 
Designing a collaborative geospatial referencing methodology using the 
combined expertise of all palaeontologists in South Africa has yielded an 
accurate and reliable spatial map.

An important aspect of data management that will improve reliability of 
the data set is the accurate assignment of taxonomic data. This accuracy 
is crucial for trend analysis. The updating and verification of both 
biozone assessment and taxonomic assignment must be accomplished 
through ongoing collaboration of palaeontologists, each selected for 
their expertise in specific taxa of animals and/or geological expertise. 
Specimens in collections need to be checked and identifications must be 
updated using current taxonomic diagnoses.

The application of GIS technologies could have significant impact as it 
could open further avenues of GIS-based research in palaeontology. The 
data could be used for four-dimensional (4D) spatio-temporal modelling. 
These dimensions can be distorted by geological or other processes and 
hence there are different spatio-temporal dimensions that are relevant 
for the fossils, including the various 4D environments through which 
the fossil has been taken, changed, moved, etc., such as weathering, 
erosion, re-deposition, lithification, metamorphism, diagenesis, faulting, 
folding, etc.

Ongoing contribution to the GIS project involves the further development 
and refinement of the Spatial Map of Beaufort Group fossil specimens 
(e.g. Van der Walt et al.25). Continual refinement and upgrading will 
ensure a reliable product that may confidently be used as an analytical 
and research tool.
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Conclusion
Digital archiving and spatial cataloguing of artefact collections data are 
central to biodiversity research. The way forward for the digitised spatial 
map of the Beaufort Group of the Karoo Basin is to create easier access 
for researchers, where currently access to collections is limited by their 
distributed nature on museum shelves.

Combining all the South African databases of vertebrate fossils from the 
Beaufort Group onto a geographical information system is an important 
tool which could be utilised to address numerous different issues relating 
to Permo-Triassic continental tetrapod biodiversity in space and time. In 
the process of setting up this GIS, it became apparent that the course of 
action is not simply a matter of combining all the databases and coming 
up with answers.

Many metadata have been collected for recorded fossils from the seven 
large collections of vertebrate fossils in South Africa, but, particularly for 
specimens collected long ago, the quality of the metadata was not initially 
compliant with the requirements for a reliable GIS. Lack of complaince 
is largely because of a lack of consistency of data in the different 
collections, and also because precise GPS coordinates of localities of 
many of the fossils were not recorded, and only a farm locality was 
given. Certain specimens were listed more than once, despite the 
selection of distinct records. This is because of capture errors and lack 
of standardisation in the original data. In a number of the spreadsheets, 
the supposedly unique identifiers of some specimens were not actually 
unique, which made removing redundant data much more difficult.

Since overcoming these obstacles, the outcome is a GIS database that is 
reliable and applicable. The result is the establishment, for the first time, 
of a Geographical Information System incorporating all vertebrate fossils 
from the rocks of the Beaufort Group which are curated in South African 
Museums, have already been utilised to address questions relating to 
Permo-Triassic biodiversity and palaeoecological change.18,23,26-28 As 
the Karoo geological succession preserves the most complete record 
of Middle Permian to Middle Triassic continental tetrapod biodiversity, a 
study of this nature is of great importance for an understanding of early 
continental tetrapod biodiversity changes as well as for Gondwanan 
basin modeling.

The objective of the established GIS database is for its utilisation as both 
a research tool and digital archive and as such, it requires continuous 

improvement, updating and refinement. Future work will include standar-
dising the records for the fossils, for both data and the metadata.
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Mining, tailings storage facilities (TSFs), dust pollution and growth in residential housing development are 
synonymous with the Witwatersrand, South Africa. Encroachment of housing onto land close to TSFs, 
i.e. areas rendered marginal because of the dust hazard and risk of structural failure, has continued unabated 
for decades, intensifying human exposure to windblown mineral dust. Recent research indicates that the finer 
milling used for modern gold extraction results in aeolian dust emanating from the TSFs which contributes 
to a higher proportion of inhalable particles in the source material. Air quality dispersion modelling, validated 
by ambient aerosol monitoring campaigns, indicates that episodic dust events generate particulate matter 
(PM10) and, specifically, quartz dust concentrations that are unhealthy at distances of up to 2 km downwind 
from TSFs. This contribution documented residential development from 1952 to 2011 (using historical 
aerial photographs, census data from 2001 and 2011 and ancillary information) to determine the population 
exposed to dust emanations from the TSFs. Using the images, land use was classified into residential areas, 
TSF footprints and open areas, onto which a series of 500 m buffer zone contours were superimposed. 
The resulting statistics were used to assess the populations exposed to dust hazard within the defined buffer 
zones. Overall, housing development has experienced a growth of approximately 700% since 1952 at a rate 
of 14% per year. Analysis of recent monitoring campaign data has confirmed multiple occurrences of quartz-
rich inhalable dust in residential settings at levels that exceed occupational health standards, extrapolated to 
values for population exposure.

Introduction
Evolution in social, economic and political landscapes often shapes population growth, migration and settlement 
patterns, which in turn often influence the net environmental risks to populations. This is particularly evident in Asian 
and African countries.1-5 A growth projection of 2.4% over a twenty-year period (between 2000 and 2020) suggested 
for sub-Saharan Africa, is higher than for other developing regions (1.3%) and the developed world (0.1%). Cities in 
African countries will experience an additional 150 million residents because of ‘high rates of rural-out migration’.3 
In South Africa, the transformation into an urban, socio-economic and political space has been ongoing since the 
discovery of gold in the mid-1890s, with gold mining initiating an unusually rapid population growth. Influxes of 
migrant labourers led to the proliferation of makeshift houses, the establishment of mining camps and eventually 
towns and cities – areas which continue to evolve. Events on the Witwatersrand have defied the norm whereby, on 
the cessation of mining, surrounding settlements usually become ghost towns. By contrast, prospecting, excavation, 
processing a range of ore minerals and the reclamation of legacy gold mine tailings continue to make mining a major 
regional industry. This process has made the Witwatersrand region a vibrant economic hub.4

Tailings storage facilities (TSFs) are intertwined with built-up areas and other mine features in the Witwatersrand.6,7 
With sparse vegetation cover and the reworking of older TSFs for their residual gold content, exposure to wind-
generated mineral dust presents an intermittent but persistent environmental hazard for nearby residents.6,8 As part 
of evolving technology for gold extraction, the reclaimed TSF material is milled to a much finer grade (down to 
30 µm, considerably smaller than the previous 70 µm diameter). This greatly increases the fraction of inhalable 
material or PM10 (i.e. less than 10 µm aerodynamic diameter particles which can be inhaled) in the tailings material. 
Investigation into detailed size and chemical characterisation of material and ambient airborne dust exposure 
is ongoing, as is an epidemiological survey aimed at quantifying the associated human health risk of exposed 
residential populations developing silicosis.8 Recent research indicates that dust management faces challenges9, 
while the increasingly fine material size ranges8,10 coupled with the results of this study (which identifies the extent 
of the population being exposed) makes mitigating the negative effects a priority.

While international standard practice and local mining regulations prohibit or avoid locating residential areas 
closer than 500 m from TSFs,11 the earliest aerial photographic images of the areas within that distance around 
Johannesburg’s TSFs, clearly show that housing development has been continuing despite the recent data on the 
emerging increase in health risks for residents.

This study assesses the growth of housing developments near the gold mine TSFs of the Witwatersrand over the 
past 50 years and evaluates changes in the population exposed to windblown dust emanations from the TSFs. This 
information forms a critical component of the process of evaluating net risk, and in quantitatively assessing benefit-
to-cost ratio of proposed mitigation strategies that depend on scarce resources, such as water, for dust mitigation.

Background
Prior to the 1950s, the sites selected for deposition of gold mining residues were in sparsely populated areas 
mainly covered with savannah grassland, colloquially known as veldt, with grass or low shrubs and few trees. 
Nearest residential areas were 3-4 km distant from the margins of the TSFs. From the 1950s onwards, rapid 
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expansion of mining led to the socio-economic growth of Johannesburg 
and surroundings, with rapid urbanisation to the north and the 
simultaneous development of dormitory suburbs in the area south of 
the Witwatersrand ridge (through the forced resettlement policies of the 
apartheid-era government). In the post-apartheid era, after 1994, with 
newfound political freedom and removal of restrictions on movement 
of citizens of colour, there has been a surge in rural-urban migration 
by people in search of a better livelihood, leading to the increased 
development of formal and informal housing.

There is currently a housing backlog in South Africa and increased 
pressure for further housing developments, particularly on remaining 
open land within the greater city limits, along the Witwatersrand mining 
corridor. These historical forces have shaped the housing patterns 
and dynamics, resulting in extensive infill of vacant land that had 
constituted the safety buffer zone near both active and dormant TSFs, 
thereby aggravating the exposure to health hazards and environmental 
consequences of dust pollution from the TSFs.8

With 270 TSFs in the region,12 several topics – such as the extensive 
development, continued surge in migrant labourers, great land pressure 
issues, public health concerns associated with exposure to airborne 
mineral quartz dust – have all been the subject of research initiatives.13-20

For the purpose of this research, three large TSFs were selected for 
investigation of historical changes in population density within the 
zones of maximum dust exposure: the Crown Gold Recoveries (CGR) 
complex in central Johannesburg; the Durban Roodepoort Deep (DRD) 
TSF on the west Witwatersrand; and the East Rand Proprietary Mine 
(ERPM) TSF complex on the east Witwatersrand. These TSFs, each with 
areal footprints exceeding 1 km2, besides being the largest three TSFs 
in the Central Witwatersrand goldfield, represent a range of conditions. 
The CGR complex is the site of recent active deposition of reprocessed 
and finer grade material, reclaimed from numerous smaller TSFs which 
are a legacy of earlier mining efforts when gold extraction processes 
were less efficient. The DRD complex is dormant, and vegetation from 
an earlier rehabilitation campaign has been extensively eroded or buried 
by windblown sand. The ERPM complex is undergoing reclamation that 
commenced circa 2010, exposing previously vegetated surfaces to wind 
and water erosion.

In this study, historical and local ‘at risk’ population density and distribution 
trends are documented. Detailed algorithms – to expand the analysis to 
permit rapid application of population location-based risk analysis at regional 
(citywide) or specific (project or TSF based) scales – were explored.

Data and methods
Scanned aerial photographs, drawn from the records of the Chief 
Directorate of Survey and Mapping21 in Cape Town, South Africa 
were employed to obtain historical information on residential patterns 
in relation to the selected TSFs. QuickBird Imagery for 2004 obtained 
from Southern Mapping Company (Pty) Ltd) and Google Earth historical 
images (Figure 1) were used to survey changes in residential land use. 
These were complemented with 1:50 000 topographic maps, which 
show the extent of formal housing developments, in shapefile format. 
Census data for 200122 and 201122, with an accurate count of the 
houses and people within demarcated census areas called ‘enumerator 
areas’, were obtained from Statistics South Africa (Stats SA).

Formal housing developments have the advantage that both the structure 
and housing density have remained fixed for reasonably long periods. 
With the dwelling density and the area of each dwelling space derived 
for 2001, the total population and the number of households for earlier 
periods were estimated. The assumption that the household density and 
dwelling space ratios, as calculated in the 2001 census data22, remained 
the same over time was required, because census data coinciding 
with the image dates do not exist. Matching the historical residential 
areas in the newer images confirmed that for these formal residential 
developments, this assumption is reasonable. Because the relationship 
between land area and number of households has been constant within 
the study area, the household sizes, and thus the number of people 
associated with these homes, is also likely to have remained constant.

For several reasons the Census 2001 data22 were the best estimate of the 
South African population, and therefore served as the basis for estimates 
of TSF-affected population in this study. This was the first census taken 
after the end of apartheid and consequently was less influenced by legal 
and political pressure. The 2001 census data22 covered a wide range of 
parameters, including household size, income, individuals and their ages. 
Without the pressure of under-reporting (concealing) illegal occupation, 
the 2001 census results22 could be treated with more confidence than 
any studies prior to the political changes in 1994.

Image pre-processing
The digital aerial photographic images and QuickBird imagery were 
geo-referenced using ground-control points derived from the 1:50 000 
topographic maps. Images from the different historical periods were 
resampled to matching spatial resolutions. The pre-processing 
continued through making a mosaic of the different scenes, covering 
the area of interest using both aerial photo and remotely-sensed imagery 
in each period, typified in Figure 2. Across all images and for all time 
periods, the geo-referencing was accurate to 1 m or better. Separate 
images covering the area of interest for the selected years (1952, 1976, 
1991 and 2002) for areas surrounding the three TSFs (CGR, DRD and 
ERPM) were extracted from the mosaic images. These have been 
illustrated by the series of aerial photographs for the CGR complex for 
the respective years, 1952, 1976, 1991 and 2002.

Delineation of buffers and polygon outlines and 
quantification of change
After the mosaic process, three different approaches were adopted to 
evaluate growth in residential housing developments over time. Firstly, 
using geographic information system (GIS) spatial analysis tools, buffer 
zones were defined at distances of 500 m, 1000 m, 1500 m and 2000 m 
from the edges of the TSFs under survey.

Secondly, on-screen digitising of the areal extent of residential 
housing developments, within each buffer zone, was performed for 
the different periods under survey. The areas covered by the digitised 
polygons were estimated using the statistical tools in TNTmips® 
(MicroImages 2009), with differences evaluated as the areas changed 
between successive periods.

Most of the housing developments within the buffer zones of the selected 
mega-TSFs are formal settlements with permanent structures. Informal 
settlements (comprising shack dwellings) occur extensively at other 
locations and around other TSFs in the city, but have not been rated 
in this study. The benefit of formal housing structures is that once a 
development has been completed, the number of dwellings remains 
remarkably stable. While the population might change over time, the 
number of households can be calibrated and compared with confidence.

The dramatic social and political changes in this region since the 
1950s have made the comparison of census data problematic. In this 
case, population data are best extrapolated from housing changes, 
quantified as described above, and calibrated to population by the most 
reliable single census. The census data from 200122 provided the best 
available count of the houses and people within reporting areas – called 
enumerator areas – at that point in time. An observed problem is that 
the enumerator areas include both the open land and the residential 
areas. By contrast, the 1:50 000 topographic data show the extent of 
the formal housing developments (which excludes open land) but gives 
no indication of the actual number of houses and people. Combining 
these data sets in an ARC® GIS environment, the exact area occupied 
by residential areas, average dwelling space and the dwelling density in 
2001 was computed. It was observed that in neighbourhoods reporting 
lower incomes (according to the 2001 census data22), properties 
occupied less space and were more densely populated; higher income 
neighbourhoods occupied larger expanses of land at a lower density.

Extrapolation to large scale or automated analysis
Once the detailed, specific and historical analysis of the three priority 
locations had been completed, the next stage was to extend the analysis, 
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using the calibrated and hand checked data to include all the TSFs in the 
city and across the Witwatersrand. Population densities, derived from 
2001 census data22, and dwelling structure footprints from 201123 were 
used separately to estimate the regional impact of fine dust on residential 
areas adjacent to mine TSFs. These techniques to estimate automatically 
population numbers from census22,23 and survey general topographic 
data, can be applied regionally or to any selected subset of locations.

Two approaches were used to estimate the population living close to the 
TSF. The 2001 census data22, with the population densities (calculated as 
described previously), were intersected with the TSF buffers to compute 
population density polygons within each buffer zone. Within each buffer 
zone, the exposed population was calculated by multiplying the number 

of people (or households) per unit area by the area within that buffer 
zone (Figure 3a).

The first step was to designate buffers around the required land use areas. 
In this example, both types of TSF locations were used, i.e. older sand 
dumps, and more recent slimes dam deposits of hydraulically placed 
tailings material with a median particle grade of 70 µm or less. Buffer 
distances, of 0.5 km, 0.5–1.0 km, 1.0–1.5 km, 1.5–2.0 km, 2.0–2.5 km 
and 2.5–3.0 km, were used to assess the population distribution at a 
range of distances. This range corresponded to distances shown in 
dispersion modelling studies to be adversely influenced by transport of 
dust during high wind speed conditions.24 Modelling results24 have been 
validated against data from particulate matter monitoring campaigns 
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Figure 1: (a) February 2000 and (b) December 2013 Google Earth images showing newest residential developments close to Crown Gold Recoveries 
tailings storage facilities. Red arrows indicate newest housing developments.
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downwind of the studied TSFs. Monitoring results confirmed that the 
frequency and intensity of dust episodes are directly related to the 
strength and frequency of high wind speeds.8

The analysis undertaken with the 2001 census data22 was then 
repeated using the 2011 census data23. Additionally, and of more 
interest, the 2011 census data23 released for this project included 
access to a shapefile of the ‘external dwelling frame’ locations – i.e. the 
fixed structure, formal houses (small coloured squares, Figure 3b). 
To further investigate the stability of these population estimates, the 
number of dwellings identified within each buffer zone was computed. 
While this approach overlooks the significant homeless population of 
the city, it does provide a stable record of permanent structures, mostly 
brick or concrete block buildings, and therefore the long-term exposed 
population can be calculated. Buffer distances, in 50 m increments up 
to 250 m, were created to determine how closely residential dwellings 
had encroached onto marginal land (defined as land unsuitable for 
residential use because of exposure to heavy dustfall or risk of 
mechanical failure of the tailings impoundment).

Results and discussion
Changes in urban development around Crown Gold 
Recoveries TSFs
Changes in the number of households and the population within 
specific buffer distances (0–500 m, 500–1000 m, 1000–1500 m and 
1500–2000 m) of each of the TSF complexes were derived from the 
changes in formal residential developments (fixed housing structures). 
Figure 4 illustrates the progression of developments around the Crown 
Gold Recoveries facilities. The most significant changes occurred 

between 1952 and 1976 – encompassing the rapid development of 
the Soweto dormitory city – and again between 1991 and 2002 – with 
urbanisation after the political transformation following the demise of 
the apartheid regime in 1994. Little undeveloped land remains around 
this location. The area of the TSF buffer zone occupied by residences 
has tripled, from 2.4 km2 in 1952 to 9.6 km2 in 2002 – detailed values 
of the change in area and number of households is shown in Table 1.

The latest available images from Google Earth indicate that, despite 
recent communication between official representatives, interested and 
affected parties and TSF site management’s efforts to discourage 
or reduce the development of further housing projects on marginal 
land (land unsuitable for human settlement for environmental or geo-
structural reasons), development in such areas has continued.

Changes in urban development around Durban Roodepoort 
Deep TSFs
In 1952, the area to be covered by the Durban Roodepoort Deep 
(DRD) tailings facility and surroundings was still undisturbed veldt. 
By 1976, the encroachment of residential development towards the 
boundaries of the TSF had begun. Development areas within TSF 
buffer zones remained minor through 1991 (Figure 5). Development 
accelerated after 1991, because of the scarcity of open land close to 
the city centre and the changing political climate. The Reconstruction 
and Development Plan of the new government post-1994 incorporated 
a policy of providing free houses (25–35 m2) to indigent citizens. 
These government-financed housing developments often encroached 
on the TSF buffer zones (brown area, Figure 5). Overall, residential 
development in this region has increased from zero in 1952 to 0.63 km2 
in 1976 and 8.46 km2 in 2002.
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Figure 2: Aerial photograph of the Crown Gold Recoveries tailings complex for (a) 1952, (b) 1976, (c) 1991 and (d) 2002.
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In contrast with the CGR TSF, there are indications that the 500 m 
buffer zone around the DRD TSF has been maintained (as can be 
seen along the eastern and southern margins of this TSF (Figure 5)). 
Detailed values of the change in area and number of households is 
shown in Table 1.

Changes in urban development around East Rand 
Properties TSFs 
Around the East Rand Properties Mining (ERPM) TSF, even from the earl-
iest images, there has been no buffer zone between the tailings facilities 

and the residential developments (Figure 6). In 1952 there was already 
1.67 km2 of residential developments close to the ERPM TSF. The coloured 
forced resettlement area of Reiger Park, 0.43 km2 in extent, was situated 
closer than 500 m from the northern margin of the TSF. Suburbs to the 
south east, intended for habitation by whites, were located 0.5–1 km or 
more, distant from the TSF margins. The total residential area increased 
gradually and by 2002, had grown to 10.2 km2 of developments, with 
1.1 km2 lying within 500 m of the TSF footprint. Later images from Google 
Earth (2012 Nov 29) do not indicate further residential developments 
occurring in the buffer zones defined around this TSF. Detailed values of 
the change in area and number of households are shown in Table 1.
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Figure 3: (a) Map of Crown Gold Recoveries region showing overlay of distance buffers (transparent and changing colour every 500 m) and residential 
areas coloured (blue = low, to orange = high) to reflect the average population density in the relevant census 200122 enumerator area. 
(b) Map showing individual dwellings recorded for the 2011 census,23 coloured based on distance to the tailings storage facilities. Buffers coloured 
red to green in 500 m steps up to 3 km, dwellings as small squares coloured cyan to purple.
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Figure 4: Time series progression of residential developments around the Crown Gold Recoveries tailings storage facilities (inner purple): (a) 1952; (b) 
1991; (c) 2002 and (d) 2008. The 1 km and 2 km buffer zones are shown in dark green and the development polygons are coloured by distance 
from	tailings	storage	facilities	(TSF):	cyan	≤	500	m;	yellow	between	500	m	and	1	km;	orange	between	1	km	and	1.5	km;	cerise	between	1.5	and	
2 km; purple = TSF footprints.

Table 1: Summary of residential development around Crown Gold Recoveries (CGR), Durban Roodepoort Deep (DRD) and East Rand Proprietary Mine 
(ERPM) tailings storage facilities, showing changes in the area and number of households or dwellings between 1952 and 2008

Location Area (km2) Number of households

Distance (m) 1952 1976 1991 2002 2008 1952 1976 1991 2002 2008

CGR Total 2.42 6.44 8.48 9.65 10.65  38 847  68 151  85 602  91 850  95 109 

500 0.11 1.39 1.75 1.89 1.86  87  10 328  9808  10 104  8201 

500–1000 0.54 1.26 1.96 2.27 2.60  811  12 075  15 553  18 163  20 167 

1000–1500 0.75 1.96 2.50 2.82 3.15  12 574  20 344  28 087  31 630  32 893 

1500–2000 1.02 1.83 2.27 2.67 3.03  25 375  25 404  32 154  31 953  33 848 

DRD Total 0.63 0.88 8.46 10.25  1960  2889  46 731  58 669 

500 0.66 0.85  4310  5599 

500–1000 1.46 2.58  9171  16 654 

1000–1500 0.07 0.25 2.73 3.21  230  929  15 411  18 575 

1500–2000 0.56 0.63 3.61 3.61  1729  1960  17 839  17 841 

ERPM Total 1.67 8.52 9.28 10.23 10.47  4534  16 298  19 557  24 669  25 078 

500 0.43 0.68 0.77 1.00 1.29  2147  3806  4139  5260  5732 

500–1000 0.30 1.87 2.02 2.48 2.43  1169  4153  4990  7312  7246 

1000–1500 0.30 2.69 3.00 3.23 3.23  327  3336  3903  5396  5397 

1500–2000 0.64 3.28 3.50 3.52 3.52  891  5003  6524  6701  6702
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Figure 5: Time series progression of residential developments around 
the Durban Roodepoort Deep tailings storage facilities 
(inner blue polygon), with 1 km and 2 km buffer zones (dark 
green):	 (a)	 1991;	 (b)	 2002	 and	 (c)	 2008,	 cyan	≤	500	m;	
yellow between 500 m and 1 km; orange between 1 km and 
1.5 km; cerise between 1.5 km and 2 km, purple = tailings 
storage facilities (TSF) footprints. Brown coloured polygons 
indicate where houses were being built in 2008.

Changes in population around TSFs since 2001
Table 1 summarises the change in residential development around the TSFs 
from 1952 to 2008. By 1952 there was already a small population living 
around the newly established CGR and ERPM tailings storage facilities: the 
principal increase in near-TSF residential population occurred after 1952.

Steady growth has been evident after 1976, with the DRD location lagging 
somewhat in time. Urbanisation and development of low-cost housing 
caused a boom in residential developments after 1994 and this is reflected 
in the increased population for 2002. While there is only a short time interval 
between 2002 and 2008, the images for 2008 are evidence that the housing 
boom has continued.

Based on the images, it is obvious that there was no (enforced) policy in 
place in Johannesburg to prevent human settlements close to these tailings 
facilities. Since these facilities were created, buffer zones around the TSFs, 
as prescribed under mining regulations, have not been enforced. After more 
than half a century of mining and mine tailings in the city, Johannesburg’s 
residents were confident they could live in the shadow of the TSFs. Since 
1952, for over 50 years, this has been true. While dust was a constant 
presence in these areas during spring (August, September and October), 
that dust was mainly coarse, settleable particles which were not inhaled 
and remained primarily a nuisance. Since 2002, finer milling and generation 
of inhalable dust have transformed this nuisance into a health hazard. 
This contributes to the current need to invest in dust suppression and 
the importance of educating the local population about not damaging or 
disturbing the dust mitigation measures (water sprays and vegetation on 
TSF surfaces).

Table 2 shows the population estimate calculations based on household 
size information from the Census 200122 data set. This Table also contains 
an additional column reporting the number of households comprised of 
more than 10 individuals, according to the Census 200122 reports. Earlier 
survey data collected within Johannesburg, on a small scale and with return 
times more frequent than the national census, indicate that household size 
has increased since the 1950s. As explained above, the earliest reliable 
household size data are Census 2001 22, which is the basis of the population 
calculations presented here. The large household concentrations for 2008 
have been provided as a reference metric for the potential effect of smaller 
households for earlier years.

Table 2: Population estimates for residential development around Crown 
Gold Recoveries (CGR), Durban Roodepoort Deep (DRD) and 
East Rand Proprietary Mine (ERPM) tailings storage facilities 
(TSFs) showing changes in the area and number of households 
or dwellings between 1952 and 2008

Location & 
distance (m)

Area (km2)
Number of 
households

Number of people
Large 

families 
(>10)

1952 2008 1952 2008 1952 2008 2008

CGR Total 2.42 10.65 38 847 95 109 120 611 319 055 2 516

500 0.11 1.86 87 8201 388 30 639 264

500–1000 0.54 2.60 811 20 167 3119 72 805 468

1000–1500 0.75 3.15 12 574 32 893 38 967 110 735 817

1500–2000 1.02 3.03 25 375 33 848 78 136 104 876 968

DRD Total 10.25 58 669 182 033 605

500 0.85 5599 15 534 1

500–1000 2.58 16 654 47 898 92

1000–1500 3.21 18 575 57 983 191

1500–2000 3.61 17 841 60 617 301

ERPM Total 1.67 10.47 4 534 25 078 18 348 88 798 418

500 0.43 1.29 2147 5732 9518 23 839 189

500–1000 0.30 2.43 1169 7246 5034 27 252 168

1000–1500 0.30 3.23 327 5397 1092 17 419 43

1500–2000 0.64 3.52 891 6702 2703 20 289 18
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Table 3: Households and residential areas around tailings storage 
facilities during 2001 and 2011 with estimates of population for 
the City of Johannesburg

Buffer 
distance (m)

Number of 
households 

2001

Population 
estimate 

2001

Number of 
households 

2011

Population 
estimate 

2011

500 26 232 80 700 22 370 71 600

500–1000 24 809 82 600 39 524 126 500

1000–1500 21 597 69 300 36 192 115 800

1500–2000 16 575 52 000 31 510 100 800

2000–2500 16 144 51 700 28 445 91 000

2500–3000 16 489 53 900 24 952 79 800

Grand total 121 846 390 200 182 993 585 500

Comparing the 2001 and 2011 populations on a regional basis, 
focusing on the permanent structures, also shows continuous growth 
of the residential developments. With the underlying housing deficit in 
Johannesburg and the ongoing urbanisation of South Africa’s population, 
this was not unexpected. Residential housing needs, especially those 
within easy travel distances from employment opportunities and 
infrastructure, will continue to motivate infill development of marginal 
lands within the urban boundary. Based on the population estimates in 

Table 3, there are already more residents in these marginal zones than 
could possibly be relocated and it is unlikely that any policy or health 
requirement will slow this growth for as long as open space continues to 
exist around any of the TSFs within the city limits. Pressure to find work 
opportunities (and housing within reasonable distance) will override 
health concerns related to quartz inhalation.

One potentially significant weakness of using the population density to 
calculate the exposed households is the sliver effect that small polygons 
add to the population calculation. This can occur when a narrow strip of 
land along the buffer edge is classified as residential but does not contain 
any actual houses. To quantify this effect, smaller buffer zones within 
500 m of the TSF boundary were evaluated (Table 4). Comparisons, 
made between the dwelling frame based data (2011) and population 
density data (2001) show that this effect is important at the 50 m and 
100 m distances but by 500 m, the data sets are in closer agreement.

Further, it was found that household densities also vary, along with the 
property sizes, with implications for the population per unit area, thus 
indicating a strong link between socio-economic status and household 
sizes. Over time, there has been a substantial growth in residential areas 
around the tailings storage facilities. This ongoing growth has created 
tension between the need for affordable housing within existing urban 
zones, and the protection of public health. While there are currently a 
large number of homes within 2–3 km of these tailings storage facilities, 
there is still a considerable proportion of open land under continuing 
development. Quantifying the population currently (and potentially) living 
in these regions highlights the vital nature of research into the health 
hazard potential.
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Figure 6: Time series progression of residential developments around the East Rand Proprietary Mine tailings storage facilities: (a) 1952; (b) 1991; 
(c)	2002	and	(d)	2008,	cyan	≤	500	m;	yellow	between	500	m	and	1	km;	orange	between	I	km	and1.5	km;	cerise	between	1.5	km	and	2	km;	
purple = tailings storage facilities (TSF) footprints.
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Table 4: Households and residential areas very close to tailings storage 
facilities during 2001 and 2011, with estimates of population for 
the City of Johannesburg

Buffer 
distance (m)

Number of 
households 

2001

Population 
estimate 

2001

Number of 
households 

2011

Population 
estimate 

2011

50 1924 5585 960 3072

50–100 1889 5702 902 2886

100–250 8055 23 671 5427 17 366

250–500 14 365 45 729 15 081 48 259

Conclusion
The research detailed above indicates that continued human encroachment 
onto marginal lands poses a growing risk of human health consequences 
(because of the surge in residential dwellings near TSFs). Increasing hazard 
from inhalable dust around TSFs sites8 requires continued monitoring, 
quantification and mitigation efforts.

The growth of residential housing developments on marginal land near 
tailings storage facilities has been appraised over a 50-year period, using 
historical aerial photographic images and contemporary satellite retrievals. 
The spatial evolution associated with the residential housing and the number 
of households, coupled with the population dynamics over time, has 
been analysed.

Residential units within a 2 km radius of the three researched TSFs: Crown 
Gold Recoveries complex, Durban Roodepoort Deep and East Rand 
Proprietary Mine now number 163 250, 46 731 and 24 669 households 
respectively (Table 3). The combined human population within a radius of 
2 km, exposed to airborne dust from the TSFs, grew from 138 959 in 1952 
to 585 600 in 2011. The implication of so many residents downwind of what 
is now potentially an important health risk pollutant source, justifies ongoing 
monitoring efforts, resource allocation for dust control measures (including 
water resources even in times of drought) and education programmes about 
the causes, prevention and treatment of silicosis.

A steady growth in housing developments edging closer towards the various 
tailings storage facilities has been confirmed by analysis of aerial and 
satellite images in conjunction with census data,22,23 indicating the combined 
number of households within TSF buffer zones has increased from 43 381 
in 1952 to 163 250 in 2004 (Table 3). The area covered by residential 
housing development has increased approximately 700% since 1952 at a 
rate of 14% per year. These changes have led directly to increased human 
exposure to increasingly hazardous inhalable dust from the TSFs. Ideally, no 
further development of residential areas should be permitted within a certain 
perimeter – i.e. within a distance of less than 2 km from the edge of the TSFs. 
Similarly, relocation of the current residential population would be desirable, 
but is unlikely to be feasible within the economic and political landscape. 
Socio-economic pressure, fostered by the need for low-income homes close 
to work opportunities, will continually cause pressure for further residential 
development. Hence, increased emphasis on preventing wind erosion of 
TSF is likely to be the most cost-effective solution to this increasing hazard – 
which currently affects half a million residents of South Africa.
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The notion of an inclusive green economy in the context of sustainable development and poverty eradication 
requires an approach that engages with the informal economy. However, the informal economy is generally 
ignored or undervalued in discussions on the green economy. This paper set out to bolster this argument 
by identifying the ways in which the green economy and the informal economy may be connected by 
establishing the extent to which policies and plans relating to green economy connect with the informal 
economy, and recognising several informal green activities. The barriers and opportunities for connecting 
the two spheres were also explored as well as possible ways in which such activities may be supported at 
different levels of organisation. In the case of South Africa, many informal green activities that contribute to 
sustainable livelihoods are recognised. However, issues pertaining to procedure, process and participation 
hinder the transition to a truly inclusive green economy.

Introduction
The South African government recognises a green economy as providing potential to transition to a low carbon 
economy, resource efficiency and the creation of pro-poor jobs.1,2 Generally, the concept of green economy is not 
new but a re-emerging one, and it is gaining prominence in international and national policy debates.3-5 The United 
Nations Environment Programme4 defines the green economy ‘as one that results in improved human well-being 
and social equity, while significantly reducing environmental risks and ecological scarcities’. According to Death6, 
there are four green economy discourses that are theoretically distinct, but which in practice tend to overlap. 
These discourses are green revolution, green transformation, green resilience and green growth. Some studies in 
the South African context have focused on only one of these discourses. For instance, Resnick et al.5 focused on 
green growth and utilised four case studies in Southern Africa; Swilling et al.7 specified some studies that could be 
classified in each of the four different discourses. 

Death6 argues that these four discourses are characteristic of South Africa and that ‘large-scale structural transformation’ 
will be required to orient the country towards green economy. While Death’s6 view is agreeable to many, Swilling et al.7 
differ with some arguments and contend that: (1) green transformation in a developing country would require some 
element of growth; (2) green economy should be part of wider sustainability transition that is not about decarbonisation 
and resource efficiency, but also about redistributive measures that reduce inequality and poverty. 

At Rio+20, the green economy concept was further expanded to represent the social dimension of sustainable 
development leading to the notion of an inclusive green economy8 as taking place ‘in the context of sustainable 
development and poverty eradication’9. The implication for an inclusive green economy is that both the formal and 
the informal economy need to be prioritised in green economy discussions.

It is thus within the context of finding redistributive measures as argued in Swilling et al.7 and as representing 
the social dimension as per the Rio+20 outcome document, that this paper relates to, and argues the need for 
connecting the green economy with the informal economy. 

There are a number of definitions pertaining to the informal economy that impact on data collection and measurement 
of its size and monetary value.10-13 The following definition by the International Labour Organisation14, is preferred 
as it recognises the heterogeneity of activities occurring in the informal economy that cut across different sectors. 
Accordingly, the informal economy is recognised as: 

…economic activities by workers and economic units that are – in law or in practice – not 
covered or insufficiently covered by formal arrangements. Their activities are not included 
in the law, which means that they are operating outside the formal reach of the law; or 
they are not covered in practice, which means that – although they are operating within 
the formal reach of the law, the law is not applied or not enforced; or the law discourages 
compliance because it is inappropriate, burdensome, or imposes excessive costs.14

Literature pertaining to the green economy and the informal economy indicate that the latter is generally undervalued 
or ignored in discussions on the former.15,16 It is further argued that the informal economy ‘offers both opportunities 
and lessons on resilience and innovation’ and that connecting the two is imperative in the context of sustainable 
development and poverty eradication.15 

To the best of our knowledge, there are limited theoretical and empirical studies that connect the green economy 
with the informal economy. Smit and Musango’s15 study seems to be among the initial studies providing such 
an understanding in the South African context. In their paper, Smit and Musango15 critically review the macro 
perspective and understanding of the green economy landscape, and how these relate to the reality of a green 
economy in South Africa. They deepen this understanding by further tracing various perspectives and approaches 
to ‘managing’ the informal economy and identify the role and value of the informal economy for sustainable 
development and a green economy.
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Based on their critical review, Smit and Musango15 argue that an inclusive 
green economy requires the conceptualisation and implementation of a 
green economy that engages with the informal economy. By overlooking 
the informal sector, policy and planning initiatives are not fully engaged 
with the real everyday experiences and activities of those living in the 
survivalist economy, leading to a narrow conception of what a green and 
inclusive economy may be. The informal economy, however, is a very 
real phenomenon that warrants greater inclusion and consideration in 
planning for sustainable development.

We set out to explore the range of possible connections between 
the green economy and the informal economy within the context 
of a developing country, taking South Africa as a case. Although the 
informal economy is markedly smaller in South Africa than in the rest of 
Africa,17 it is no less valuable to an expanded and contextually relevant 
green economy policy environment. The need to engage the informal 
economy is especially pressing given that South Africa has to consider 
transitioning towards a low carbon path whilst curbing the high levels of 
inequality and unemployment.18,19 Thus, in this paper, the key questions 
explored, in connecting the green economy to the informal economy are: 
(1) To what extent does green economy policies and plans connect with 
the informal economy? (2) What ‘green’ activities are taking place within 
the informal economy that contribute to sustainable livelihoods? (3) How 
can these activities be supported and developed to expand the current 
planning and policy environment?

Methods and tools
This paper was informed by grounded theory methodology; we used 
multiple methods, thereby allowing for a more holistic understanding 
of the problem. The initial literature analysis by Smit and Musango15 
indicated a gap in terms of research that connected the informal 
economy with the green economy, leading to the proposition that a 
new theory would have to emerge from the study itself. In this way, the 
study lent itself to the grounded theory methodology. Data collection and 
data analysis tools utilised are discussed in the sections that follow. A 
detailed step-by-step process can be found in Smit20.

Content analysis
The content analysis involved identifying and analysing a set of 
fourteen national policies and plans in South Africa that relate to the 
green economy in order to establish the extent of informal economy 
coverage and to identify the informal green activities therein. According 
to Babbie21(p.309), content analysis ‘is particularly well suited to the study 
of communications’ in order to establish what is said, to whom, why, 
how and with what effect. In the case of policies and plans relating to the 
green economy in South Africa, the aim was to ascertain the level and 
quality of engagement with the informal economy. The units of analysis 
were appropriately identified as those documents that guide national, 
regional and local interventions for a green economy as recognised by 
Montmasson-Claire22, Musango et al.2 and Sustainlabour, COSATU and 
TIPS23. The sampling method involved reducing the scope as per the 
limitations of the study to appropriate national policies and plans created 
in the period 2008–2013. These included the following:

•	 Ten Year Innovation Plan 2008–201824 

•	 Framework for South Africa’s response to the international eco-
nomic crisis25

•	 Medium Term Strategic Framework 2009–201426

•	 Integrated Resource Plan (IRP) 2010–203027

•	 National Skills Development Strategy III 2011–201628

•	 National Climate Change Response White Paper29

•	 National Waste Management Strategy30

•	 New Growth Path, Green Economy Accord31

•	 National Strategy for Sustainable Development and Action Plan 
(NSSD) 2011–201432

•	 National Development Plan (NDP) 203033

•	 Draft 2012 Integrated Energy Plan34

•	 Bioeconomy Strategy35

•	 National Water Resource Strategy36

•	 Industrial Policy Action Plan 201437

In order to extract the relevant data, each key document was evaluated 
on the number of times that particular terms occurred throughout each 
document, referred to as evaluating the manifest content.21 These terms 
were initially coded as relating to direct references to the informal 
economy (Figure 1); however, through the coding process, it became 
apparent that it was necessary to consider a wider formulation of the 
concept of informal economy based on its defining characteristics. 
Such occurrences were coded as indirect references to the informal 
economy (Figure 2). The resulting data were then coded and analysed 
using ATLAS.ti.

Informal  
sector

Informal  
economy

Informal  
market

In/formal  
links

Informal  
trade

Informal  
workers

Informal  
employment

Direct 
references

Second 
economy

Figure 1: Network view of terms considered direct references to the in-
formal economy
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•	Alternative economic 
opportunity

•	Township	economy
•	Rural	economy
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•	Enterprise
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•	Cooperatives

Informal and adaptive 
strategies
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Figure 2: Network view of terms considered indirect references to the in-
formal economy.
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Semi-structured interviews
Semi-structured interviews were conducted with experts in the field of 
the informal economy as well as those involved in facilitating, planning 
or implementing green economy policies, plans, projects or activities. 

Initially, interviewees were identified through networking opportunities 
at green economy meetings or workshops and subsequent candidates 
were identified from mailing lists obtained from the organisers of some 
of the events. The sampling method therefore involved nonprobability 
sampling, utilising purposive or judgemental sampling in combination 
with snowball sampling. 

A list of pertinent open-ended and closed questions was formulated 
and posed, yet the semi-structured nature of the questions allowed 
for deeper probing and exploration (these questions are available in 
Appendix 1 as online supplementary material). The responses to these 
questions were recorded and coded. The coding process was both 
inductive and deductive. Inductive coding related to codes and concepts 
as emerging directly from the interview data, whereas deductive coding 
related to codes and concepts that emerged from the survey results, 
content analysis and observations and which were then searched for 
reiteratively within the interview data. 

Surveys
An online questionnaire was circulated to a number of potential informants 
ranging from academics, to NGO practitioners and national, provincial 
and municipal level government officials (the questionnaire is available 
in Appendix 2 as online supplementary material). The questionnaire was 
designed to extract data relevant to each of the three research questions 
and therefore consisted of multiple question types. A number of questions 
lent themselves to quantitative data analysis through descriptive 
statistics, such as frequency tables and bar graphs, whilst the open-
ended questions were considered to constitute qualitative data requiring 
computer-assisted qualitative data analysis using ATLAS.ti and were 
presented either as matrices or, where appropriate, as direct quotations.

Respondents were also asked to rate the level of engagement between 
a list of policies and plans relating to the green economy and the infor-
mal economy on a scale including Very High, High, Moderate, Low 

and Non-existent. Participants were asked to only rate those policies 
that they were familiar with and were given the option of choosing 
‘Not Applicable’ in order to indicate the policies that they were unfamiliar 
with. The valid responses per policy were presented as a frequency 
table. The valid response count was calculated by deducting the number 
of ‘Not Applicable’ responses from the response count per policy. 

Direct observation
Within this study, observations were obtained with different levels 
of participation, including attendance of four green economy related 
work shops or meetings ranging from national to local level. Direct 
observations were also made of green activities taking place in two 
informal settlements, thereby triangulating data from the interviews and 
questionnaires with observations from the field. 

Results and discussion
Extent of engagement with the informal economy
Policies and plans relating to the green economy ‘set the tone’, so 
to speak, for understanding the extent of engagement between the 
green economy and the informal economy. Table 1 represents the 
results from the content analysis. The categories ‘Direct references’ 
and ‘Indirect references’ were considered to be indicative of the level 
and quality of engagement between a particular policy or plan and the 
informal economy.

Based on the combined direct and indirect references to the informal 
economy, the policies and plans were ranked in terms of their 
comparative level of engagement. The results indicate the National 
Development Plan33 as the plan with the most overall references and the 
Integrated Resource Plan27 as the plan with the fewest references to the 
informal economy.

Table 1 further illustrates that there are significantly fewer direct than 
indirect references to the informal economy, which may be indicative of 
a lack of conceptual or definitional understanding of what the informal 
economy is. Alternatively, it may signal that the informal economy 
is not recognised as having value within the green economy. For 
example, the Green Economy Accord31, ranked sixth, made only one 

Table 1: Ranking and frequency of direct and indirect references to the informal economy

Policy document or plan Direct references Indirect references Totals Overall reference % Placement

National Development Plan33 33 76 109 44% 1

Industrial Policy Action Plan37 3 21 24 10% 2

Bioeconomy Strategy35 2 16 18 7% 3

National Water Resource Strategy36 0 16 16 7% 4

Medium-Term Strategic Framework26 2 12 14 6% 5

National Growth Path, Green Economy Accord31 1 12 13 5% 6

National Waste Management Strategy30 0 11 11 4% 7

National Strategy for Sustainable Development and Action Plan32 0 11 11 4% 8

National Climate Change Response29 1 8 9 4% 9

National Skills Development Strategy28 0 9 9 4% 10

Ten-Year Innovation Plan24 0 5 5 2% 11

Framework for South Africa’s Response to the Economic Crisis25 1 2 3 1% 12

Draft Integrated Energy Plan34 1 2 3 1% 13

Integrated Resource Plan27 0 0 0 0% 14

TOTALS: 44 201 245 100%
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direct reference to the informal economy, even though the Economic 
Development Department has a mandate in terms of developing the 
‘second economy’.

Assuming that direct references are preferable to indirect references in 
terms of recognising and engaging with the informal economy, several 
policies were found to be problematic, in particular the National Strategy 
for Sustainable Development32, which ranked eighth yet aims to build 
sustainable communities and work towards a green economy. The 
Ten-Year Innovation Plan24 was ranked 11th and made several indirect 
references, yet all of the references pertained to indigenous knowledge 
systems only, and therefore this plan does not explore other possibilities 
within the informal economy.

There also seems to be an overall disconnect between policies and 
plans that drive the green economy and the informal economy. The low 
level of engagement is evidenced by the lack of overall reference to the 
informal economy (that is either direct or indirect). In contrast to the 
majority of the policies and plans, however, the National Development 
Plan33 ranked first and stands out as recognising and engaging with 
the informal economy. The quality of its engagement is also evidenced 
by its identification of challenges and opportunities relating to the 
informal economy as well as its recognition of the need for a more 
inclusive economy.

In order to triangulate the findings from the content analysis process, par-
ticipants in the online questionnaire were asked to rate a set of policies and 
plans in terms of each policy’s engagement with the informal economy 
(Table 2). Respondents were asked to rate only those policies that they 
were familiar with. The valid response count therefore took into account 
the number of people who responded to each question less those who 
were unfamiliar with the particular policy. The results therefore pertain to 
the rating by respondents who were familiar with each policy. 

From Table 2, the following observations are pertinent. The National 
Development Plan33, which most participants (12 out of 14) were familiar 
with, was rated by the majority of respondents (8 out of 12, or 67%) as 
having a ‘High’’ (25%) to ‘Very High’ (42%) level of engagement with 

the informal economy. This finding supports the results from the content 
analysis, which found the National Development Plan33 to have the 
highest number of direct and indirect references to the informal economy 
as compared to the other policies in the sample. Data from the semi-
structured interviews, however, rate the National Development Plan33 
at a moderate level of engagement. Interviewee 1 explained that on 
first reading, the National Development Plan33 seemed to have little 
engagement with the informal economy but on more detailed reading 
and considering more ‘holistic comments’, the level of engagement 
was more moderate. Interviewee 1 also indicated that the National 
Development Plan33 seemed to designate responsibility for the informal 
economy at local government level.

A conflicting result, however, relates to the National Strategy for 
Sustainable Development32, which was found in the content analysis 
to have a surprisingly low number of references to the informal 
economy, whereas the survey indicated that more than half of the 
respondents (7 out of 11 or 63%) rated it as having ‘High’ (36%) to 
‘Very High’ (27%) engagement. 

In terms of the Integrated Resource Plan27, the content analysis 
indicated that there were no references to the informal economy, and 
although more respondents (5 out of 11 or 45%) rated it as having 
‘Low’ (36%) to ‘Non-existent’’ (9%) engagement, there were some 
respondents (4 out of 11 or 36%) who considered it to have ‘High’ 
(27%) to ‘Very High’ (9%) engagement.

The Green Economy Accord31 was rated by more than half of the 
survey respondents (7 out of 12 or 58%) as having ‘High’ (33%) to 
‘Very High’ (25%) engagement. This accord was rated ‘Moderate’ 
by 25% of the respondents and only 16% rated it as ‘Low’ (8%) to 
‘Non-existent’ (8%). In comparison, the content analysis indicated that 
the Accord made only 13 overall references to the informal economy, 
which placed it sixth in the overall ranking of policies. This discrepancy 
in the comparison between the respondents’ perception and the results 
from the content analysis may be indicative of the divide between the 
expectations and the reality of an inclusive green economy. 

Table 2: Results for question 16 on rating green economy policies’ engagement with the informal economy

Question 16: The following is a sample of national policies and plans related to the green economy in South Africa. How would you rate each policy or plan in 
terms of its level of engagement with the informal economy? Please only rate the policies and plans that you are familiar with.

Answer options Very high High Moderate Low Non-existent Valid responses

Framework for Environmental Fiscal Reform 0% 22% 22% 44% 11% 9

Ten-Year Innovation and Global Research Plan 11% 11% 22% 44% 11% 9

Framework for South Africa’s response to the International Economic Crisis 10% 30% 30% 20% 10% 10

Medium-Term Strategic Framework 2009–2014 and 12 Outcomes 11% 44% 22% 11% 11% 9

Industrial Policy Action Plan 27% 18% 27% 18% 9% 11

New Growth Path, Green Economy Accord and Green Jobs Report 25% 33% 25% 8% 8% 12

Integrated Resource Plan 2010–2030 9% 27% 18% 36% 9% 11

Draft Integrated Energy Plan 9% 27% 9% 45% 9% 11

National Water Resource Strategy 10% 30% 20% 30% 10% 10

National Climate Change Response 30% 10% 40% 10% 10% 10

National Strategy for Sustainable Development 27% 36% 18% 9% 9% 11

National Skills Development Strategy III: 2011–2016 18% 27% 36% 9% 9% 11

National Development Plan 42% 25% 17% 8% 8% 12

Answered question 14

Skipped question 7
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Green activities in the informal economy
From the second question, we aimed to identify ‘green’ activities taking 
place in the informal economy and to gauge the range of possible 
connections of the green economy to the informal economy.

An overwhelming majority of survey participants (15 of 17) and all 
interviewees (9 of 9) agreed that there are green activities taking place 
in the informal economy. These activities are described as mainly 
being driven by NGOs, and researchers or community organisations 
(Interviewee 3, 4 and 6). Although a number of projects have been initiated 
by different levels of government, Interviewees 3, 4 and 6 indicated that 
the level of commitment and dedication to such government-run projects 
is less than desirable. Regardless of outside intervention, Interviewee 5 
suggested that some informal economy activities may even be ‘greener’ 
than their formal counterparts.

However, the notion that green activities occur in the informal economy is 
not uncontested. From the survey, 88% (15 of 17) of respondents agreed 
that there are green activities taking place in the informal economy, 
whereas 12% (2 of 17) disagreed. One such contestation revolved 
around the lack of regulation whereas another related to the motivation 
or intent of informal workers to be green. In contrast to this view, 
Interviewee 3 suggested that there is willingness and an understanding 
by some informal actors to participate in green activities. Interviewee 9, 
an informal settlement resident, demonstrated this willingness and 
understanding by describing the problems with ‘earth and air pollution’ 
and suggesting ‘we need to do something about it ourselves’.

When asked to describe green activities taking place in the informal economy, 
online survey respondents identified the following: (1) subsistence farming; 
(2) bio-processing, management and trade; (3) recycling; (4) waste 
picking; (5) waste to compost activities; (6) use of renewable energy and 
other fuel saving innovations; and (7) rainwater harvesting.

Green economy activities in national policies and plans
A number of the green activities taking place in the informal economy 
were also recognised by national policies and plans related to the 
green economy as well as by green economy and informal economy 
practitioners who were interviewed.

Bioprospecting and biotrade
The Bioeconomy Strategy35 makes several references to bioprospecting 
as connected to indigenous knowledge systems, whilst the Ten 
Year Innovation Plan24(p.11) illustrates the connection as an ‘interface 
between biodiversity heritage, indigenous knowledge systems and 
new development in genomics’. The advantages of bio-composites are 
described in the Industrial Policy Action Plan37(p.128) as including ‘a reduced 
environmental footprint, reduced energy consumption in production, and 
health and safety benefits’ as well as offering ‘potential for new enterprise 
development and job creation, including in rural communities’.

Recycling and waste picking
Within the waste sector, recycling and waste picking activities are recognised 
as contributing to the green economy and as involving the informal economy. 
The National Waste Management Act, for example, aims to ‘stimulate job 
creation and broaden participation by SMEs [small and medium enterprises] 
and marginalised communities in the waste sector’.30(p.27)

Waste collection and recycling was recognised by the majority of survey 
respondents (7 of 11) and all interviewees (9 of 9) as providing ‘informal 
green jobs’ making it the most recognisable of the activities. There is 
also much potential for further exploration, for example, through waste to 
compost activities and waste to fuel projects (Respondent 3). Interviewee 
2 also suggested that within the value-chain for the recycling of waste in 
South Africa, certain levels of activity are already taking place within the 
informal economy with much scope for expansion. 

Field observations indicated that some recycling activities are taking place 
within informal settlements. The recycling project at Site B is driven by a 
single member of the community. The recyclable material is collected from 
the individual households and then stored until it can be collected by a formal 

recycling business. The level of recycling however varies with community 
cooperation and is therefore both sporadic and small-scale in nature. 
From the issues pertaining to the level and quality of recycling in informal 
settlements, there may be a need for greater incentives and support for those 
individuals and communities that want to expand their efforts.

A further connection could also be made between recycling activities 
and the craft sector. The Industrial Policy Action Plan37 makes no explicit 
connection between the craft industry and the green economy, however, 
it does place emphasis on the benefits of localisation. The craft industry 
is described as being predominantly small-scale and informal, thus 
linking it to the informal economy. The potential here lies in connecting it 
with recycling activities, by using recycled materials to create marketable 
artefacts. For example projects such as Trashback and the Waste to 
Art Market (Respondent 6), which connect to the informal economy, 
localisation and the green economy.

Small-scale and subsistence farming
Along with several survey respondents (Respondent 1, 6, 7), Interviewees 1 
and 2 described subsistence farming as green activities taking place in the 
informal economy. The connection between subsistence or small-scale 
farming and climate change is also made explicit by the National Climate 
Change Response Paper29(p.23), which proposes the following response:

Educate subsistence and small-scale farmers on 
the potential risks of climate change, and support 
them to develop adaptation strategies with on-farm 
demonstration and experimentation. Adaptation 
strategies will include conservation agriculture 
practices including water harvesting and crop 
rotation, and will prioritise indigenous knowledge 
and local adaptive responses.

In the context of climate change, the National Development Plan33(p.89) 
emphasises the need for innovative responses whilst also referring to 
the role of subsistence farmers:

The Alliance for a Green Revolution in Africa, 
for example, is working to achieve food security 
for Africa by promoting sustainable agricultural 
growth through smallholder farmers. Recognising 
that smallholders – mostly women – produce most 
of Africa’s food today with minimal resources and 
little government support...

As noted by the final point above, there is a disconnect between 
agricultural policies and the informal economy. Interviewee 1 describes 
the food system in South Africa as being ‘managed and driven in a 
very entrepreneurial way, [and] the State is very absent from any of 
those structures’. The implication is that there are ‘very few policies 
structurally that seek to enable the informal economy’. 

Interviewee 2 suggested that a lack of support for small-scale farmers 
may have an impact on food security, and therefore have wider 
repercussions. In order to address the disconnect from the informal 
economy and to promote wider food security, Interviewee 1 proposed 
that the city formally adopts a food strategy that engages with the food 
system across all of its complexity; and that it adapts and adopts a city-
level mandate from the bottom up. This strategy may involve alternative 
processes where citizens come together to assert a different kind of 
agency in terms of city governance. A third component revolved around 
the criminalisation of certain activities, but which are not necessarily 
acted upon or enforced, because it is recognised that action could have 
negative effects on the wider and often impoverished communities they 
serve. As indicated by Interviewee 1, there are, however, numerous 
repercussions and complications associated with this final point that 
should also be acknowledged.

Small-scale and subsistence farming activities were observed in both the 
informal settlements (Site A and Site B) (Figures 3 to 5). The type, quantity 
and quality of produce varied according to plot size and aspect, season, soil 
quality, access to tools, and individual and financial constraints. In general, all 
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food was grown for personal consumption by the individual households and 
the surplus then either sold or donated to the community members. 

Photo: Suzanne Smit 

Figure 3: Household level food production (Site A).

Photo:Shanelle de Villiers 

Figure 4: Marginally larger scale food production (Site B).

Photo: Shanelle de Villiers 

Figure 5: Community level food production (Site B).

Green infrastructure, technology and construction 
One way of connecting the green economy with the informal economy 
is through the introduction of green infrastructure and technologies. The 
use of renewable energy, rainwater harvesters, bio digesters, construction 
through eco-design, and bio-mimicry for solid and waste water treatment 
were recognised as projects taking place in a number of informal 
settlements (Interviewees 4, 6, 7 and 9). Small-scale solar installations 
were observed as being promoted and trialled in both informal settlements 
in order to help address the lack of access to energy. 

Another energy related project observed at both sites incorporated the 
use of a bio-digester. Principally, the gas emissions from human waste 
are captured and transformed into gas for cooking, thereby creating 
a more sustainable form of energy. This project may provide several 
social, economic and environmental benefits, but community buy-in 
at Site B was problematic. Observations before and after installation 
indicated that there were certain benefits to upgrading the community 
toilets and although residents were initially excited by and involved in 
the upgrading process; one year later, only one toilet and bio-digester 
unit remains operative, partly because of community apathy and 
interpersonal conflict.

The difficulties associated with green projects in informal settlements 
reiterate the need for greater and better quality engagement with 
informal actors and entities. Nonetheless, if handled well, such 
projects may produce several social and economic gains in addition 
to environmental benefits. A number of interviewees indicated that 
green projects have the potential to create informal green jobs and 
also to assist municipalities with their infrastructure and resource 
constraints (Interviewees 4, 6 and 7). ‘Decentralised infrastructure is 
about a completely different model of management and ownership’ 
(Interviewee 7), and contains a variety of opportunities in relation to 
‘upcycling’; creating economic opportunities and assets that the poor 
can capitalise on; and can positively impact people’s living conditions 
(Interviewees 4, 6 and 7).

It is felt that there is much scope for the informal economy in the green 
economy ‘due to the number of sectors of work that could be included 
beyond just the construction industry’ (Interviewee 2) and in terms of 
‘unlocking new value streams’ (Interviewee 4). The job creating potential 
of green infrastructure may therefore be a topic for future study as 
well as a descriptive study of the number of informal worker groups in 
the green economy, their make-up, and the social, environmental and 
economic impact that these technologies have for those working and 
living in informal conditions.

Mechanisms to improve current planning and 
policy environment
The third research question aimed at recognising the ways in which 
the current planning and policy environment could improve. Therefore, 
it was deemed necessary to first explore both the challenges and the 
opportunities associated with connecting the green economy to the 
informal economy. Combining results from the online survey and the semi-
structured interviews, the following SWOT analysis (Table 3) identifies the 
range of strengths, weaknesses, opportunities and threats pertaining to 
connecting the green economy to the informal economy in South Africa. 

The SWOT analysis considered a range of factors or conditions that 
may either help or hinder such connections (Table 3). The strengths and 
weaknesses relate to conditions within government or organisational 
control, whereas the opportunities and threats relate to factors outside 
or external to direct control.

From Table 3 it may be surmised that there are two types of conditions 
that negatively affect connections between the green economy and the 
informal economy. These connections may be considered as either 
related to organisational processes, structures and procedures, which 
fall within the purview of an organisation; or to individual and cultural 
differences, which fall outside the scope of organisational control. 
Table 3 also indicates that the benefits of connecting the green economy 
to the informal economy may be considered as intentional objectives, 
whereas the opportunities relate to indirect or unintended consequences.

Many of these benefits and opportunities are interconnected and cut 
across the three pillars of sustainable development, that is, the social, 
economic and environmental spheres. These benefits and opportunities 
align with international4 and national28 definitions of green economy 
and, it may be argued, echo the ideals of an inclusive green economy. 
Connecting the green economy to the informal economy in South Africa 
is recognised by participants as contributing to an inclusive green 
economy and therefore warrants the call for greater engagement 
between the informal economy and the green economy in the context of 
sustainable development and poverty eradication. 

Support for connecting green economy and 
informal economy 
Beyond identifying positive and negative factors associated with 
connecting the green economy to the informal economy, survey 
respondents and interviewees were asked to identify how informal green 
activities taking place in the informal economy could be supported. 
The following section describes these support mechanisms at different 
levels of organisation.
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Local government or city level
A number of challenges were recognised at municipal level that 
impede a supportive or enabling environment for engaging the informal 
economy. These challenges included procedural and bureaucratic 
processes; lack of vision or leadership; lack of long-term commitment; 
lack of transparency; various forms of internal and external politics; 
competition for resources; lack of capacity and/or capability; pressure 
to conform and comply; and individual and interpersonal issues 
(Interviewees 1 to 9).

For a number of participants, recognition of and engagement with the 
informal economy were key support mechanisms, particularly in terms 
of inclusivity. Other support mechanisms related to infrastructure 
provisioning, improved coordination, funding, and facilitating processes 
for formalisation and organisation (see Table 4).

The notion of organisation was a recurring theme underlying the 
pro cess of engagement. For some, the ‘lack of organisation’ in the 
informal economy was a major challenge. Several interviewees 
(1, 2 and 5) however indicated that the informal economy in general 
is not ‘unorganised’, as there may be a number of organisational 
structures at any given time, for example, those based on gender, 
seniority, and tribal or political affiliation. At the same time, however, 

it was recognised that not all forms of organisation were conducive 
to wider or meaningful engagement. It would seem that both the level 
and type of organisation were important factors in determining the 
level and quality of engagement between green economy practitioners 
and the informal economy.

Organisational and procedural challenges aside, personal perceptions 
and attitudes may also play an important role in the quality and level of 
engagement between municipalities and informal actors. Interviewee 6 
pointed out that ‘it requires a specific mind-set or attitude to make 
something work in an informal settlement’, a mind-set which several 
interviewees (2, 5, 6 and 7) felt was very much absent at local level. 
Support mechanisms at local level were also identified as relating to 
the capacity and capability of municipalities to deal with complexity; 
to reconcile formality with informality; and to develop new models of 
engagement (Interviewees 1, 4, 6 and 7).

Provincial government
As previously described, some of the main barriers for connecting the 
green economy to the informal economy are related to lack of capacity, 
mandate and awareness at local level. Many respondents therefore 
indicated that provincial level support mechanisms need to address 
such challenges (Table 5).

Table 3: SWOT analysis of connecting green economy to informal economy

Strengths (benefits) Weaknesses (barriers)

•	 Environmental benefits

 – reduction in waste

 – improved ecosystem services

 – resource-use efficiency

 – reduced carbon emissions

•	 Socio-economic benefits

 – Decent work

 – Poverty eradication

•	 Job creation

•	 Localisation

•	 Food security

•	 Development goals

 – Improved health and wellbeing

 – Access to basic services

 – Reduced inequality

 – Increased skills and level of education

•	 Economic benefits

 – new value streams

 – inclusive growth

 – reduced welfare payments

•	 Horizontal and vertical co-ordination in terms of both policies and practices

•	 Shortage of funding and difficulties in accessing funds

•	 Capacity or ability (manpower and time) to engage 

•	 Power relations 

 – representational issues

 – democratic processes 

 – structural issues

 – marginalisation

 – crony-ism

 – corruption

•	 Bureaucracy

 – lack of flexibility or adaptability

 – over/under emphasis on regulation

•	 Skills shortages in terms intellectual ability to engage

•	 Competition for resources

•	 Lack of mandate, or vision to engage 

•	 Conceptual and definitional uncertainty 

 – regarding the informal economy and how to ‘manage’ it

 – regarding the green economy and how to ‘achieve’ it

•	 Lack of models for successful engagement or modes for bridging the 
informal and formal

Opportunities Threats (challenges)

•	 Alternative economic opportunities and/ or systems

•	 Social economy

•	 Barter system

•	 Circular economy / closed loops

•	 Inclusivity 

•	 Human dignity and empowerment

•	 Sustainable livelihoods

•	 Bridging the human-nature divide

•	 Interpersonal collaboration and willingness to engage 

•	 Politics

 – inter-personal

 – inter-group 

 – intra-group

•	 Personality, ego and attitude

 – autocratic 

 – self-congratulatory

 – individualistic

•	 Cultural differences
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Table 4: Local level support mechanisms that could contribute towards 
a more inclusive economy

Respondent Response

1,6 Provide infrastructure to facilitate informal green activity

1 Build relationship with civil society groups

2,3,7,9
Engagement and co-ordination – building connections or 
partnerships among the private sector, industry, municipal 
departments and informal actors

4,12 
Recognise role and value of informal sector workers in green 
services and promote their involvement

10 Facilitate, recognise and support co-operatives

8,9,10,12 Facilitate formalisation and organisation

7 Funding of projects

Table 5: Provincial level support mechanisms that could contribute 
towards a more inclusive economy

Respondent Response

1,2 Skills development

1,6 Capacity building – knowledge sharing, providing expertise

1,6,10 Network forming, facilitating partnerships at higher level

1,8 Funding

1 Piloting of new innovations

3 Create mandate 

4,6 
Exercise influence over industries and promote supply chain 
contracts to procure from informal economy

6 Monitor and evaluation

7,8 
Support facilitation of formalisation, engagement and dialogue 
with informal workers

It was also suggested that provincial governments have a responsibility 
to assist in bridging the gap between national policy and local practice 
and to recognise and support the informal economy, particularly in 
relation to facilitating partnerships and networks at a national level.

National government
Some of the barriers and challenges for connecting the green 
economy to the informal economy at national level related to lack of 
interdepartmental cooperation, lack of coordination and alignment of 
policies and in some cases, lack of capacity or willingness to engage 
with the informal economy (Interviewee 1, 2 and 5). Survey responses 
indicated the need for improving the regulatory environment, facilitation 
of partnerships at various levels (including at international level) and 
facilitation of cooperatives, as key support mechanisms (Table 6).

As previously indicated, there is a need for greater consistency in the 
interface between polices and/or practices by national government. 
According to Interviewee 2, in contrast to current ‘top-down tendencies’ 
support mechanisms may include a ‘type of multi or inter ministerial 
structure’ which is mandated to engage with the informal economy. A 
second supportive measure included recognising the different informal 
worker groups operating in the green economy (Interviewee 5). It 
is worth noting that the former support mechanism may assist in 
horizontal coordination and the latter with vertical coordination. For 

example, Interviewee 5 explained that identifying the different worker 
groups ‘helps to navigate [the complexity]’ and that ‘by understanding 
it by worker group and then thinking it through per worker group’ will 
improve sectoral or vertical coordination.

Table 6: National level support mechanisms that could contribute towards 
a more inclusive economy

Respondent Response

1,6 Financial subsidies and incentives

2,6,9 Facilitate partnerships (at various levels)

4,6,9 Improve regulatory environment

6 Supply chain contracts to procure from informal economy

6 Build capacity

6 Improve reporting and evaluation

7,8,9 Facilitate co-operatives

10 
Develop strategies that will support the informal 
industry/economy

NGOs or civil society groups
Several interviewees (1, 2, 3, 4 and 5) recognised the role of civil society 
groups or NGOs in connecting the informal economy to the green 
economy in South Africa. A number of support mechanisms pertaining 
to NGOs were recognised by survey respondents (Table 7).

Table 7: NGO level support mechanisms that could contribute towards a 
more inclusive economy

Respondent Response

1 Skills development

1 Network forming

1 Knowledge sharing

2 Support local initiatives

3,7 
Society to be proactive and take responsibility for 
its environment

4,10,11 
Mobilise around value-adding activities, circular economy and 
localisation and enter into environmental forums

6 Advocate for principles of sustainability

7,8,11 Formalise, organise or create co-operatives

9 
Engage in dialogue, communication and reaching groups not 
reachable by public authorities

Key support mechanisms reported by survey respondents related to 
the facilitation of organisations within the informal economy and the 
mobilisation of NGOs around green activities. In previous discussions on 
connecting the green economy with the informal economy, the focus fell 
on green economy practitioners and their role in engaging informal actors. 
As indicated above, and as reiterated by Interviewee 5, there is also a need 
for NGOs that represent and advocate for the informal economy to engage 
with the actors and entities promoting the green economy. 

Such engagements would require practitioners to reconsider the green 
economy space in terms of the opportunities it may hold for informal 
economy actors (Interviewee 5). NGOs can further contribute to a more 
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enabling policy and planning environment by assisting in ‘mapping the 
size of the opportunity to enable further interventions’ (Respondent 6); 
identifying different informal worker groups that operate in the green 
economy; and by participating at different levels, local to international, in 
discussions on the green economy (Interviewee 5).

Although NGOs may offer much assistance in connecting the green 
economy to the informal economy, they may also unwittingly impede 
such processes through poor representation; ideological differences; 
conflicting agendas and the tendency to ‘roll-out a blueprint formula 
that works in some places’ but that does not take context into account 
(Interviewees 1, 3, 4 and 5). These challenges therefore also warrant 
further attention if a more enabling policy and planning environment is 
to ensue.

Private sector organisations
Finally, survey respondents were asked to consider the role of private 
sector organisations in contributing to a more inclusive green economy 
and several support mechanisms were identified (Table 8).

Table 8: Private sector level support mechanisms that could contribute 
towards a more inclusive economy

Respondent Response

1,3,6,7,11 Funding, investment

1,6,10 Skills transfer, mentoring

2,3 Infrastructure support

2,7 Start-up or incubation support

6,7,8,12 Partnership, value chain development

8,9 Supporting formalisation

9,10 
Employ best practices and ensure informal suppliers adhere to 
decent work criteria

The most pertinent mechanisms related to formalising relationships 
through partnerships and investment in small and micro enterprises 
in terms of both financial support and skills transfer, as well as the 
development of broader value-chains that incorporate informal actors 
or entities. The notion of an expanded value-chain was also supported 
by a number of interviewees. For example, Interviewee 4 pointed to 
opportunities in the green infrastructure and technology sector, whereas 
Interviewee 2 referred to opportunities within the waste sector. 

Overall, support mechanisms for connecting the green economy to the 
informal economy would require a paradigm shift in terms of what an 
inclusive green economy is; who the stakeholders and role-players are; 
as well as in addressing how and to what extent they are engaged.

Conclusions
We explored the connections between the green economy and the 
informal economy in the South African context using multiple methods. 
Results from observations, an online survey and interviews indicated 
that the informal economy is mostly invisible, in part because of a 
lack of conceptual consensus and interpretation but also as a result of 
insufficient recognition or awareness of the informal economy’s role 
within the green economy space or how to engage with it successfully.

The paper revealed a number of possible connections between the green 
economy and the informal economy in the form of green activities, 
indicating that the informal economy may add much value to an inclusive 
green economy in the context of sustainable development and poverty 
eradication. The results also indicated a number of opportunities and 
benefits related to connecting the green economy to the informal 
economy, which warrant further investigation.

In terms of improving, enabling or supporting connections between the 
green economy and the informal economy, the survey and interview 
of several green economy and informal economy practitioners and 
policy influencers revealed a number of support mechanisms. These 
mechanisms were identified as addressing several barriers and 
challenges at various levels of organisation, and if incorporated, may 
assist in bringing about more empowering and inclusive practices or 
enabling policy and planning environments. 

Although every effort was made to enhance the validity and reliability of 
the study through triangulation, the size and quality of the sample may be 
improved in terms of greater representation of informal economy actors 
or entities. Greater representation would involve cutting across a greater 
geographical region with varying conditions as related to climate, local 
bylaws, and social and economic practices and procedures, to allow 
for broader assertions and comparisons between provinces. It is further 
recommended that future studies include a focus on (1) profiling informal 
worker groups within the green economy; (2) exploring ‘organisation’ 
in the informal economy; (3) the role of NGOs and collectives in the 
green economy; (4) government process and change management for 
an inclusive green economy; and (5) a value chain analysis of green 
economy opportunities at the bottom of the pyramid.

Although the list of possible future research may be infinite, the impli-
cations of the study are relatively clear: for South Africa to achieve an 
inclusive green economy in the context of sustainable development 
and poverty eradication, it needs to engage with the actors and entities 
operating in the informal economy. To do so, both informal economy and 
green economy practitioners and policy advisors would need to apply a 
new ‘lens’ for considering the informal economy and its contribution to 
the green economy. This new lens involves a paradigm shift in terms 
of how the informal economy is perceived and approached, as well as 
pertaining to what an inclusive green economy entails and proposes.

Furthermore, a more open and enabling policy environment may greatly 
assist in not only recognising current opportunities, but also in leading to an 
alternative economic model. That is to say, an economic model in contrast 
to the dominant neo-liberal approach and which embraces the plurality 
of South African society; is open to alternative forms of development; 
promotes inclusivity and diversity; and which may be more conducive to 
socially equitable and environmentally sustainable development.
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Three-dimensional (3D) modelling and visualisation is one of the fastest growing application fields in 
geographic information science. 3D city models are being researched extensively for a variety of purposes 
and in various domains, including urban design, disaster management, education and computer gaming. 
These models typically depict urban business districts (downtown) or suburban residential areas. Despite 
informal settlements being a prevailing feature of many cities in developing countries, 3D models of informal 
settlements are virtually non-existent. 3D models of informal settlements could be useful in various ways, 
e.g. to gather information about the current environment in the informal settlements, to design upgrades, 
to communicate these and to educate inhabitants about environmental challenges. In this article, we 
described the development of a 3D model of the Slovo Park informal settlement in the City of Johannesburg 
Metropolitan Municipality, South Africa. Instead of using time-consuming traditional manual methods, 
we followed the procedural modelling technique. Visualisation characteristics of 3D models of informal 
settlements were described and the importance of each characteristic in urban design activities for informal 
settlement upgrades was assessed. Next, the visualisation characteristics of the Slovo Park model were 
evaluated. The results of the evaluation showed that the 3D model produced by the procedural modelling 
technique is suitable for urban design activities in informal settlements. The visualisation characteristics and 
their assessment are also useful as guidelines for developing 3D models of informal settlements. In future, 
we plan to empirically test the use of such 3D models in urban design projects in informal settlements. 

Introduction
The promise of work and a better life attracts thousands of South Africans to the country’s major cities. However, 
various factors such as the housing backlog, shortage or inaccessibility of housing subsidies and affordability of 
housing, force hopefuls to live in informal housing or shack settlements.1–3 Informal settlements in South Africa 
continue to regularly make news headlines because of lack of adequate housing and service delivery. The National 
Planning Commission (NPC) produces annual reports providing some insight into the magnitude of the problem: in 
2013, 7.6% of the South African population (3–4 million people) lived in informal settlements.4 

The South African government is party to the United Nations Millennium Development Goals (MDG) that aim 
to significantly improve the lives of at least 100 million inhabitants by the year 2020 (MDG 7, target 4).5 As a 
result, the government is obligated to assist the inhabitants of informal settlements or slums to improve their 
living conditions. In response to the MDGs, the National Housing Code by the Department of Human Settlements 
proposes a process for the upgrading of informal settlements.6 The South African Housing Programme is described 
in Part 3 of this Code and aimed to improve the lives of 2.2 million households living in informal settlements by 
2014. Additionally, the South African National Development Plan (NDP) identified informal settlement upgrading or 
relocation as one of its main objectives7(p. 489): by 2030 all informal settlements located on suitable land should be 
upgraded, or else relocated to suitable land. 

To achieve the objectives set out by the MDG and NDP, urban design of informal settlement upgrades, such as the 
construction of a community hall, taxi rank, health clinic or playground, needs to consider both humans and the 
natural environment. Urban design is concerned with shaping the physical environment of cities, towns and villages, 
while considering human behaviour, aesthetics and functionality.8,9 In highly dense urban regions (i.e. cities, such 
as New York or Hong Kong), urban design aims to create public spaces from the areas between buildings where 
activities, for example street markets, can take place.10,11 Similarly in urban planning, the human is the central 
component in the process. Urban planners tend to focus on designing and planning large areas for future use, 
e.g. new infrastructure,12 and set out a strategy for crisis management.13,14 While there are urban design visionaries, 
such as Lynch9 and Montgomery15, who describe how urban design can shape the development of a city so 
that it becomes a functional and aesthetically pleasing environment, urban design tends to focus on enhancing 
the current localised environment. An important component of urban design in a democratic society is involving 
and communicating planned changes to various stakeholders. Geovisualisation of spatial data is a powerful tool 
in this communication. Over the years, spatial data have been represented in various formats ranging from two 
dimensional (2D) maps, three dimensional (3D) physical scale models, to 3D digital representations. Recently, 
3D geovisualisations have grown in popularity, partly through the availability of applications such as Google Earth 
(https://www.google.com/earth/) and NASA World Wind (http://worldwind.arc.nasa.gov/java/). 

Three dimensional (3D) models are increasingly being used in urban design applications.16-19 3D models can 
present information that could not previously be visualised in 2D maps and designs. In response to these benefits, 
most large German municipalities provide level of detail (LoD)2 models of their municipal areas and in some cases, 
LoD3 models of their city centres. Many of the German states aim to provide LoD2 models of all their urban areas 
by 2016. Other European cities, such as Monaco, Geneva, Zurich and Leeuwarden, use 3D city models as a means 
of representing and exchanging data; similarly in Asia.18 
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Numerous studies have been conducted on various aspects of 3D city 
models, but these are limited to urban environments (i.e. city centres). 
3D models of cities are used in various application fields, such as urban 
planning, disaster management, computer games, entertainment and 
education.18,20 3D models of informal settlements could also be used 
in these application fields, however research on their use is limited to 
exploratory studies in a few countries21 and to our knowledge has not 
been done in South Africa.

Modelling large 3D cities manually requires an enormous amount of 
labour,22 making this approach expensive. Owing to financial constraints 
and the dynamic nature of informal settlements, this approach is not 
feasible for South African informal settlements. Procedural modelling is 
a form of automatic generation that has been suggested as an alternative 
to traditional manual methods for creating 3D models. Algorithms are 
used sequentially to generate 3D objects in order to generate mass 
3D models.23,24 Through procedural modelling, an intricate object is 
created by iteratively applying a rule to each resulting component 
of the object.25 An additional benefit of procedural modelling is that 
it can be used to automatically prepare 3D models from spatial data 
(e.g. topography and terrain models) made available through the spatial 
data infrastructure of a city or country.26,27 

The goal of this article is to describe a procedural modelling process to 
generate a 3D model of an informal settlement in South Africa, and to 
evaluate the applicability of the resulting model in urban design activities. 
We adapted visualisation characteristics of 3D models of buildings 
in city planning for the specific requirements of urban design activities 
during informal settlement upgrades in South Africa. Then we assessed 
the importance of each characteristic for such activities. We developed 
a prototype 3D model of a part of Slovo Park, an informal settlement in 
Johannesburg, South Africa, and evaluated its visualisation characteristics. 

Study area: Slovo Park settlement
Slovo Park is an informal settlement situated roughly 10 km south of 
Soweto, in the City of Johannesburg Metropolitan Municipality, South Africa 
(See Figure 1). It is located adjacent to a large freeway and is surrounded 
by industrial factories. There are approximately 1100 stands in Slovo 
Park, laid out by the community (i.e. not officially surveyed). The local 
municipality provides only rudimentary services in the form of waste 
and sewerage collection, and communal taps. The residents do not have 
access to formal electricity (See Figure 2). 

Figure 1: Location of Slovo Park within Gauteng, South Africa.

The 3D model described in this article is merely a proof of concept, and 
thus only a sub-section of the settlement was selected as the study area. 
The study area contains various types of human-made constructions, 
such as a community hall (central meeting place for the community), 
a shebeen (local term for a bar), and surrounding dwellings (typical 
shelters found in an informal settlement). 

a

b

Figure 2: Photos depicting life in Slovo Park. (a) Informal vendor. 
(b) Outside toilet and recycling for monetary gain.

A procedural modelling process for 
informal settlements
Overview of the procedural modelling process
A procedural modelling process was developed as an alternative to 
manual modelling of informal settlements for planning upgrades. 
Procedural modelling iteratively applies algorithms and rules to an initial 
2D shape that is replaced by a 3D object afterwards.28,29 Natural real 
world systems can be realistically replicated with procedural modelling 
as it utilises parameterisation that allows infinite variation in the generated 
model.29,30 However, identifying the correct parameters and values to 
generate a photo-realistic model is not feasible. 

Procedural modelling has proven to be successful for generating various 
models, such as urban environments, road networks, infrastructure, 
vegetation, and terrains.30-33 Urban modelling is a prominent reason for 
the popularity of procedural modelling, as cities are not only big, but also 
incredibly detailed.34 With manual modelling, it would be too tedious and 
time-consuming to generate realistic 3D models.33

The procedural modelling process described in this article was derived 
from the visualisation pipeline and adapted for procedural modelling. The 
visualisation pipeline defines the process required to create visualisation 
from raw data.35-37 The basic visualisation pipeline consists of filtering, 
mapping and rendering.36,37 During the filtering phase, the data are 
converted and a subset of the data is selected. Thereafter, the data are 
transformed into geographic primitives during the mapping phase. Lastly, 
the geometric primitives are converted into realistic images, i.e. they are 
rendered. Our procedural modelling process is depicted in Figure 3. 

Level of detail
3D objects can be characterised according to the level of detail (LoD) 
with which they represent objects in the real world. This LoD ultimately 
determines the model’s applicability.38 One of the simplest reasons for 
using LoD in 3D models is to reduce the complexity of the geometry 
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before rendering. Biljecki et al.39 suggested additional advantages for 
using LoD, e.g. to specify the level at which 3D data are captured, and for 
generalisation during rendering. 

Various approaches exist for specifying LoD for urban models. However, 
none of the approaches are without criticism. For example, some LoDs 
are considered too coarse, thereby hindering smooth transition between 
the levels.39 In this paper, the Open Geospatial Consortium (OGC) 
CityGML specification of LoD will be used (see Figure 4)40:

•	 LoD0 is the 2.5D representation of the basic outline of objects, 
typically a flat polygon.

•	 LoD1 is achieved when the volume of objects is modelled in a 
generalised fashion with the inclusion of vertical walls and flat roofs.

•	 LoD2 builds on LoD1 with the addition of a roof structure, as well 
as the inclusion of texture or photography on surfaces and terrain.

•	 LoD3 is an extension of LoD2 with the inclusion of openings, such 
as windows and doors, and by adding more detailed roof structures.

•	 In LoD4, the interiors of buildings are added to the model.

LoD0

LoD2 LoD3 LoD4

LoD1

Figure 4: Levels of Detail (LoD) as specified by CityGML.18

Implementation of the procedural modelling process 
During implementation, the steps identified in the section above on the 
procedural modelling process were refined and a detailed procedural 
modelling process was developed, depicted in Figure 5. The process was 
implemented in CityEngine (http://www.esri.com/software/cityengine) 
and CGA (Computer Generated Architecture). After completion of a 
phase in the process, the resulting model can be related to a specific 
LoD. The prototype model of Slovo Park was modelled up to LoD3. The 
interiors of the informal structures (LoD4) were not considered, as these 
are deemed unnecessary for urban design. 

LoD0 is the most simplistic level; it consists of building footprints and 
terrain. Building footprints are commonly represented by 2D simple 
geometry. LoD1 was attained through the extrusion of the 2D building 
footprints into 3D cuboids. Each 2D geometry (or building footprint) in 
LoD0 was assigned a height value. The CGA extrude command was then 
executed to produce 3D geometric objects with the generalised volume 

and depth of the real world features. The dwellings were extruded to a 
height of 1.9 m, as this was observed to be the average height in the 
field. Figure 6a is an example of such a dwelling. In-situ measurements 
were taken of the community hall and the height of the structure was 
found to be approximately 2.3 m (See Figure 7a). The community hall 
was extruded accordingly. 

Procedural modelling allows users to extrude all of the building footprints 
simultaneously, compared to manual modelling which requires individual 
extrusion. With procedural modelling, structures can either be extruded 
to a predefined height, or a random height within a specified range. 
The result of the LoD0 to LoD1 transformation (i.e. the LoD1 model) is 
shown in Figures 6b and 7b. 

LoD0

LoD1

LoD2

LoD3

Figure 5: The detailed procedural modelling process.

The 3D object at LoD2 starts to resemble its true form. A LoD2 model 
is attained when a roof is added to the LoD1 shape or object.18 Typically, 
roofs have a triangular shape, however, most structures in informal 
settlements have flat roofs. Gröger & Plumer18 argue that a horizontal 
roof is an attribute of a LoD1 model (refer to Figure 7b). To enable the 
modelling of more complex objects (at higher LoDs) using procedural 
techniques, the objects have to be separated into different components 
or objects, called facades. In our model, we used the CityEngine split 

Figure 3: Overview of the procedural modelling process.
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command to divide an object into facades. The following facades (or 
objects) were generated: front, back, sides, and top. An advantage of 
procedural modelling is that these facades are now independent objects 
that can be modelled separately (e.g. different combinations of facades). 
Because there is an explicit top facade (the roof) after the execution of 
the split command, structures with flat roofs are now LoD2 objects. 
Semantic information (e.g. descriptive attributes) can be added to each of 
the facades so that complex analysis can be performed on the 3D model.

LoD3 was achieved by adding windows and doors to the objects and by 
adding texture, resulting in a more complex geometric object that resembles 
the physical environment more closely. For the informal dwellings in our 
model, the front facade was split into seven sections, as depicted in Figure 
8. Sections S2 and S6 in Figure 8 were divided into three sections, each 
along the y-axis so that two windows could be created in the wall. Each 
window was then split in half along the x- and y-axes to form burglar bars, 
a common feature in South Africa, even in informal settlements. 

The informal structures are constructed mainly from corrugated iron. The 
corrugated iron was modelled recursively by splitting the front facade 
(excluding the windows and door) along the x-axis at an interval of 0.10 m. 
The remaining facades did not contain any windows and therefore only the 
corrugated iron was modelled for them. 

The resulting 3D objects at LoD3 can be seen in Figure 6c and 6d. 
The same recursive splitting technique was used to generate the texture 
of the community hall (Figures 7c and 7d). The other objects in the 
3D model, such as outside toilets and post boxes, were generated using 
similar techniques. The final results of the model can be seen in Figure 9. 

Visualisation characteristics of 3D informal 
settlement models 
Visualisation can support the urban design process at various stages, 
including the initial gathering of information about the environment; 
when designing or planning new developments; and for communicating 
the planned changes to stakeholders. In this section, we describe the 
visualisation characteristics of 3D models of informal settlements. 
The characteristics are adapted from those described by Dickmann 
and Dunker41 for 3D building models in urban planning. They defined 
three categories of characteristics: visualisation content; visualisation 
application environment and functionality; and visualisation performance. 
Drawing on discussions with experts, informal settlement inhabitants, as 
well our experience in urban design projects and informal settlement 
upgrades, the characteristics by Dickmann and Dunker41 were adapted 
for use in 3D models of informal settlements in urban design (as opposed 
to urban planning) activities in South Africa.

First, we expanded the visualisation content category by including 
human-made structures, landmarks, the movement network and service 
delivery infrastructure. We split vegetation and street furniture into two 
distinct characteristics. While vegetation in urban areas tends to be 
cultivated and arranged in an orderly fashion (similar to street furniture), 
vegetation in informal settlements usually comprises remainders of 
natural vegetation and haphazardly distributed trees, shrubs and patches 
of grass. Therefore, it needed to be considered separately. 

a

c

b

d

Figure 6: Results of modelling an informal dwelling. (a) The generic informal dwelling. (b) Informal dwelling modelled at LoD1. (c) The front of an informal 
dwelling modelled at LoD3. (d) The side of the informal dwelling modelled at LoD3. 
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S1           S2          S3              S4               S5             S6           S7

0.83
0.83

Top ledge
0.83

0.83

1.9

1.3

1 1

11

Figure 8: A preliminary plan of the informal structure (not drawn to scale).

In the category of visualisation application environment and functionality, 
we combined the pedestrian perspective and bird’s eye view into a 
single characteristic. The remaining characteristics in this category and 
the visualisation performance category were adapted. 

Dickmann and Dunker41 concluded that the importance of visualisation 
characteristics varies among different users of 3D models of buildings 
in city planning. For example, LoD1 or LoD2 are sufficient for planning 
experts, but community members prefer more detail and textures. 
Based on their findings and our experience in urban design and 
informal settlement upgrade projects, each criteria identified in Table 
1 was assigned an importance ranking, ranging from no contribution 
to major contribution (refer to Table 2). Contribution refers to our 
assessment of how important the specific visualisation characteristic 

is regarded by various stakeholders (e.g. settlement dwellers, planners 
and officials) when using the 3D model in urban design activities. 

Evaluation of the visualisation characteristics 
For communicating planned upgrades, it is important that 3D models, 
specifically for the area of interest, be generated at a high LoD, such 
as LoD3. The higher LoD creates a more realistic and relatable 3D 
model. If stakeholders can recognise aspects of the environment, 
they can more easily relate to the model. Consequently, they will 
have a better understanding of the effect that proposed upgrades 
may have on their daily lives and environment. The surrounding 
area is acceptable at a lower LoD. Similarly, a lower LoD is typically 
sufficient for planning exper ts when gathering information about the 
current environment before planning and designing upgrades.

Our research demonstrated that procedural modelling is a viable 
alternative for generating a 3D model of a typical South African 
informal settlement at LoD3 (Refer to Figures 6 and 7). Roofs, 
windows and doors were modelled procedurally through either 
adding geometry or splitting up existing geometry. Substantial initial 
preparation is required for procedural modelling, however, once 
the correct dimensions of the objects have been calculated, the 
procedural technique to model the objects is straightforward and can 
be repeatedly applied. 

The size or extent of the model is determined by the planner, and 
influenced by upgrades where the integration of the area of interest 
with the surrounding community needs to be considered. However, we 
consider the size or extent less important for urban design activities, 

a

c

b

d

Figure 7: Results of modelling the community hall. (a) Front of the community hall. (b) Community hall modelled at LoD1. (c) Community hall modelled at 
LoD3. (d) The side of the community hall modelled at LoD3.
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which tend to be localised, in comparison to regional or city planning 
which needs to consider a wider area. Procedural modelling provides 
an effor tless method of populating the background (space beyond 
the area of interest) of a 3D model through the repetitive execution of 
the same procedures with different parameters. There is no limit on 
the size of the model that can be created with procedural modelling. 

Facades and/or texture are less important in informal settlements 
(similar facades and textures on human-made structures) than in urban 

areas (more variety in building facades and textures) when collecting 
information about existing environment or designing upgrades. LoD3 
provides sufficient detail about 3D objects to make a model suitable 
for communicating information about the existing informal settlement. 
Additional details could prove useful when it is important to communicate 
the specific facade or texture of a planned building. Detailed facades 
comprising irregular shapes are time-consuming and tedious to create 
with procedural modelling. 
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Table 1: Visualisation characteristics for 3D models of informal settlements in South Africa

Category Characteristic Origin Description

Vi
su

al
is

at
io

n 
co

nt
en

t

1. Level of detail 
(LoD)

Adopted 
Distinct levels according to which 3D models can be generated. The level specifies object complexity and granularity 
regarding geometric representation and thematic differentiation.

2. Size or extent 
of the model

Adopted
The area or extent of the model is the physical land covered by the model. Smaller models focus on the area of interest, 
while larger models ‘see the bigger picture’. For example, in informal settlements a larger area is required to see how a 
community is or can be integrated into the surrounding area.

3. Facade and/or 
texture

Adopted
The outward appearance of the object. The desired appearance can be achieved using textures (imported from 
photographs or custom textures using graphic editors) or it is modelled using a combination of geometry and colour.

4. Terrain model Adapted
The representation of elevation information (the bare ground) without any details about objects on the surface. A terrain 
model represents the physical characteristics of the natural features in an area, i.e. landform.43 The terrain provides 
import information for landscape design and flood drainage in an informal settlement.

5. Topography Adapted
Commonly known as the physical lay of the land. The earth’s surface features, such as relief, terrain, vegetation and any 
features created in the landscape by human endeavours.43 Topographical information thus provides import information 
about the surface in an informal settlement, e.g. natural or human-made barriers.

6. Vegetation Adapted
The total plant cover of an area, comprising one or more plant species.43 Vegetation may be considered as landmarks in 
some cases, e.g. three abnormally tall trees in a specific area could be considered a landmark.

7. Human-made 
structure 

Additional
A human-made structure is any building or dwelling constructed by humans. In informal settlements a wide variety of 
materials are used, including bricks, wood, corrugated iron and even road signs. Some of these could be classified as 
landmarks, street furniture or service delivery infrastructure, or could form part of the movement network (e.g. taxi rank).

8. Landmark Additional
A landmark is a notable object (stands out from its surroundings) used as a point of reference when orientating oneself 
within an environment, e.g. taxi ranks, cemeteries, or playgrounds.

9. Street 
furniture

Adapted
Street furniture generally refers to pieces of equipment located along a thoroughfare for various purposes, e.g. light poles 
or road signs. In this case, we use the term to refer to any objects along a thoroughfare that are deemed necessary in 
the 3D model.

10. Movement 
network

Additional

A movement network is defined broadly as the public right-of-way network, accommodating land-based movement by a 
range of movement modes.42 It is the combination of the traditional road layout and footpaths within a settlement. The 
movement network provides an indication of the accessibility of the informal settlement, as well as the accessibility of 
locations within the settlement.

11. Service 
delivery 
infrastructure

Additional
In informal settlements where households do not have running water, water distribution points at various points in 
the settlement are a common feature. These water distribution points are often just a single tap. Informal electricity 
connections are also a common feature of informal settlements.
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y 1. Model 

navigation
Adopted

The ability to traverse or move around in the virtual environment. Movement through the model is either user-directed or 
predefined by the designer of the model.

2. Perspective Adapted
A perspective, such as the pedestrian perspective or bird’s eye view, refers to the specific viewpoint or camera position 
from which the model is observed.

3. Shading and 
illumination

Adopted
Shading and illumination add to the realism of the virtual environment, and can also be used to do certain analysis within 
the model.

4. Measurement 
tools

Adopted Allows the user or viewer to determine the length, area or height of an object.
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1. Time cost Adopted The time and effort required for developing the 3D model; to determine this a cost-benefit assessment may be required.

2. Application 
performance

Adopted Refers to the real-time visualisation performance of the application rendering the 3D model.
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However, once the facade details have been modelled, they can be 
flexibly combined into a variety of different facades. Various texture 
libraries are available online and these can be included in the models, 
as necessary. 

Table 2: Assessment of the importance of each visualisation character-
istic to stakeholders in urban design activities

Category Characteristic
Minor 

contribution
Moderate 

contribution
Major 

contribution

Vi
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is

at
io

n 
co

nt
en

t

1. Level of detail 
Informal

Urban

2. Size or extent of 
the model

Informal Urban

3. Facade and/or 
texture

Informal Urban

4. Terrain model
Informal 

Urban

5. Topography Urban Informal

6. Vegetation Informal Urban

7. Human-made 
structure

Informal

8.Landmarks Informal

9. Street furniture Informal Urban

10. Movement 
network

Informal

11. Service delivery 
infrastructure

Informal
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1. Model navigation
Informal 

Urban

2. Perspectives
Informal

Urban†

3. Shading and 
illumination

Urban Informal 

4. Measurement tools
Informal

Urban

Pe
rf

or
m

an
ce

 

1. Time cost
Informal 

Urban

2. Application 
performance

Informal 

Urban

†Moderate contribution by the pedestrian perspective; major contribution by the bird’s 
eye view

A model of the terrain also provides useful information when considering 
integration. For example, it could allow the identification of possible natural 
barriers (e.g. a donga, hill or mountain) to integration into the surrounding 
area. However, a terrain model also aids in identifying physical risks to the 
settlement, such as the risk of landslides or flooding. Informal settlements 
often arise on land not suitable for development, so physical risks may 
be significant. Therefore, the terrain should always form part of the 3D 
model of an informal settlement. Aerial imagery draped over height maps 
can be used to depict various landforms. Such ‘draping’ is possible with 

procedural modelling. Terrain modelling, however, was not relevant in this 
particular study area (Slovo Park) as it is relatively flat.

Topographical information adds the required detail resulting in a more 
realistic and relatable model. Topography may also provide reference 
points to the audience in the public participation process. When 
considering the integration of the settlement with the surrounding 
community, topographical information may point out how certain features 
separate the settlement from the surrounding area. For example, South 
African 1:50 000 topographic maps include prominent rock outcrops, 
mine dumps or excavations, graves and powerlines. Such information 
would already have been considered during planning in a developed 
urban area, but may significantly impact the location and distribution of 
planned upgrades in an informal settlement that arises spontaneously. 
Therefore, we consider this characteristic more important in informal 
settlements than in urban areas. Procedural modelling provides tools to 
automate the conversion of topographical information from vector data 
(e.g. in SHP files) into 3D objects.

Vegetation adds realism to the model, and in some cases, could act 
as a landmark. Vegetation is, however, a minor consideration when 
modelling an informal settlement because much of the vegetation is 
usually destroyed during the construction of the settlement. If a certain 
element of the vegetation is also a landmark (e.g. an unusually tall 
tree), then it should be included. In procedural modelling, vegetation is 
added to the model as an object and then manipulated procedurally. For 
example, the size of the tree can be increased or additional trees can be 
added recursively. 

Informal settlements comprise human-made structures, mainly in the 
form of informal dwellings. Such dwellings are typically conglomerations 
of cuboids. Procedural modelling allows developers to generate large 
quantities of informal dwellings with a single command call in a simple 
script. More complex structures can also be generated, however, they 
may require initial preparation (similar to the process for higher LoDs). 
The human-made structures provide context to understand how planned 
upgrades relate to and impact on the current environment. For example, 
it could help inhabitants to understand how accessible a planned 
community hall, clinic or playground is to their own dwelling. Human-
made structures are also considered by planning experts to ensure that 
the planned upgrades ‘fit’ with existing dwellings (e.g. avoid destruction 
of, or are in too close proximity to, dwellings). 

Informal settlement dwellers place great value on certain landmarks within 
their community. These landmarks could be of social (e.g. community 
hall, shebeen or water distribution point) and/or cultural (e.g. cemetery 
or church) importance to them. It is important to include these landmarks 
in the model, as they provide context for the stakeholders. 

As there typically is no street furniture in an informal settlement, 
its contribution to 3D informal settlement models is limited. Street 
furniture should only be included when referred to specifically and 
when included in planned upgrades. 

The movement and access network needs to be considered when 
planning upgrades. For example, access to economic centres, education 
and health services should be taken into account. Informal settlement 
dwellers commonly do not own cars and often walk or take public 
transportation to their destinations. All aspects of the movement network, 
such as roads, taxi ranks and footpaths, need to be included. The 
movement network is important for determining how best to integrate 
the settlement into the surrounding community, and also to determine 
accessibility of a planned upgrade within the informal settlement itself. 
Existing streets can either be imported into the model (e.g. from a SHP 
file or spatial database) or grown algorithmically to align with existing 
buildings and terrain. 

Service delivery infrastructure is of concern when the planned upgrades 
involve upgrades to the infrastructure, the construction of new 
infrastructure or if planned upgrades are close to existing infrastructure. 
Infrastructure objects, such as water meters, street lighting poles and 
electricity distribution boxes, are typically scarce or non-existent in 
informal settlements. However, it makes sense to at least consider 
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‘other’ types of service delivery objects, such as water distribution 
points and illegal connections to the electricity network (also known as 
izinyoka), as they often pose significant risks to inhabitants. In procedural 
modelling, 3D objects can be added from libraries (collections of objects 
that may be shared and reused). A South Africa-specific object library 
does not exist. Thus 3D objects resembling South African service delivery 
(e.g. izinyoka), vegetation (e.g. indigenous trees) and street furniture 
(e.g. road signs) had to be developed from scratch for this study. 

The ability to explore or navigate through the 3D model is a significant 
consideration when selecting a visualisation application to plan the 
upgrades (planners) and to demonstrate the planned upgrades to 
stakeholders (officials and inhabitants). Although interoperability issues 
still exist, most applications can currently export 3D models into diverse 
formats for use in a variety of applications. An intuitive mechanism for 
moving within the model allows unskilled individuals to explore the model 
and thus better understand the planned upgrades. Alternatively, videos 
of different view paths through a 3D model allow users to experience 
specific parts of the model, for example, the area of interest. Such videos 
can be made available on the Internet for easy access by stakeholders. 

Different perspectives, such as bird’s eye view or the pedestrian per-
spective, allow the 3D model to be viewed from several angles or 
viewpoints. Different perspectives are important for officials and experts 
during the planning stage (e.g. to evaluate the impact of a large building) 
and for communicating upgrades (e.g. to understand the impact of a large 
building) to stakeholders. 

Shading and illustration are common functionalities in most 3D 
modelling applications, allowing analyses to be performed, for example, 
to evaluate solar radiation availability. Shading and illustration are more 
important to planners than to the public and are used, for example, 
to analyse the availability of solar radiation on the roofs of informal 
dwellings after construction of a double storey community hall. Owing 
to the increased use of solar energy in informal settlements, we consider 
this characteristic more important in 3D models of informal settlements 
than in 3D models of urban areas, and also more important in urban 
design than in urban planning. 

The importance of measuring tools depends on the purpose of the 3D model 
(e.g. to communicate an initial proposal vs the final plan). Measuring tools 
are generally more important during planning than during communication 
with stakeholders. Procedural modelling produces proportionally accurate 
models, as calculated dimensions are used to iteratively generate the 
objects in the model. Navigation, perspective, shading and illumination, 
and measuring tools are tool-specific functionalities and are not relevant 
during the procedural modelling process. 

Using procedural techniques for generating intricate 3D models, 
especially if they contain complex geometric details, is initially time-
consuming (time cost), as it requires extensive planning and preparation. 
But once the initial model is generated, modifications can be made by 
adjusting parameters, commands and scripts. Large quantities of 3D 
objects can be generated with a single script. Procedural modelling 
makes it possible to prepare models with semi-realistic structures 
with minimal effort, and yet, the models contain enough detail for 
planning, analysis and communication during urban design activities. 
For financially constrained municipalities in South Africa, procedural 
modelling could be a cost-effective alternative to expensive manual 
modelling techniques. Initially, procedural modelling has a steep learning 
curve for users who are not familiar with scripting and the concepts 
of spatial data and 3D modelling. This needs to be considered when 
evaluating return on investment from the use of procedural modelling.

Procedural modelling is performed using scripts that extrude and 
generate 3D objects from 2D geometries. The real-time performance 
of the visualisation application relies on the computer specification. The 
application must be able to handle large amounts of data and render high 
quality 3D models in real-time. For the Slovo Park model, a standard 
desktop PC was sufficient. 

Conclusion
In this article, we discussed the procedural modelling process followed to 
develop a 3D model of the Slovo Park informal settlement. The visualisation 
characteristics of the resulting model were evaluated for use in urban 
design activities in informal settlement upgrade projects in South Africa. 

The description and assessment of visualisation characteristics 
indicated a number of unique challenges for the use of 3D informal 
settlement models in urban design activities. For example, visualisation 
content, such as human-made structures and the movement network, 
are considered important for informal settlement upgrades, but not 
for modelling typical city centres. On the other hand, facades and/or 
textures, vegetation and street furniture are less important in informal 
settlement models than in models of city centres. Increased use of 
solar energy in informal settlements raises the importance of shading 
in 3D models of informal settlements. The visualisation characteristics 
and their assessment in this article are also useful as guidelines for 
developing 3D models of informal settlements. 

Procedural modelling was found to be a viable alternative to the 
traditional time-consuming manual modelling process for typical 
South African informal settlements. With procedural modelling, 
planners can produce cost-effective 3D models for planning and 
communication during urban design. Although procedural modelling 

Figure 9: A section of the Slovo Park informal settlement modelled at LoD3
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requires initial preparation, once the groundwork is complete, high 
quantity and quality 3D objects can be generated in near real-time. 
The scripts can also be reused and customised to prepare models for 
more than one settlement. However, some challenges exist, such as 
the initial preparatory work, the steep learning curve and the lack of 
a 3D object library for South Africa. The resulting model will always 
be an abstraction and never truly photorealistic as models resulting 
from LiDAR data or pictometry images are. Nevertheless, research 
has suggested that non-photorealistic models can still be a valuable 
resource for urban design. 

This article described the frameworks for the development and 
evaluation of 3D informal settlement models in urban design activities 
during informal settlement upgrades. In future, we plan to design and 
perform user studies to empirically evaluate the use of 3D models 
during preparation, planning, design and communication of informal 
settlement upgrades in urban design projects. In addition, the 
development of a South Africa-specific 3D object library for procedural 
modelling of informal settlements needs to be explored. 
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Climatic changes have had profound impacts on species distributions throughout time. In response, species 
have shifted ranges, adapted genetically and behaviourally or become extinct. Using species distribution 
models, we examined how changes in suitable climatic space could affect the distributions of 37 endemic 
frog species in the Cape Floristic Region (CFR) – an area proposed to have evolved its megadiversity under 
a stable climate, which is expected to change substantially in future. Species distributions were projected 
onto mean climate for a current period (1950 to 2000), hindcasted to palaeoclimate (Last Glacial Maximum; 
LGM	≈	21	kya	and	Holocene	Glacial	Minimum;	HGM	≈	6	kya)	and	forecasted	for	two	emissions	scenarios	
(A2a and B2a) for the year 2080. We then determined the changes in area sizes, direction (longitude 
and latitude), fragmentation index and biotic velocity, and assessed if these were affected by life-history 
traits and altitude. We found that the biotic velocity at which the CFR amphibian community is expected to 
shift	north	(A2a	≈	540.5	km/kya)	and	east	(B2a	≈	198	km/kya)	far	exceeds	historical	background	rates	
(≈1.05	km/kya,	north	and	west	≈	2.36	km/kya	since	the	LGM).	Our	models	further	suggest	that	the	CFR	
amphibian community has already lost about 56% of suitable climate space since the LGM and this loss is 
expected	to	accelerate	under	future	emission	scenarios	(A2a	≈	70%;	B2a	≈	60%).	Lastly,	we	found	that	
highland species were more fragmented than lowland species between the LGM and current period, but that 
the fragmentation of lowland species between current and future climates is expected to increase.

Introduction
Climatic changes have had profound impacts on the survival and extinction rates of species through time.1 
One of the ways in which species have dealt with these climatic changes has been to adjust their distribution 
ranges2, although changes in behaviour and genetic adaptation can also play a role3,4. Evidence from ice cores 
and other climate reconstruction studies5,6 has provided better insight into how past climatic changes may have 
structured distributions as climates were changing. Recent evidence from fossil records suggests that past climatic 
fluctuations may have brought about changes at broadscale regional or biome level. Examples of such changes 
include the occurrence of lakes and ‘forest-elements’ within the current Sahara region (between 11 kya and 4 kya, 
under warmer and wetter conditions) and the replacement of forest by savannah vegetation in equatorial west 
Africa when conditions are predicted to have been warmer and drier than present.7

Studies undertaken in southern Africa, particularly in the Cape Floristic Region (CFR) suggest that climate has 
remained relatively stable throughout the Quaternary.5 Indeed, areas such as the CFR that are proposed to have 
experienced relatively stable climate coincide with contemporary centres of richness and narrowly distributed 
endemic species.2 These areas may have served as climate refugia during times of climatic perturbations.8,9 Moreover, 
such areas are also proposed to have experienced relatively slow climate change velocities.10,11 Conversely, areas 
that have experienced rapid changes in climate are suggested to harbour biota that have coupled biotic velocities: 
the velocity of shifts in species’ climate envelopes.12 Understanding how communities respond to these changes 
is very important given the biological importance of megadiverse regions under threat.13 Amphibians of the CFR 
in particular provide an excellent group to study the role of climate in structuring species community distribution 
because: (1) they are biogeographically distinct at a global scale14 and (2) amphibians are generally considered 
to be poor dispersers15, and are thus more directly affected by changes in climate compared to other vertebrates.

While attempting to elucidate the importance of ecological factors in describing amphibian species distribution 
patterns in southern Africa, Poynton16 hypothesised that the climatic oscillations resulting from Milankovitch cycles 
would have driven the expansion of the CFR amphibian assemblage inland as a response to an increase in climatic 
suitability during glacial periods. Dynesius and Jansson2 suggest that large-scale climatic oscillations may have 
favoured species with large distribution ranges, because these species were able to migrate to climatically suitable 
areas or persist in climatically unsuitable areas17,18. Furthermore, other past climate models for the CFR argue that 
during glacial periods, the extent of the CFR’s winter rainfall area increased as a result of westerlies migrating north 
towards the equator, providing moisture to areas of the current Karoo region,19 thus supporting Poynton’s hypothesis. 
Until recently, it had been very difficult to test such hypotheses. However, using species distribution modelling 
techniques, a recent test of Poynton’s hypothesis concluded that he was correct in predicting range expansion 
of the CFR assemblage during glacial periods.20 Nevertheless, instead of expanding inland, the assemblage was 
predicted to have made use of the exposed Agulhas bank during periods when sea level was much lower.5

Future climate models for southern Africa predict increased drying in the winter rainfall region21,22, caused by the 
increase in both Indian and Atlantic sea surface temperatures and the El Niño Southern Oscillation23. Understanding 
how changes in climate may have structured distribution is of particular relevance as it will help in: (1) predicting 
how current changes in climate might affect distributions as well as interactions among species24 in the CFR and 
(2) adequately planning for these changes considering the climatic history of the region2 and other biodiversity 
threats such as habitat modification25. The aim of this study is to determine how climate (palaeo-, current and 
future) affects the distribution of the CFR endemic amphibian community. To do this we adopt an ensemble 
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modelling approach using general circulation models (GCMs) of two 
palaeoclimates and four future climate GCMs, projected under two 
emission scenarios. In particular, we determine how the distributions 
of the CFR amphibian community have changed in terms of:  
(1) direction (latitude and longitude), (2) area of occupancy (changes 
in areas occupied at different climate periods), (3) biotic velocities 
(the rate at which communities shift with changes in climate)12 and 
(4) fragmentation. Furthermore, we estimate how life-history traits and 
altitudinal specialisation affect these outcomes. We assume that shifts 
(direction of movement and size) in climatically suitable space across 
climatic periods will lead to coupled species range shifts in the CFR 
amphibian community.20

Methods
Data
The most recent taxonomic treatment of species was used to ensure that 
all species of interest were included.26-29 Approximately 40 species are 
endemic to the CFR (here taken as areas representing both the Fynbos 
and the Succulent Karoo Biomes30; Figure 1). We excluded three recently 
described species (Breviceps branchi31, Cacosternum aggestum and 
C. australis32) because of the relative lack of distribution records, leaving 
37 CFR endemic amphibian species from six families for further analysis. 
Some amphibians do not display a biphasic typical amphibian lifestyle, 
for example members of the direct developing genus Arthroleptella 
endemic to the CFR33, which leads to a variation in the ways each life-
history trait will be affected by threats34. To assess the effect of life-
history traits on species distributions resulting from changes in climate, 
species were grouped according to their modes of egg deposition and 
development35 (Supplementary table 1 online).

There was a high variation in the number of available species 
distribution records, from Cacosternum platys, Rose 1950 (4 records) 
to Tomopterna delalandii, Tschudi 1838 (541 records). Occurrence 
records were obtained from the South African Frog Atlas Project 
(SAFAP)33, CapeNature and iSpot, as well as records published in recent 
literature26,29,36 and our own observations. We included only records with 
accuracy to the nearest second or higher. Records were projected into 
ArcMap GIS 10.237 to identify any doubtful records that may have been 
recorded outside known ranges, using Global Amphibian Assessment 
(IUCN 2008; http://www.iucnredlist.org/; accessed September 2013) 
polygons as ‘known distribution ranges’. Based on these results, we 
judged whether the outlying records represented credible sightings or 
should be excluded from further analyses.

Climate data
Environmental predictors were compiled from a set of 19 bioclimatic 
variables at a spatial resolution of 2.5 arc minutes available from 
WorldClim.38 Inter-correlation structure among predictors throughout the 
study area was assessed by computing pairwise squared Spearman’s 
rank correlation coefficients, and in cases in which R2 exceeded 0.75, 
only the putatively biologically most important variables were retained. 
After computing the Spearman’s rank correlations, 10 variables were 
retained: isothermality (mean diurnal range/temperature annual range; 
BIO3), temperature annual range (BIO7), temperature of wettest quarter 
(BIO8), mean temperature of driest quarter (BIO9), mean temperature of 
warmest quarter (BIO10), mean temperature of coldest quarter (BIO11), 
precipitation of wettest month (BIO13), precipitation seasonality 
(BIO15), precipitation of driest quarter (BIO17) and precipitation 
of coldest quarter (BIO19); see Supplementary table 2 online for 
percentage variable contributions.

Species distribution modelling
Species distribution model projections were created at a 2.5 arc minute 
resolution, using current distribution data to reconstruct hypothetical 
distributions for palaeo- and future climate. To reconstruct past 
distributions, we projected species distribution models onto palaeo-
climate	 for	 the	 Last	Glacial	Maximum	 (LGM	≈	21	 kya)	 and	 the	Mid-
Holocene/Holocene	Glacial	Minimum	(HGM	≈	6	kya)	climate	periods.	
We used two GCMs: the Community Climate System Model (CCSM)39 
and the Model for Interdisciplinary Research on Climate (MIROC)40, 

available through http://pmip2.lsce.ipsl.fr/41. Palaeoclimate data were 
downscaled to a spatial resolution of 2.5 arc minutes following the 
delta method.42 Current distributions were based on species distribution 
modelling projections onto mean climate from 1950 to 2000. To forecast 
future distributions for the year 2080, species distribution models were 
projected using four GCMs, to capture the variability associated with 
predicting climate change: (1) General Circulation Global Climate 
Model (CGCM2)43, (2) Hadley Centre Coupled Model (HadCM3)44,  
(3) Commonwealth Scientific and Industrial Research Organisation 
Mark-2b (CSIRO-Mk2)45 and (4) National Institute for Environmental 
Studies (NIES 99)46. Each GCM was projected onto two Intergovernmental 
Panel on Climate Change emission scenarios, both representing a more 
heterogeneous world: (1) A2a representing a business as usual climate 
outlook with average temperature increases between 2.0 °C and 5.4 °C 
and (2) B2a representing a more optimistic outlook with a moderate 
increase in future temperature of between 1.4 °C and 3.8 °C.47

The selected environmental variables were used to model both past and 
future potential distributions of amphibian species using an ensemble 
species distribution modelling framework, BIOMOD248 – a multi-
model platform implemented in R.49 The BIOMOD2 procedure uses an 
ensemble of modelling techniques including generalised linear models, 
general additive models, generalised boosted models, classification 
tree analysis, artificial neural networks, surface range envelope, flexible 
discriminant analysis, multi-adaptive regression splines, random forests, 
including maximum entropy to produce consensus models, which are 
weighted averages between all models.50 To ensure that our models 
were comparable across scale, they were rescaled using a binomial 
generalised linear model.

We randomly selected 1000 pseudo absence records, three times within a 
circular buffer of 100 km enclosing the species records as environmental 
background. For model evaluation, we divided the species records into 
80% used to train the models and 20% for model evaluation using 
three different performance criteria (area under the receiver operating 
characteristic curve, AUC51; true skills statistics; and Cohen’s kappa52). 
As a quality threshold for the final ensemble, we selected only 
those models with an AUC score greater than 0.7 (Supplementary 
table 3 online). The final ensemble was built using a proportional 
weighting of the models according to their predictive performance. 
As a presence-absence threshold, we selected the minimum training 
presence as the non-fixed threshold.53 When projecting the ensemble 
across space and time, non-analogous climatic conditions that exceeded 
the training range of the models were quantified, wherein the numbers 
of these predictors were highlighted using multivariate environmental 
similarity surfaces (MESS)54 (see online Supplementary figures 1 and 
2: palaeo-, current and future projections for Arthroleptella bicolor as 
an example). Projections into non-analogous climates may increase the 
potential for extrapolation and interpolation errors.54 Potential areas of 
occurrence were computed based on presence-absence maps applying 
the minimum training presence threshold using the respective functions 
in the raster package for R (i.e. ‘area’) but excluding extrapolation areas 
as identified by MESS. To determine the final consensus area projection 
for each climate period across all models (different GCMs), we projected 
all models on to ArcMap 10.237 and the consensus was taken as a 
combination of all grid cells that were identified as suitable by 50% or 
more of the models at each climate period55.

Statistical analyses
To assess changes in species distributions across climatic periods, we 
calculated the total area, perimeter and the centroid coordinates for each 
species across climatic periods from suitable climate space projections. 
Area and perimeter were then used to determine the fragmentation 
index (i.e. the landscape dissection index, DI´)56. This was achieved by 
determining the edge of each species distribution range, in relation to the 
core of the distribution using the formula: 

∑ ∑DI' P/  (2 A )= = =
n nπi i1 1 , Equation 1

where P is the perimeter and A is the area. DI´ compares the amount by 
which any ‘island’ or a distribution range is dissected relative to the total 
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area, with a DI´ of 1 representing a circle, suggesting a less fragmented 
shape with a low perimeter to area ratio. We determined changes in area 
occupancy, rate of area change, the direction of range shifts (across 
both longitudes and latitudes) and fragmentation index (DI´) between 
climate periods.57,58 We ran our results in two ways: first with a full suite 
of 37 species and second with 34 species (excluding those species 
with less than 10 species records, to avoid model over-fitting59). We 
found that the results in both attempts were almost identical and that 
patterns remained largely similar and thus report results of the analysis 
considering a full suite of 37 species. Lastly, we checked whether these 
changes were affected by altitude and life-history trait. All the tests were 
performed in R.49

Results
Range shifts
Our results suggest that the amphibian community of the CFR would 
have responded to Quaternary climatic changes by shifting distributions. 
Longitudinally, we found that between the LGM and current periods, 
amphibian communities have shifted their distribution northwards, 
and are expected to shift further northwards, for both A2a and B2a 
emission scenarios. Biotic velocity has been relatively slow since 
the LGM to current, but it is expected to increase dramatically if 
amphibian communities are assumed to track climate suitable space 

under anthropogenically induced climate change towards the end of 
this century (Figure 1a; e.g. LGM–HGM = 1.058 km/kya compared 
with current–A2a = 540.554 km/kya). Across latitudes, our models 
suggest that the CFR amphibian community has shifted its range 
westward between the LGM and HGM, as well as between the HGM and 
current. However between current and 2080, our models suggest that 
the CFR amphibian community will shift eastward under both A2a and 
B2a emission scenarios, although we found this shift between climate 
periods to be significant for the B2a emission scenario only (paired 
t-test; t=2.119; p=0.039). Biotic velocity across latitudes between 
current and B2a climate periods is expected to occur at rapid rates 
compared with historical rates (Figure 1a; LGM–HGM = 2.360 km/kya 
compared with current–B2a = 198.319 km/kya).

Changes in area of occupancy
We found that the CFR amphibian community has progressively lost 
≈56% of its suitable climate space since the LGM. Furthermore it is 
expected to lose ≈70% and 60% of climatically suitable space under 
A2a and B2a emission scenarios, respectively (Figure 2a). However, we 
found that the rate at which the CFR endemic amphibian community 
has lost climatically suitable space has been relatively slow between 
the LGM and HGM and HGM and current, but this rate is expected to 
increase significantly under future climate change (in particularly, under 
the A2a emission scenario; Figure 1b).
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Figure 1:  Changes in distribution predicted by species distribution models for the endemic amphibian community of the Cape Floristic Region (CFR).  
(a) Average longitude (grey bars) and latitude (black bars) rate of change between climate periods. (b) Mean area distributions range size across 
climatic periods. The size of the circle is proportional to the rate of area change within the climate period and the numbers above the circles are 
the mean predicted rates of area change between climatic periods in km2/kya. (c) Map of South Africa showing the extent of the CFR (Fynbos and 
Succulent Karoo Biomes). (d) Hyperolius horstockii, the Arum lily frog, is endemic to the CFR.
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Landscape dissection index
Fragmentation of potential distributions increased slightly from LGM to 
HGM, but decreased between HGM and current climates (Figure 2b). Our 
models predict that fragmentation will increase under future scenarios. 
We did not find any significant difference between life-history traits and 
DI .́ In contrast, we found that the fragmentation of highland species 
was significantly higher than that of lowland species between HGM and 
the current climate (Mann–Whitney–Wilcox test; W=37, p=0.002). 
However, between current and future climate periods under the A2a 
emission scenario, fragmentation of lowland species is expected to be 
higher than that of highland species (W=18, p=0.033). When looking 
at each climate period separately, we found that highland species 
were significantly more fragmented than lowland species during the 
LGM (W=113, p=0.035), HGM (W=162, p=0.012) and current 
scenarios (W=233, p=0.023) (Figure 3). Lastly, we found that the 
rate at which DI´ changed was only significant between HGM and the 
current (paired t-test; t=2.065, p=0.047).

Discussion
Quaternary climate changes have had significant impacts on the 
distributions of amphibian communities in the CFR as predicted16 and 
modelled20. Our results suggest that climatically suitable areas for the 
CFR amphibian community have shifted northwards since the LGM, 
and are expected to shift further northwards under both A2a and B2a 
future emissions scenarios. Latitudinally, we found that the amphibian 
community shifted westward from the LGM through to current, but this 
trend is expected to change to an eastwards directional community 
shift under both A2a and B2a emission scenarios. Furthermore, our 
models indicate that fragmentation is expected to increase under future 
climatic scenarios (Figure 2b) as amphibian communities are predicted 
to continuously lose suitable climatic space (Figure 2a). These results 
largely concur with previous studies undertaken in the region.60

One multi-taxon study which included birds, mammals, reptiles and 
insects for the whole of South Africa suggested that about 78% of 
the species included in the analysis are expected to experience range 
contractions, while 41% are expected to shift their ranges eastward, in 
response to future climatic changes by the year 2050.60 Other studies 
assessing the impacts of future climate change in the CFR also predicted 
an eastward directional shift and concluded that this shift will lead to 
large-scale spatial mismatches with current protected areas portfolio.61 
The predicted range shifts and associated impacts are expected to result 
in as much as 50% loss in current climate space62 and as much as 
10% of the endemic plant species.63 In addition, we found that the CFR 
amphibian	 community	 has	 lost	≈56%	of	 its	 suitable	 climate.	 Indeed,	
several studies looking at anurans of southern Africa suggest that they 
have	already	lost	≈60%	of	suitable	climate	space64,65, such that current 
distributions could very well be representative of refugial distributions for 
most of the endemic Cape species20.

We found that fragmentation (as measured by the index DI´) between 
highland and lowland species was more pronounced during the LGM, 
HGM and current distributions (Figure 3), with highland species being 
more fragmented than lowland species. When looking at fragmentation 
between climate periods, we found that the fragmentation index of 
lowland species is expected to be higher than that of highlands species, 
suggesting that projected changes in climate will exert pressure on the 
CFR lowland species in addition to substantial changes in land use.66 This 
result is of significance considering that the CFR lowlands have already 
been transformed,66 mainly for agriculture and human settlements, and 
will become more fragmented in the future as suitable climate space is 
lost to climate change. These results are supported by several studies 
suggesting that the coupled threat posed by climate change and land use 
will be very important, particularly for sub-Saharan African amphibians 
in the future.25,67,68 Furthermore, the suggested increase in fragmentation 
of lowland species points to the likely increase in movement along 
altitudinal gradients69 as species migrate to highlands in response 
to projected climate change65. This finding further emphasises the 
importance of improving habitat linkages between the CFR highlands 

and lowlands,70 thus retaining the opportunity for altitudinal migrations, 
which may be critical for poorly dispersing taxa such as amphibians.
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Figure 2:  (a) Mean (± standard error) of predicted area occupied by the 
Cape Floristic Region (CFR) endemic amphibian community 
suggests that most are already in refugia. (b) Mean (± standard 
error) of predicted fragmentation (DI´) in the CFR endemic 
amphibian community under different climate scenarios.

Our results, based on future climate change models for the CFR, suggest 
significant range reductions for the CFR amphibian community as well 
as rapid rates of suitable area loss. However, certain issues must be 
taken into consideration when interpreting these results. Firstly, despite 
their importance in conservation biology, correlative models such 
as species distribution modelling techniques are largely based on the 
assumption that species distributions are in tune with current climatic 
factors, and this assumption could lead to an under-estimation of what 
the real future impact might be15, specifically when considered in the 
light of other biodiversity threats such as habitat destruction71. Secondly, 
our landscape dissection index DI´ does not standardise for area size.71 
However, controlling for area size in predictive modelling studies may 
be problematic as these areas are largely speculative. Nonetheless, 
these methods are still informative and our predictions are in line with 
those of previous studies.64 Thirdly, the rate of change (as determined 
in this study) for past and future models, are simple averages taken 
across climatic periods. We are, however, of the view that past climatic 
changes, resulting from Milankovitch cycles, provided species with 
time to track climatically suitable areas because landscapes were 
untransformed. We are also aware that species range shifts are but one 
of several strategies amphibian communities can employ in response to 
climatic change: other strategies include behavioural, physiological and 
genetic adaptations.3,4
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In conclusion, we suggest that the results of this study provide important 
baseline information for a region-wide assessment of the predicted 
impacts of climate change on a highly diverse vertebrate community 
of reduced vagility. If we are to reduce the threat of biodiversity loss as 
a result of climate change within the CFR, several factors need to be 
addressed. Firstly, climate change should be included in future protected 
areas planning efforts.72,73 Secondly, efforts aimed at improving the 
connectivity between highland and lowlands as well as the breeding  
(e.g. aquatic) and the non-breeding (e.g. terrestrial) habitats of amphibians 
within the CFR need to be intensified. Thirdly, solutions such as the land 
stewardship programmes entered into with private landowners should 
be accelerated74, considering that most biodiversity is found in privately 
owned land in the CFR75. These solutions are particularly important if 
we consider that amphibians have strong habitat specificity, which is 
largely driven by their generally poor dispersal abilities.76 This specificity 
results in deep phylogenetic structures at relatively small spatial scales15 
which could be an outcome of both climate stability and topography77. 
We advocate that future models should try to incorporate the use of 
different GCMs55 because such consensus models outperform individual 
GCMs in predicting consensus climatic space. We also suggest that, 
if possible, these GCMs should be augmented with mechanistic 
models78 as species are more likely to use different responses available 
(behaviour, physiology and range shifts) when dealing with predicted 
changes in climate.
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This study forms part of a larger project to reconstruct the Mio-Pliocene marine palaeoenvironment along 
South Africa’s west coast. It documents the shark–cetacean trophic interaction during the Zanclean (5 Ma) 
at Duinefontein (Koeberg). The damage described on the fragmentary cetacean bones was compared 
with similar damage observed on fossils from Langebaanweg, a Mio-Pliocene site on the west coast of 
South Africa, and data present in the literature. This comparison showed that the damage was the result of 
shark bites. The state of preservation makes it difficult to determine if the shark bite marks were the cause of 
death or as a result of scavenging. The presence of the bite marks on the bone would, however, indicate some 
degree of skeletonisation. Bite marks on some cranial fragments would suggest that the cetacean’s body 
was in an inverted position typical of a floating carcass. The preservation of the material suggests that the 
bones were exposed to wave action resulting in their fragmentation as well as abrasion, polishing and rolling. 
It also suggests that the cetacean skeletons were exposed for a long time prior to burial. The morphology of 
the bites suggests that the damage was inflicted by sharks with serrated and unserrated teeth. Shark teeth 
collected from the deposit include megalodon (Carcharodon megalodon), white (Carcharodon carcharias) 
as well as mako (Isurus sp. and Cosmopolitodus hastalis) sharks, making these sharks the most likely 
predators/scavengers. 

Introduction
Along the nearly 2000 km of southern African west coast there are few onshore deposits, but where they do occur 
they are rich in palaeontological and archaeological material.1,2 During the 1970s when the foundations for the 
Koeberg Power Station at Duinefontein, located on the farm Duynefontyne 343,4 just inland of the west coast of 
South Africa,5 were being dug, a subsurface locality was uncovered3 (Figure 1a–b). This locality also contained a 
rich marine vertebrate faunal assemblage, for example sharks, cetaceans, seals and fish. Currently there is only 
one study published focusing on the fossil seal from Duinefontein (Koeberg).6

Previous studies show that there was a rich and diverse cetacean and seal fauna along the coast during the 
Mio-Pliocene.7-9 During the current study to identify the cetacean fauna preserved at Koeberg, damage to various 
skeletal fragments was analysed and identified as bites. These bites were different from those identified as 
terrestrial carnivore damage seen at Langebaanweg (e.g. Hendey10,11 and Govender unpublished data). There was 
no direct association between shark teeth collected at Koeberg and the cetacean fossils although they co-occur. 
When compared with the material from Langebaanweg8 and other studies,12-18 the most parsimonious conclusion 
was that the damage was produced by shark bites. This is the second study documenting the interactions between 
sharks and cetaceans along the south-western Cape coast during the Zanclean (early Pliocene, 5 Ma).8 These 
studies will help build our knowledge of the marine mammals on the South African west coast as well as improve 
our understanding of the palaeoenvironment along the west coast during the Mio-Pliocene.19,20 

Materials and methods
Geological and palaeontological setting
The fossils preserved in Duynefontyn member of the Varswater Formation are about 8.5 m below sea level and the 
member is divided into five beds.3-5 The fossils that are part of the present study are preserved in the shark tooth 
bed (Figure 1b) which contains fossil sharks, teleost fish, marine mammals and birds; Rogers21 interpreted this as 
a tsunamite deposit. The fossils provide a Zanclean age (5 Ma) for the deposit4 which is equivalent to the Muishond 
Fontein Pelletal Phosphorite Member of the Varswater Formation at Langebaanweg.5

A barrier spit developed parallel to the coast with each successive regression and absorbed the energy from 
the wave action characteristic of the west coast’s open ocean.3,4 The shark tooth bed was concentrated into a 
placer deposit after the barrier spit was overtopped by storms or spring tides; and the retreating water scoured 
the intertidal flats.3,4 The intertidal mixed flats were drained by a subtidal channel.3 The presence of sub-Antarctic 
seabirds suggests that the marine temperature was colder than present,22 while the presence of entirely pelagic, 
migrating and non-breeding birds indicates that the area was open to the ocean at times.23

Palaeontological material 
The material described here was recovered during excavations of the foundations for the Koeberg Reactor site, 
10–12 m below the surface.3,5 The rich fossil material recovered from the shark tooth bed includes terrestrial 
mammals and reptiles3,4 while the terrestrial pollen is too sparse to identify.3,4 The cetacean fossil material, like 
that described from Langebaanweg,8 is fragmentary; however, unlike Langebaanweg, identification of the Koeberg 
material is difficult; particularly those with bites. 

The cetacean fossils consist of vertebral centra, tympanic bullae, periotics, isolated teeth and cranial fragments. 
A preliminary analysis of the cetacean fossils suggests that there are mysticetes (balaenopterids), odontocetes 
(e.g. sperm whale, porpoises and delphinids) present at Koeberg. These specimens form part of a separate 
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taxonomic study (Govender unpublished data). Fossils from Duinefontein 
(Koeberg) show evidence of having been rolled, some have a polished 
surface and some are abraded (stage 2)24 (Figure 1c–e). Most of the 

damage seen on the bones suggests that the breaks occurred prior to 
burial. The fragmentary nature of the material would also suggest that 
the fossils were transported prior to deposition and after the skeletons 

Figure 1:  (a) Location of Duinefontein (Koeberg). (b) Schematic showing the stratigraphy for Koeberg – Duynefontein Member, Varswater Formation 
(based on Rogers3). (c) Shark teeth (SAMPQMB-D-618G, SAMPQMB-D-618Q) showing evidence of abrasion. (d) Rolled periotic posterior 
process (SAMPQMB-D-65). (e) Tympanic bulla showing a polished surface (SAMPQMB-D-1197). (f) CF1a bite mark on cranial fragment  
(arrow) (SAMPQMB-D-1194).
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had become dissociated.25 The rolled fossils initially came to rest on the 
beach where they were exposed to wave action before deposition.25.

The terminology used follows Cigala-Fulgosi13 and Bianucci et al.18 Their 
experimental analyses of the bite action of extant sharks demonstrated 
four types of damage left by serrated and unserrated teeth. The 
designation of the type of bite follows the modification of Govender and 
Chinsamy8, CF for Cigala-Fulgosi13 and B for Bianucci et al.18 Four types 
of damage were recognised as being caused by the serrated teeth of 
White Sharks (Carcharodon carcharias)13:

•	 CF18, damage was sub-divided into two types (designated CF1a and 
CF1b8)

CF1a is a simple, superficial groove with ‘dotted’ markings left by 
serrations

CF1b is a deeper groove with ridges and grooves caused by 
tooth serrations;

•	 CF28, results in a simple groove with tapered end and no trace 
of serrations;

•	 CF38, damage has numerous sub-parallel ridges and grooves 
corresponding with the tooth’s serrated edge. There is no cut groove.

•	 CF48, damage suggests cutting and/or scraping action with rotating 
movement. This action leaves curvilinear markings caused by the 
rotation of the tooth. 

Unserrated shark teeth also produced four types of damage (using 
Isurus oxyrinchus and Cosmopolitodus hastalis)18:

•	 B18, produced a straight side (labial margin) and a curved side 
(lingual margin).

•	 B28, produced a more or less elongated incision with wide terminal 
extremities.

The depth of these two types depends on the tooth’s position in the tooth 
row and the part of the crown used for the bite action that passes into 
the bone.8

•	 B38, the tooth edge had been dragged perpendicular to the dental 
axis, resulting in no grooves with ridges; however pseudo ridges and 
grooves can be created by damaged or worn teeth.

•	 B48, the tooth had also dragged perpendicular to the dental surface 
in a rippled or waved movement visible as parallel incisions resulting 
from repeated movement across the bone.

Although the tooth morphology of Isurus oxyrinchus and Cosmopolitodus 
hastalis is different, the experimental impressions in ‘plasticine’ showed 
that it was difficult to distinguish between the two tooth forms because 
of only slight variation and the number of variables involved, making it 
difficult to use for identifying particular sharks.18

Results
Description of bites on cetacean fossils
The specimens described are fragmentary and are not associated 
with any of the identifiable mysticete and odontocete specimens. The 
orientation and the depth of the bites vary amongst the specimens. 
The bites on the cetacean fossils were produced by serrated and 
unserrated teeth. 

Cranial fragments
The cranial fragments, which include mandibular fragments, have 
superficial damage to the bone surface. This has resulted in the surface 
chipping off without penetrating the bone (Figure 1f, 2a-c) ( and see Type 1 
in Cigala-Fulgosi13 and CF1a in Govender and Chinsamy8 fig. 2A–B). 
There are instances where the teeth have shallowly penetrated the bone 
surface on the cranial fragment (South African Museum Quaternary 
Palaeontology, Melkbosstrand, Duinefontein (SAMPQMB-D)-1194; 

Figure 1f, arrowed) and the cranial fragment SAMPQMB-D-1341 
(see Figure 2b). 

There are elongated grooves with no serrations and tapered ends 
which represent CF2 bites caused by serrated teeth (Figure 2d–f, 3a–b) 
(and see Type 213 and fig. 3A–D in Govender and Chinsamy8). On 
SAMPQMB-D-1182, the CF2 bite mark follows the ventral surface of 
the mandibular fragment (Figure 2d, arrowed). On SAMPQMB-D-1194, 
the bite intersects the bottom of the CF1a bite (Figure 2e, arrow 1). 
It is possible that the fragment broke off along another CF2 bite 
(SAMPQMB-D-1194, Figure 2e, arrow 2). There is evidence of two 
different shark bites on SAMPQMB-D-1339, one having serrated teeth 
(Figure 2f, arrowed; CF2 bite). On the surface behind the CF1a and ventral 
surface of SAMPQMB-D-1342 above the CF3 bite, there is evidence of 
a very deep CF2 bite with bone having been removed (Figure 3a, arrow 
1, 3b) and another CF2 bite above the B2 bite mark (Figure 3a, arrow 2) 
(and see Type 213 and fig. 3A-D8).

a

c

e

d

f

b

Figure 2:  (a) CF1a bite mark on cranial fragment (SAMPQMB-D-1340). 
(b) Two CF1a bite marks on cranial fragment (SAMPQMB-D-1341) 
(inset close-up of second). (c) CF1a bite mark on a cranial 
fragment (SAMPQMB-D-1342) (arrowed). (d) CF2 bite mark 
on mandible fragment SAMPQMB-D-1182 (arrow). (e) CF2 bite 
marks on cranial fragment (SAMPQMB-D-1194) (arrow 1 and 
2). (f) Two CF2 bite marks on the lateral surface of the cranial 
fragment (SAMPQMB-D-1339) (arrow).

On a mandibular fragment (SAMPQMB-D-1182) a bite mark tapers at 
one end and remains wide on the other (Figure 3c) which could be a 
result of the movement of the shark or the cetacean body (see Bianucci 
et al. fig. 3J, RR6i18). This bite resembles a B1 bite mark (see Type 
218 and B18). There are a number of wide grooves without ridges and 
grooves with wide ends (Figure 3d–f) which resemble B2 bite marks left 
by a shark with unserrated teeth (see Type 218 and fig. 3E–F8). On the 
surface of SAMPQMB-D-1342; a CF1a bite is bisected by a B2 bite mark 
that has damage along groove edges (see Figure 3f). 

There are parallel ridges and grooves on the surface of SAMPQMB-D-1182 
that are not very deep and are faint (see Figure 4a). These types of damage 
are similar to that caused by unserrated shark teeth scraping across the 
bone surface (fig. 3Hb, LR1018 and fig. 4D8). The ridges and grooves could 
be the result of damage to the teeth and consequently it is not clear if this 
is a B3 or B4 bite mark (see Type 3, Type 418 and fig. 4D8). On the ventral 
surface of SAMPQMB-D-1342, there is a group of sub-parallel ridges 
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and grooves (Figure 4b) which resemble a CF3 bite caused by teeth with 
serrated edges (Cigala-Fulgosi13 and Govender and Chinsamy8 fig. 4A-B). 

Vertebra

SAMPQMB-D-71 is an isolated caudal vertebra with taphonomic damage 
to the ventral, lateral and dorsal surfaces on the left side. Ventrally 
on SAMPQMB-D-71, the bone surface has been damaged without 
penetrating the bone. This resembles a CF1a bite mark (Figure 4c) (and 

see Type 1 in Cigala-Fulgosi13 and CF1a in Govender and Chinsamy8 
fig. 2A–B). Along the left lateral side of the anterior articulation, the 
bone surface has been removed with tapered ends which resemble CF2 
caused by serrations on the shark teeth (see Figure 4d) (and see Type 
2 in Cigala-Fulgosi13 and Govender and Chinsamy8). Along the left lateral 
surface close to the posterior articulation is a deep groove that has no 
ridges and grooves and tapers at the ends which resembles CF2 bite 
marks caused by teeth with serrations (see Figure 4d) (and see Type 1 in 
Cigala-Fulgosi13 and CF1a in Govender and Chinsamy8 fig. 2A, B). 

Figure 3:  (a) CF2 bite marks on the lateral surface of cranial fragment (SAMPQMB-D-1342) (arrow 1, arrow 2). (b) CF2 bite mark on ventral surface of 
SAMPQMB-D-1342. (c) B1 bite mark on the lateral surface of a mandibular fragment (SAMPQMB-D-1182). (d) B2 bite mark on the small cranial 
fragment (SAMPQMB-D-1339) (arrow). (e) B2 bite mark on cranial fragment (SAMPQMB-D-1340) (inset close-up of damage). (f) B2 bite mark on 
the lateral surface of cranial fragment (SAMPQMB-D-1342) (inset close-up of damage). 

a b c

d e f

Figure 4:  (a) B3/B4 bite mark caused by unserrated teeth scraping across the mandible fragment (SAMPQMB-D-1182) (inset close-up of damage). (b) 
CF3 bite mark on a cranial fragment (SAMPQMB-D-1342. (c) CF1a bite mark on a caudal vertebra centrum (SAMPQMB-D-71) (inset close-up). 
(d) CF2 bite marks on caudal vertebra centrum (SAMPQMB-D-71) (inset shows close-up of damage). (e) CF1a bite marks on a rib fragment. (f) 
Unusual bite mark caused by serrated teeth forming an upside down ‘V’ (SAMPQMB-D-1184) (inset close-up of damage).

a b c

d e f
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Rib
On SAMPQMB-D-1184, a rib fragment (Figure 4e), there is a shallow 
groove that only slightly damaged the surface of the bone causing some 
of the surface to chip off. This type of bite mark resembles CF1a in 
fig 2A–B8 (and see Type 113). Other CF1a bites have shallowly penetrated 
the bone surface (Figure 4e). There is an unusual trace where two bite 
marks intersected forming an upside down ‘V’ (see Figure 4f).8,13 This 
unusual trace may have been caused either by the shark or the cetacean 
being in motion which resulted in the shark losing its grip on the prey and 
having to bite down a second time. 

Discussion
Great white (Carcharodon carcharias), tiger (Galeocerdo cuvier), Zambezi 
(bull) (Carcharhinus leucas), whale (Rhincodon typus), ragged tooth 
(sandtiger, Carcharias tarsus) and Shortfin Mako (Isurus oxyrinchus) 
sharks, to name a few, currently occur along the South Africa coasts and 
occupy various habitats. Numerous shark teeth have been collected from 
Duinefontein (Koeberg); however, there has been no detailed study of this 
material. Based on informal identifications3-5,21 and a comparison with the 
Langebaanweg collection,26 white shark (Carcharodon carcharias), mako 
shark (Isurus sp. and Cosmopolitodus hastalis), ragged tooth (sandtiger, 
Carcharias tarsus) and megalodon (Carcharodon megalodon) have been 
identified in the sample. There are also teeth that resemble lemon shark 
(Negaprion brevirostris) in the collection (author observations, 2014).

White sharks most likely had a worldwide distribution in the geological 
past12,13,15-18 as they are capable of exploiting a wide range of habitats 
and temperatures.27,28 At present the adults live along the cold west 
coast while the pups and juveniles inhabit the warmer east coast of 
South Africa.27,29,30 Modern white sharks are considered to exclude 
other sharks while feeding,31 however, there are documented cases 
where white sharks and tiger sharks have fed concurrently on a whale 
carcass.32,33 These sharks were all the same size, not exceeding 3.5 m.32 
Mako are highly active, mobile sharks27 that inhabit warm coastal and 
oceanic waters that range in depth from shallow coastal to 500 m.28

Shark diets are highly varied and include teleost fish, marine mammals 
and other sharks.27,28,33-35 Some large sharks obtain most of their 
food by actively hunting small odontocetes and by scavenging large 
mysticetes.27,28,33-35 Off South Africa’s coast there are documented attacks 
on odontocetes.36 Body fluids leaching from large whale carcasses are 
thought to attract sharks from as far as 10 km away.30 Sharks also feed 
on cetacean carcasses at sea and are not always observed as carcasses 
may remain afloat for a number of weeks.25,37 Large whale carcasses 
that have a high fat content remain afloat immediately after death and for 
an extended period,25,37 while some sink and refloat from the build-up of 
gases resulting from decomposition.22 Others may sink into an anaerobic 
environment and remain there.22

The nature of the preservation of the Duinefontein (Koeberg) material 
only allows one to extrapolate a discussion of the shark–cetacean 
interaction from the damage observed. Duinefontein (Koeberg) was open 
to the ocean during the transgression; however, during the regression a 
barrier spit developed along the coast.3,4 The beach at Koeberg would 
have been open to wave action to varying degrees. As a result, whale 
carcasses could have become beached and remained long enough for 
gas to build up and allow the carcass to be refloated or moved during 
high tides or surf backwash.25 Eventually, tensile stress would cause 
the stretched skin ‘bag’ to rupture and scatter skeletal elements already 
separated by decay.25 It is also the most parsimonious reason for there 
being rolled and abraded fossil remains at the site; however, the flooding 
of the intertidal region could also be responsible for this as material was 
moved around by retreating water. 

The cetacean fragments show evidence of superficial scrapes to 
penetrating bites. This variation in the depth of the bite marks is potentially 
as a result of the shark and cetacean both being in motion because 
of the currents and wave activity. There are a few CF28 (see Type 213) 
bite marks. These were probably as a result of a shark propelling itself 
forward to bite and then reversing straight back, a behaviour seen 
particularly in white sharks.38 Only the points of the teeth contact the 

bone surface leaving no evidence of serrations.38 SAMPQMB-D-1182 
is a mandible fragment that has bite marks on the ventral surface. The 
mandible probably became separated from the skull early in the decaying 
process.25 In most instances, the head of the whale is the focus of feeding 
as the carnivores target the tongue.30 The nature of the preservation 
suggests that two possible feeding scenarios could be extrapolated from 
the damage. The first is that the sharks were scavenging on a floating 
inverted whale carcass8 prior to the mandible and skull becoming 
detached from the rest of the skeleton. The second would indicate a 
possible predatory attack on a whale as sharks also approach carcasses 
from below the water.38 Other cranial fragments show bite marks on the 
lateral or medial surfaces. This would lend support to them being part of 
whale carcasses being scavenged rather than actively hunted. None of 
the bites show signs of healing which would suggest that the cetacean 
was most likely scavenged; however, the nature of the preservation does 
not eliminate active hunting as cause of death. 

The rib fragment has bite marks on the lateral surface and an isolated 
caudal vertebra also shows bite marks on the ventral surface giving no 
context to the damage to the vertebra. The damage suggests that there are 
two possible scenarios; that the whale carcass was being scavenged or 
that the whale had been attacked by a shark. The bite marks would suggest 
an attack from the side as sharks do attack from the side and below.35 
The skeleton of cetaceans is protected by blubber and muscle therefore 
the presence of bite marks on the bones suggests that the cetacean body 
was in an advanced state of decomposition and becoming skeletonised, 
allowing the shark to penetrate the tissue and reach the bone.

A comparison with the cetacean fossils from Langebaanweg as well 
as other studies indicates the bite marks identified on the Koeberg 
cetacean fossils typically resemble bites caused by sharks with serrated 
teeth CF1a8 (and see Type 113), CF28 (and see Type 213), CF38 (and see 
Type 313), sharks with unserrated teeth B28 (and see Type 218), B3/B48 
(and see Type 3, Type 418) and some unusual damage.8,13 The damage 
caused by serrated teeth most closely resembles the damage caused 
by white sharks described by Cigala-Fulgosi13 and Govender and 
Chinsamy.8 White sharks are known to roll onto their ventral surfaces 
when feeding,31,36 which can cause the shark’s teeth to slip and scrape 
over the bone only damaging the surface (see CF3 in Figure 4b). 

On SAMPQMB-D-1182 there is damage that suggests the shark with 
unserrated teeth first bit into the bone (B2 bite in Figure 4a) and possibly 
as a result of the movement of the shark and/or prey, the shark lost its 
hold on the prey item causing the tooth/teeth to slip across the surface of 
the bone leaving a scrape with very faint ridges and grooves (Figure 4a). 
The damage from both serrated and unserrated shark teeth documented 
on the fragmentary cetacean remains suggests that more than one shark 
taxon fed on the cetaceans. 

Most of the damage inflicted on the bones from Duinefontein (Koeberg) 
closely resembles that described for white sharks8,13,39 as there are 
no secondary serrations within the grooves like those described by 
Cigala-Fulgosi13 for tiger sharks. Currently, no tiger shark teeth have 
been described from the Koeberg collection although they have been 
described from the contemporaneous site of Saldanha Steel,40 so the 
most parsimonious explanation is that the whales were fed on by white 
sharks indicated by the numerous white shark teeth in the collections, 
although megalodon teeth have also been found. 

There are also some B2 and B3/B48 bite marks on the remains. It is difficult 
to assign these to a specific shark as the damage on the Langebaanweg 
cetaceans caused by sharks with unserrated teeth retains no diagnostic 
information that allows exact species identification.18 Examples of mako 
shark (Isurus sp. and Cosmopolitodus hastalis) are present in the 
collections makes them the most likely sharks to have left the traces 
of unserrated teeth. The unusual bites may be as a result of the shark 
losing traction while biting and having to grab at bone or flesh of the prey 
item a second or third time. The sharks may have also left evidence of 
their feed on partially skeletonised carcasses that eventually came to 
rest on the beach in the area and were later refloated and restranded on 
the beach resulting in the complete disarticulation of the skeleton and 
taphonomic damage. 
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Conclusion
Whale carcasses would have beached along the coast at Duinefontein 
(Koeberg) and refloated a number of times resulting in the breaking up 
of the carcasses. The wave action also resulted in some material being 
fragmented into small pieces, rolled, abraded and polished. Bites on a 
mandibular, cranial and rib fragments as well as an isolated vertebra 
preserve evidence of shark–cetacean interaction. The presence of 
the bite marks on the ventral surface of the mandibular fragment and 
lateral surfaces of the cranial fragments would strongly suggest that the 
cetaceans were in an inverted position when these bite marks were made, 
supporting scavenging action on floating carcasses. The fragmentary 
nature of the fossils, however, does not preclude the possibility of the 
bites being the cause of death. A comparison of the damage on the 
Koeberg fossil cetacean remains with other studies8,12-18,39,41 suggested 
that the damage caused by serrated teeth was produced by white sharks. 
The grooves that do not have ridges and grooves have tapered ends and 
the superficial damage is similar to that described for white sharks.8,13 
There are no secondary serrations in the grooves as produced by tiger 
sharks.13 Other bite marks were caused by sharks with unserrated teeth; 
however, definitive identification is difficult. The shark most likely to have 
caused the bite marks is the mako as a number of teeth are found in the 
collection. This second study8 shows more evidence of shark–cetacean 
trophic interaction in the geological past.
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A micro-histological analysis of composite faecal samples was used to determine the food plants consumed 
by the aoudad Ammotragus lervia (Barbary sheep) in the mountains of Bou Hedma National Park, as well as 
to study food preferences and seasonal variation of the diet of this ungulate. A total of 19 plant species was 
identified in the faecal samples: 8 grasses, 6 browse types and 5 forbs. The annual diet of this ungulate is 
composed of approximately 67% grasses, 17% browse and 16% forbs. Two grass species, Stipa parviflora 
and Stipa tenacissima, comprised 97% of grasses consumed and 63% of the annual diet, and were eaten 
in the year with considerably greater frequency than any other plant species. The diet of the aoudad at Bou 
Hedma National Park showed a seasonal variation. For example, grasses were consumed the entire year with 
a preference in spring (72.57%) and summer (78.31%), but their occurrence in the diet dropped in winter 
(38.7%). Browse was eaten preferentially in autumn (21.86%) and forbs were utilised most during winter 
(43.22%) and least during summer (7.53%). Our results show the plasticity of the Tunisian aoudad’s diet and 

identify it predominantly as a grazer.

Introduction
The Barbary sheep or aoudad (Ammotragus lervia) is a bovid within the Tribe Caprini (sheep and goats) and is endemic 
to North Africa.1 It may be found in any rugged terrain or mountain chain throughout the northern part of the continent.2-6 
Its distribution within the Sahara region extends ‘south about 14° near the Niger and through N. Tchad and Sudan to the 
Red Sea’.6,7 The aoudad has become rare and has been locally extirpated from its original range as a result of human 
encroachment, overgrazing and constant hunting.8,9 

In Tunisia, the aoudad is the only representative of wild caprinids and it is considered the flagship species of 
Tunisian wildlife. According to the Red List of Threatened Species of the International Union for Conservation of 
Nature (IUCN), the aoudad is classified as a globally ‘vulnerable’ species.6 It has disappeared from most of its 
original environment and was considered by Schomber and Kock to be on the verge of extinction in Tunisia as a 
result of overhunting and a reduction in its habitat. This species is considered in Tunisia by the National Register 
of Wild Species as ‘critically endangered’. Indeed, the Barbary sheep is exposed to threats that may cause its 
extinction in the wilderness such as overhunting for its meat and overgrazing of its habitat by livestock.11 The 
National Park of Bou Hedma is one of the country’s biotopes that has succeeded in rehabilitating a very small 
number of aoudad. In a report of the General Directorate of Forests,12 the population density of the aoudad in the 
park was estimated at about 50 individuals.

In its native habitat in northern Africa, the aoudad is largely unknown apart from the little research done regarding 
its distribution.3,4,9,11 The social organisation of the aoudad population of Chambi in Tunisia was recently studied by 
Ben Mimoun et al.13 The study of diet is a necessary step in understanding the eco-biology of herbivorous animals. 
Indeed, besides its applicability in quantifying the food ingested by animals, it can also contribute to effective 
management and conservation of endangered herbivores such as the aoudad. No sophisticated food habit studies 
have been made on this species in North Africa, but general references note that both browse and herbaceous 
vegetation are eaten.14,15 In Tunisia, the diet of this endangered North African wild caprid has never been studied. 

Our objective was to study the feeding behaviour of the aoudad occupying the mountains of the Bou Hedma 
National Park in central Tunisia. The knowledge of the trophic regime of this ungulate is an opportunity to increase 
our understanding of the feeding behaviour and the requirements of this species.

Material and methods
Study area
The feeding behaviour of the aoudad in Tunisia was determined for a wild population of this species occupying the 
mountain steppe of Bou Hedma National Park (16 448 ha) of Sidi Bouzid in the centre of the country (Figure 1). The 
habitat of the National Park is represented by the Djebel of Bou Hedma, culminating at 790 m, and is characterised 
by vegetation including Lygeum spartum, Stipa tenacissima, Stipa parviflora, Artemisia herba alba, Pistacia 
lentiscus, Retama raetam and Acacia tortillis. This habitat is located in a bio-climate of lower semi-arid to lower 
arid, with an annual average rainfall of about 150 mm.3

Sample collection and analysis
Monthly collections of fresh faecal pellets of the aoudad were made between March 2009 and February 2010 at 
Bou Hedma National Park. Samples were collected in an opportunistic manner throughout the mountain of the park. 
A total of 180 piles of droppings was collected, with an average of 15 piles of droppings per month. Within each 
pile, an average of five fresh droppings was randomly collected. Droppings were harvested and preserved in 95% 
ethanol in screw-top jars labelled with the month and locality of collection. For each month, a composite sample 
was prepared by combining the five fresh faeces from the 15 piles.16,17
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Composite sample analysis was performed in the Animal Ecology 
Laboratory at The Arid Land Institute, Medenine Tunisia as described 
in Simpson et al.18 This method was also applied by Wagner et al.17 for 
bighorn sheep (Ovis canadensis) in North America. A reference atlas 
of the epidermis of the harvested plants in the habitat of the aoudad 
was prepared by applying the experimental protocol followed by Sparks 
et al.19 Reference material and faecal samples were prepared for analysis 
following the micro-histological slide preparation technique described by 
Free et al.20 Examination and identification procedures followed Sparks 
et al.19 As indicated by Williams21 and Storr22, no staining was performed 
for microscopic observation. Four slides were prepared for each 
composite sample. About 275 epidermal fragments were recognised for 
each composite sample by systematic scanning of the blades.23 

Figure 1:  Location of Bou Hedma National Park within Tunisia.

The results of the diet analysis are expressed in average frequencies 
(AF%) of plant fragments in each composite sample of droppings in 
accordance with the work of Simpson et al.18 Seasonal and annual 
average frequency of each plant were calculated using the formula:

AF% = (ni / Ni) X 100 Equation 1

where ni is the total number of fragments of the species (i) identified and 
Ni is the total number of fragments counted.

The average frequencies (AF%) provide a good estimate of the diet by 
indicating the range of plant species collected by the animal from its 
habitat and they also show food use within the year. Species with an 
AF<1.0 were not a major part of the annual diet and were classified 
as trace foods.18 Non-parametric Kruskal–Wallis tests24 were applied to 
compare average frequencies of the different forage classes and plant 
species consumed by the aoudad; p<0.05 was considered significant. 

Results
Average diet composition
The food spectrum of wild aoudad in Bou Hedma National Park 
comprised 19 plant species. The average annual diet of the aoudad 
sampled in this study was found to consist of 67.12% grasses, 16.70% 
browse and 15.81% forbs (Table 1). Unidentified species represented 
only 2.36% of the diet. 

The principal forage plants identified in the diet of aoudad in 
Bou Hedma National Park throughout the year were two grass species 
(Stipa parviflora and Stipa tenacissima) four browse species (Periploca 
leavigata, Juniperus phoenicea, Pistacia lentiscus and Retama raetam) 
and two forbs (Helianthemum kahiricum and Globularia alypum) (Table 1).

Seasonal diet variation 
The diet of the aoudad at Bou Hedma National Park shows a seasonal 
variation. The spring food spectrum is the largest with 14 plant species 
in comparison to 13 in autumn, 12 in winter and only 9 species in 
summer (Table 1).

There was no significant difference in the consumption of each forage 
class among the four seasons for grasses (K=1.44; df=3; p>0.05), 
for browse (K=2.43; df=3; p>0.05) and for forbs (K=3.16; df=3; 
p>0.05). However, interaction between the effects of season and forage 
class was identified (K=6.57; df=2; p=0.037). Indeed, the aoudad 
shows a higher use of grasses during the spring (72.57%), summer 
(78.31%) and autumn (58%), than in winter when the diet is concentrated 
on forbs (43.22%). Furthermore, a net increase in the consumption of 
browse was observed in autumn (21.86%) (Table 1).

Considering each forage class separately, the Kruskal–Wallis test 
indicated a significant difference in the consumption of grass species 
by the aoudad in spring (K=23.59; df=7; p=0.002), summer 
(K=22.86; df=7; p=0.002), autumn (K=22.69; df=7; p=0.002) and 
winter (K=21.26; df=7; p=0.003). In fact, eight species of grasses 
were consumed in the National Park, but only three species – Stipa 
tenacissima, Stipa parviflora and Ampelodesma mauritanica – had an 
AF of >1.0 in the annual diet. The genus of Stipa alone represents 97% 
of grasses consumed and 63.22% of the annual diet of animals, and was 
eaten throughout the year with considerably greater frequency than that 
of any other species (Table 1).

No significant seasonal variation was observed in the consumption of 
browse species (K=10.82; df=5; p>0.05), but during each season the 
aoudad showed a preference for only a few species: in spring (K=14.07; 
df=5; p=0.015), summer (K=15.54; df=5; p=0.008), autumn 
(K=12.73; df=5; p=0.026) and winter (K=13.87; df=5; p=0.016). Six 
browse species were eaten by the aoudad in Bou Hedma National Park: a 
single tree species (Olea europea) and five shrubs (Periploca laevigata, 
Juniperus phoenicea, Pistacia lentiscus, Retama raetam and Salsola 
longifolia). Among this forage class, only two species – Periploca 
laevigata and Juniperus phoenicea – were eaten by the aoudad during 
the year with significant relative frequency. The main browse species 
used by the aoudad was Periploca leavigata which occurred the most in 
the samples of droppings analysed in spring (7.37%) (Table 1). 

No significant seasonal variation was observed in the consumption 
of forbs (K=9.36; df=4; p>0.05) (Table 1). A clear seasonal 
preference for certain species of forbs was shown: spring (K=11.22; 
df=4; p=0.024); summer (K=11.12; df=4; p=0.025); autumn 
(K=11.88; df=4; p=0.018); and winter (K=11.44; df=4; p=0.022). 
Indeed, five forb species were identified in the diet of the aoudad in 
the Bou Hedma National Park but only two species, Helianthemum 
kahiricum and Globularia alypum, appeared during all seasons with 
significant relative frequencies compared to the rest of the plants in 
this forage class. Helianthemum kahiricum of the Cistaceae family 
was consumed the most throughout the year, except in summer. The 
consumption of the second species, Globularia alypum, increased 
markedly in winter (14.57%) (Table 1).
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Discussion
We have shown that the aoudad in Tunisia consumes different types 
of plants including grasses, forbs, browse, trees and shrubs. These 
results reveal that the aoudad is a generalist herbivore with a very flexible 
diet.25-27 The number of plants used by the aoudad in Bou Hedma is 
very small (19 plant species) compared to that of Barbary sheep that 
have been introduced elsewhere. In the Canary Islands, 41 taxa were 
identified28 and in the Guadalupe Mountains of New Mexico, the annual 
diet of this ungulate includes 74 plant species.18 However, the limited 
number of plants constituting the diet of the aoudad at Bou Hedma is 
more comparable with results obtained in Morocco29 and in Palo Duro 
Canyon, Texas, in which a total of 25 food plants was identified.30 

This variation in the number of plants used by the aoudad between these 
regions can be related to differences in the specific richness of vegetation 
available. The scarcity of plant species constituting the diet of the 
Tunisian aoudad could potentially be associated with plant identification 
problems from faecal samples and the apparent ease of digestibility of 
tender grass and succulent forbs.31 In Bou Hedma National Park, the 
aoudad shows a clear preference for grasses (67% of the annual diet), 
followed by browse (17%) and forbs (16%), which allows this ungulate 
to be identified as a grazer.31 This preference for grasses can be explained 
by the abundance of these plants in the mountain steppe of Bou Hedma 
National Park.32 Our results concur with those obtained for this ungulate 

in the Edwards Plateau region of Texas where the annual diet consisted 
of 61% grasses, 21% browse and 18% forbs31, and in California where 
grass classes represented 97% of the annual diet.33 Furthermore, a 
relatively high level of grasses (42%) in the diet of aoudads was observed 
by Ogren34 in the Canadian River Gorge of northeastern New Mexico. The 
low frequency of forbs in the diet of the aoudad at Bou Hedma National 
Park may be the result of the high pressure of overgrazing by domestic 
animals as demonstrated by Ogren34 in the Canadian River Gorge and by 
Simpson et al.27 in Palo Duro Canyon. Indeed, Ramsey et al.35 found that 
in pastures with low forbs availability, the aoudad preferred grasses to 
browse, which led the authors to surmise that this forage class was the 
alternative food source in overgrazed areas. 

Nevertheless, our results differ from those obtained in Palo Duro Canyon, 
where the annual diet of the aoudad is composed of 70% browse, 20% 
forbs and only 10% grasses,30 and in the Guadalupe Mountains where 
the aoudad consumes 42% browse, 38% forbs and only 20% grasses.18 
According to another study conducted in Texas,27 woody browse is 
the most important forage class in spring (53%), summer (68%) and 
autumn (48%), while browse (42%) and grasses (43%) are equally 
important during winter. Also, in the Eastern High Atlas National Park in 
Morocco, browse was found to be the major dietary component during 
winter (52.7%) and autumn (56.6%). Grasses and forbs represented 
27.4% and 19.9% of the diet, respectively, in autumn and 21.0% and 
23.4% of the diet, respectively, in winter.29 As has been demonstrated in 

Table 1:  Average frequencies (AF%) of different forage species consumed by aoudad in the mountains of Bou Hedma National Park (2009–2010) 

Forage species Annual AF% Spring AF% Summer AF% Autumn AF% Winter AF%

Stipa parviflora 47.5 (1568) 45.6 (507) 63.26 (353) 48.88 (700) 4 (8)

Stipa tenacissima 15.72 (519) 23.65 (263) 15.05 (84) 7.75 (111) 30.65 (61)

Ampelodesma mauritanica 1.12 (37) 2.7 (30) 0 0.48 (7) 0

Allium rosum 0.39 (13) 0 0 0.77 (11) 1(2)

Panicum turgidum 0.18 (6) 0 0 0 3 (6)

Hyparhenia hirta 0.12 (4) 0.36 (4) 0 0 0

Urginea maritima 0.06 (2) 0.18 (2) 0 0 0

Asphodelus teniufolius 0.03 (1) 0.08 (1) 0 0 0

% Grasses 65.13 72.57 78.31 58 38.70

Periploca laevigata 5.93 (196) 7.37 (82) 5.2 (29) 5.16 (74) 5.53 (11)

Juniperus phoenicea 4.27 (141) 2.52 (28) 4.84 (27) 5.86 (84) 1 (2)

Pistacia lentiscus 3.36 (111) 0.45 (5) 0 7.40 (106) 0

Retama raetam 2.36 (78) 3.15 (35) 1.43 (8) 2.44 (35) 0

Salsola longifolia 0.48 (16) 0 0 0.63 (9) 3.5 (7)

Olea europea 0.27 (9) 0.18 (2) 0 0.35 (5) 1 (2)

% Browse 16.70 13.67 11.47 21.86 11.05

Helianthemum kahiricum 8.93 (295) 6.3 (70) 0.9 (5) 13.55 (194) 13.06 (26)

Globularia alypum 4.27 (141) 4.68 (52) 2.15 (12) 3.35 (48) 14.57 (29)

Helianthemum semiglabrum 1.39 (46) 0 3.94 (22) 0 12.06 (24)

Teucrium pollium 1.12 (37) 1.26 (14) 0 1.11 (16) 3.52 (37)

Anabasis europodium 0.09 (3) 0 0.54 (3) 0 0

% Forbs 15.81 12.23 7.53 18.02 43.22

 The total numbers (ni) of fragments of the species (i) identified are shown in parentheses.

Research Article Food habits of the aoudad Ammotragus lervia
Page 3 of 5

http://www.sajs.co.za


188South African Journal of Science  
http://www.sajs.co.za

Volume 111 | Number 11/12 
November/December 2015

the Guadalupe Mountains by Simpson et al.18, the class of grass in our 
study has a fairly high rate of consumption in summer and spring, and is 
at its lowest in winter. Evans36 also recorded low winter use of grasses 
in Palo Duro Canyon. 

The high consumption of grass species during the breeding season, 
which tends to be focused in spring,25 can be explained by the fact that 
these plants reach a peak level of their protein content and digestibility 
during this period of the year.17 Moreover, the Tunisian aoudad tend to 
prefer open land13 with abundant grass species in the breeding season. 
The importance of the consumption of grasses with high nutritional 
value32 in summer can be justified by the increased requirements of the 
animals during this season, which is characterised by peak lamb drop 
and lactation.17 In our study, Stipa parviflora and Stipa tenacissima were 
the only major grass species consumed in all seasons with the highest 
consumption in spring and summer and the lowest in winter. 

The genus Stipa was also among the grasses preferred by the aoudad 
in Largo Canyon, New Mexico37 and was observed in the diet of this 
ungulate in Morocco in northern Africa.29 The great affinity to this grass 
plant is explained by its high pastoral value.32The increased consumption 
of browse in the autumn can be explained by the reduced availability of 
herbaceous plants during this season and highlights the plasticity of the 
diet of this ungulate. Our study showed that the highest use of forbs was 
in winter and the lowest use was during summer, mirroring the results 
obtained by Simpson et al.18 in the Guadalupe Mountains, New Mexico. 

This observation can be explained by the decrease in the availability of 
herbaceous plants in summer because of the effects of heat, drought 
and overgrazing by domestic animals in the mountains of Bou Hedma.32 
The variation in the availability of plant resources in Bou Hedma National 
Park influenced the aoudad’s choice of forage class, as was also 
demonstrated for this ungulate in the Edwards Plateau of Texas.33 
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The control of malaria vector mosquitoes in South Africa’s affected provinces is primarily based on indoor 
spraying of long-lasting residual insecticides. The primary vectors in South Africa are Anopheles arabiensis 
and An. funestus. South Africa’s National Malaria Control Programme has adopted a malaria elimination 
agenda and has scaled up vector control activities accordingly. However, despite these plans, local trans-
mission continues and is most likely because of outdoor feeding by populations of An. arabiensis. An outdoor 
Anopheles surveillance system has been set up in three sections of the Mamfene district in northern KwaZulu-
Natal in order to assess the extent of outdoor resting An. arabiensis in Mamfene and to assess the current 
insecticide susceptibility status of this population. According to WHO criteria, the An. arabiensis samples 
tested showed evidence of resistance to deltamethrin (pyrethroid), DDT (organochlorine) and bendiocarb 
(carbamate), and full susceptibility to the organophosphates pirimiphos-methyl and fenitrothion. Pre-exposure 
to piperonyl butoxide completely nullified the deltamethrin resistance otherwise evident in these samples, 
supporting previous studies implicating monooxygenase-based detoxification as the primary mechanism 
of pyrethroid resistance. The data presented here affirm the presence of pyrethroid and DDT resistance 
previously detected in this population and also indicate the comparatively recent emergence of resistance 
to the carbamate insecticide bendiocarb. These data show that special attention and commitment needs to 
be given to the principles of insecticide resistance management as well as to investigations into alternative 
control techniques designed to target outdoor-resting An. arabiensis in northern KwaZulu-Natal.

Introduction
The control of malaria vector mosquitoes in South Africa’s affected provinces is primarily based on indoor spraying 
of long-lasting residual insecticides.1 The indoor residual spraying (IRS) method has been the mainstay of malaria 
vector control in South Africa since the late 1940s and has remained effective owing to carefully co-ordinated IRS 
programmes in South Africa’s Limpopo, Mpumalanga and KwaZulu-Natal Provinces.2

Only Anopheles mosquitoes can transmit human malaria parasites and the primary vectors in South Africa are 
Anopheles arabiensis and An. funestus.1 Of these, An. funestus is almost entirely anthropophilic (human biting), 
endophagic (indoor feeding) and endophilic (indoor resting).3 These characteristics make this species especially 
susceptible to control by IRS, assuming that the insecticide employed for this purpose is effective against the 
target An. funestus population. Control by IRS means that the mosquitoes must retain complete or near complete 
susceptibility to the insecticide class being used, which can only be ascertained by regular monitoring and 
surveillance. The malaria epidemic experienced in South Africa during the period 1996–2000 was largely the result 
of the development of resistance to pyrethroid insecticides in populations of this species in northern KwaZulu-
Natal and Mpumalanga which led to vector control failure.1,2 Control was re-established using a mosaic resistance 
management system which was later drafted into a World Health Organization (WHO) document –- the Global Plan 
for Insecticide Resistance Management (GPIRM).4 South Africa currently subscribes to the principles outlined in 
GPIRM as part of its malaria elimination agenda.5 However, despite these plans and the scaling up of vector control 
activities in South Africa, local transmission continues, most likely because of outdoor transmission by populations 
of An. arabiensis. Unlike An. funestus, An. arabiensis has evolved substantial behavioural plasticity and will feed 
and rest indoors and outdoors, and will feed on humans as well as livestock, especially bovines.3 Anopheles 
arabiensis is therefore substantially less susceptible to control by IRS. 

Recently, a project was launched to assess the feasibility of the sterile insect technique for malaria vector control 
in South Africa, with special emphasis on controlling outdoor transmission by An. arabiensis.6 As part of the 
baseline survey linked to this project, an outdoor Anopheles surveillance system has been set up in three sections 
of the Mamfene district in northern KwaZulu-Natal. This surveillance system has enabled recent assessments of 
insecticide resistance in outdoor-resting An. arabiensis in Mamfene as a follow-up to the discovery of pyrethroid 
resistance in this region in 2005.7

Methods
In order to assess the current insecticide susceptibility status of outdoor resting An. arabiensis in Mamfene, adult 
Anopheles mosquitoes were collected from outdoor-placed ceramic pots8 and modified plastic buckets deployed in 
20 households in Mamfene Sections 2, 8 and 9 during March and April 2015. These collections were transported live 
to the Botha De Meillon insectary facility at the National Institute for Communicable Diseases (NICD) in Johannesburg. 
Blood-fed female specimens were individually placed in egg-laying vials so that eggs could be harvested and 
reared by family. All wild-caught female individuals, including those that produced eggs, were identified to 
species group using morphological keys9,10 and to species by standard PCR11. A total of 35 families identified as 
An. arabiensis was pooled and the F1 progeny were reared to adults under standard insectary conditions of 25 °C 
and 80% relative humidity.12 
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Samples of 2–5-day-old female adult F1 progeny were assessed for 
their susceptibility to diagnostic concentrations of a range of insecticides 
according to the standard WHO bioassay method.13 Controls included 
samples of 2–4-day-old F1 male adults exposed to untreated papers. 
In addition, a subset of samples was used to assess the effect of pre-
exposure to the insecticide synergist piperonyl butoxide (PBO) on the 
expression of pyrethroid resistance according to a method previously 
described by Brooke et al.14 

Results and discussion
According to WHO criteria,13 the F1 An. arabiensis samples tested 
showed evidence of resistance to deltamethrin (pyrethroid), DDT (organo -
chlorine) and bendiocarb (carbamate), and full susceptibility to the 
organo phosphates pirimiphos-methyl and fenitrothion (Table 1). Pre-
exposure to PBO completely nullified the deltamethrin resistance otherwise 
evident in these samples (paired sample t-test: d.f. = 1, t = 15.65, 
p= 0.04) (Table 2). 

The first assessments of resistance in An. arabiensis at Mamfene were 
conducted in 1996 and no resistance phenotypes were recorded.15 However, 
subsequent samples collected in 2002 indicated the emergence of 
resistance to DDT16 which was again recorded in 2005 together with the 
first indication of pyrethroid resistance7. The 2015 data presented here 
affirm the presence of pyrethroid and DDT resistance in this population, 
albeit at a low frequency, and also indicate the comparatively recent 
emergence of resistance to the carbamate insecticide bendiocarb. The 
PBO exposure data support previous analyses implicating monooxygenase-
mediated detoxification as the primary mode of pyrethroid resistance in 
An. arabiensis at Mamfene,7,17,18 because PBO enhances insecticide 
toxicity by providing an alternative substrate for monooxygenases. PBO 
pre-exposure assays can therefore be used to elucidate monooxygenase-
based resistance mechanisms.

Conclusion
South Africa’s 1996 to 2000 malaria epidemic illustrates the effect 
that a single insecticide resistance phenotype (pyrethroid resistance in 
An. funestus) can have on an IRS-based vector control programme.2,19,20 
The occurrence of multiple vector species carrying multiple resistance 
mecha nisms coupled to ongoing outdoor transmission in northern 
KwaZulu-Natal means that special attention and commitment needs to be 
given to the principles of insecticide resistance management as outlined 
in the GPIRM document4 as well as to investigations into alternative control 
techniques designed to target outdoor-resting An. arabiensis. 
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Table 1: Mean percentage mortalities recorded for samples of 2–5-day-old F1 Anopheles arabiensis female adults following exposure to listed insecticides by 
class. Mortalities were recorded 24 h post exposure. The number of replicates, sample size (n) and standard error (s.e.) are given for each insecticide 
treatment. Samples by treatment are categorised as resistant (R) or susceptible (S) according to standard criteria.13 The control was exposure of 
2–4-day-old F1 Anopheles arabiensis male adults to untreated papers.

Insecticide 
(concentration)

Insecticide class
Number of 
replicates

n Mean % mortality s.e.
Resistance or 
susceptibility

Deltamethrin (0.05%) Pyrethroid 8 191 87.21 4.63 R

DDT (4%) Organochlorine 7 140 83.85 7.32 R

Bendiocarb (0.1%) Carbamate 7 145 94.1 2.8 R

Pirimiphos-methyl (0.25%) Organophosphate 2 45 100 – S

Fenitrothion (1%) Organophosphate 2 44 100 – S

Control – 10 234 2.74 1.6 –

All exposures were of 1 h duration except for fenitrothion for which there was a 2-h exposure

Table 2: Mean percentage mortalities recorded for samples of 2–6-day-old F1 Anopheles arabiensis male adults (M) or female adults (F) following exposure 
to either deltamethrin (0.05%), piperonyl butoxide (PBO) (4%), deltamethrin + PBO or untreated control papers. Mortalities were recorded 24 h post 
exposure. The number of replicates, sample size (n) and standard error (s.e.) are given for each treatment. Mortalities following exposure to PBO 
and control papers were negligible. There is a significant difference in mean mortality between the deltamethrin and deltamethrin + PBO treatments 
24 h post exposure (paired sample t-test: d.f.=1, t=15.65, p=0.04). 

Treatment Sex Number of replicates n Mean % mortality s.e.

Deltamethrin F 2 47 78.64 1.37

PBO M 2 46 6.44 1.89

Deltamethrin + PBO F 2 49 100 –

Control M 4 90 5.49 3.35

Research Letter Insecticide resistance in the malaria vector Anopheles arabiensis
Page 2 of 3

http://www.sajs.co.za


192South African Journal of Science  
http://www.sajs.co.za

Volume 111 | Number 11/12 
November/December 2015

References
1. Brooke B, Koekemoer L, Kruger P, Urbach J, Misiani E, Coetzee M. Malaria 

vector control in South Africa. S Afr Med J. 2013;103(10 Suppl 2):784–788. 
http://dx.doi.org/10.7196/samj.7447 

2. Coetzee M, Kruger P, Hunt RH, Durrheim DN, Urbach J, Hansford CF. Malaria 
in South Africa: 110 years of learning to control the disease. S Afr Med J. 
2013;103(10 Suppl 2):770–778. http://dx.doi.org/10.7196/samj.7446 

3. Sinka ME, Bangs MJ, Manguin S, Coetzee M, Mbogo CM, Hemingway J, et al. 
The dominant Anopheles vectors of human malaria in Africa, Europe and the 
Middle East: Occurrence data, distribution maps and bionomic précis. Parasit 
Vectors. 2010;3:117. http://dx.doi.org/10.1186/1756-3305-3-117 

4. World Health Organization (WHO). Global Plan for insecticide resistance 
management. Geneva: WHO; 2012. Available from: http://www.who.int/malaria/
vector_control/ivm/gpirm/en/

5. Maharaj R, Morris N, Seocharan I, Kruger P, Moonasar D, Mabuza A, et al. The 
feasibility of malaria elimination in South Africa. Malar J. 2012;11:423. http://
dx.doi.org/10.1186/1475-2875-11-423 

6. Munhenga G, Brooke BD, Chirwa TF, Hunt RH, Coetzee M, Koekemoer LL. 
Evaluating the potential of the sterile insect technique for malaria control: 
Relative fitness and mating compatibility between laboratory colonized and a wild 
population of Anopheles arabiensis from the Kruger National Park, South Africa. 
Parasit Vectors. 2011;4:208. http://dx.doi.org/10.1186/1756-3305-4-208 

7. Mouatcho JC, Munhenga G, Hargreaves K, Brooke BD, Coetzee M, Koekemoer LL. 
Pyrethroid resistance in a major African malaria vector Anopheles arabiensis from 
Mamfene, northern Kwazulu-Natal, South Africa. S Afr J Sci. 2009;105:127–131. 

8. Brooke B, Hargreaves K, Spillings B, Raswiswi E, Koekemoer L, Coetzee M. Novel 
malaria control: Can traditional clay pots be used to deliver entomopathogenic 
fungi to malaria vectors in northern Kwazulu-Natal? Communicable Diseases 
Surveillance Bulletin. 2012;10:13–15. 

9. Gillies MT, De Meillon B. The Anophelinae of Africa south of the Sahara. 
Johannesburg: South African Institute for Medical Research; 1968.

10. Gillies MT, Coetzee M. A supplement to the Anophelinae of Africa south of the 
Sahara. Johannesburg: South African Institute for Medical Research; 1987.

11. Scott JA, Brogdon WG, Collins FH. Identification of single specimens of the 
Anopheles gambiae complex by the polymerase chain reaction. Am J Trop 
Med Hyg.1993;49:520–529.

12. Hunt RH, Brooke BD, Pillay C, Koekemoer LL, Coetzee M. Laboratory selection 
for and characteristics of pyrethroid resistance in the malaria vector Anopheles 
funestus. Med Vet Entomol. 2005;19:271–275. http://dx.doi.org/10.1111/
j.1365-2915.2005.00574.x 

13. World Health Organization (WHO). Test procedures for insecticide resistance 
monitoring in malaria vector mosquitoes. Geneva: WHO; 2013. http://www.
who.int/malaria/publications/atoz/9789241505154/en/ 

14. Brooke BD, Kloke G, Hunt RH, Temu EA, Koekemoer LL, Taylor ME, et al. 
Bioassay and biochemical analyses of insecticide resistance in southern 
African Anopheles funestus. Bull Ent Res. 2001;91:265–272. http://dx.doi.
org/10.1079/BER2001108 

15. Gericke A, Govere JM, Durrheim DN. Insecticide susceptibility in the South 
African malaria mosquito Anopheles arabiensis. S Afr J Sci. 2002;98:205–208.

16. Hargreaves K, Hunt RH, Brooke BD, Mthembu J, Weeto MM, Awolola TS, et 
al. Anopheles arabiensis and An. quadriannulatus resistance to DDT in South 
Africa. Med Vet Entomol. 2003;17:417–422. http://dx.doi.org/10.1111/j.1365-
2915.2003.00460.x 

17. Munhenga G, Koekemoer LL. Differential expression of P450 genes in Anopheles 
arabiensis following permethrin selection. Afr J Biotechnol. 2011;10:12711–
12716.

18. Nardini L, Christian RN, Coetzer N, Ranson H, Coetzee M, Koekemoer LL. 
Detoxification enzymes associated with insecticide resistance in laboratory 
strains of Anopheles arabiensis of different geographic origin. Parasit Vectors. 
2012;5:113. http://dx.doi.org/10.1186/1756-3305-5-113 

19. Maharaj R, Mthembu DJ, Sharp BL. Impact of DDT re-introduction on malaria 
transmission in KwaZulu-Natal. S Afr Med J. 2005;95:871–874.

20. Maharaj R, Raman J, Morris N, Moonasar D, Durrheim DN, Seocharan I, et al. 
Epidemiology of malaria in South Africa: From control to elimination. S Afr Med 
J. 2013;103(10 Suppl 2):779–783. http://dx.doi.org/10.7196/samj.7441 

Research Letter Insecticide resistance in the malaria vector Anopheles arabiensis
Page 3 of 3

http://www.sajs.co.za
http://dx.doi.org/10.7196/samj.7447
http://dx.doi.org/10.7196/samj.7446
http://dx.doi.org/10.1186/1756-3305-3-117
http://dx.doi.org/10.1186/1475-2875-11-423
http://dx.doi.org/10.1186/1475-2875-11-423
http://dx.doi.org/10.1186/1756-3305-4-208
http://dx.doi.org/10.1111/j.1365-2915.2005.00574.x
http://dx.doi.org/10.1111/j.1365-2915.2005.00574.x
http://www.who.int/malaria/publications/atoz/9789241505154/en/
http://www.who.int/malaria/publications/atoz/9789241505154/en/
http://dx.doi.org/10.1079/BER2001108
http://dx.doi.org/10.1079/BER2001108
http://dx.doi.org/10.1111/j.1365-2915.2003.00460.x
http://dx.doi.org/10.1111/j.1365-2915.2003.00460.x
http://dx.doi.org/10.1186/1756-3305-5-113
http://www.ncbi.nlm.nih.gov/pubmed/24079633
http://dx.doi.org/10.7196/samj.7441


W
W

W
.A

SS
AF

.O
RG

.Z
A

T 
+

27
 1

2 
34

9 
66

00
/2

1/
22

 |
 F

 +
27

 8
6 

57
6 

95
14

AP
PL

YI
NG

 S
CI

EN
TI

FI
C 

TH
IN

KI
NG

 IN
 T

HE
 S

ER
VI

CE
 O

F 
SO

CI
ET

Y

O
ur

 v
is

io
n 

is
 t

o 
be

 t
he

 a
pe

x 
or

ga
ni

sa
tio

n 
fo

r 
sc

ie
nc

e 
an

d 
sc

ho
la

rs
hi

p 
in

 S
ou

th
 

Af
ric

a,
 in

te
rn

at
io

na
lly

 r
es

pe
ct

ed
 a

nd
 c

on
ne

ct
ed

, i
ts

 m
em

be
rs

hi
p 

si
m

ul
ta

ne
ou

sl
y 

th
e 

as
pi

ra
tio

n 
of

 th
e 

co
un

try
’s

 m
os

t a
ct

iv
e 

sc
ho

la
rs

 in
 a

ll 
fie

ld
s 

of
 s

ci
en

tif
ic

 e
nq

ui
ry

, a
nd

 

th
e 

co
lle

ct
iv

e 
re

so
ur

ce
 fo

r t
he

 p
ro

fe
ss

io
na

lly
 m

an
ag

ed
 g

en
er

at
io

n 
of

 e
vi

de
nc

e-
ba

se
d 

so
lu

tio
ns

 to
 n

at
io

na
l p

ro
bl

em
s.

A sculpture by Marco Cianfanelli at the Nelson Mandela Capture Site in Howick, KwaZulu-Natal. 

The 50 non-linear steel columns seen individually when viewed from the side (back cover 

image: ©Sibusiso Manzini) align to form a two-dimensional portrait of Nelson Mandela when 

viewed from the front (front cover image: ©Paul Gregg/African Images/AfriPics). In an article on 

page 77, Manzini motivates for broadening current perspectives of innovation in South Africa, 

beyond science and technology.
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