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We investigated different take-up rates of home loans in cases in which banks offered different interest 
rates. If a bank can increase its take-up rates, it could possibly improve its market share. In this article, 
we explore empirical home loan price elasticity, the effect of loan-to-value on the responsiveness of home 
loan customers and whether it is possible to predict home loan take-up rates. We employed different 
regression models to predict take-up rates, and tree-based ensemble models (bagging and boosting) 
were found to outperform logistic regression models on a South African home loan data set. The outcome 
of the study is that the higher the interest rate offered, the lower the take-up rate (as was expected). In 
addition, the higher the loan-to-value offered, the higher the take-up rate (but to a much lesser extent than 
the interest rate). Models were constructed to estimate take-up rates, with various modelling techniques 
achieving validation Gini values of up to 46.7%. Banks could use these models to positively influence their 
market share and profitability. 

Significance:
•	 We attempt to answer the question: What is the optimal offer that a bank could make to a home loan client 

to ensure that the bank meets the maximum profitability threshold while still taking risk into account? To 
answer this question, one of the first factors that needs to be understood is take-up rate. We present a 
case study – with real data from a South African bank – to illustrate that it is indeed possible to predict 
take-up rates using various modelling techniques. 

Introduction
On a daily basis, banks receive home loan applications from potential customers. Depending on the customer’s 
risk profile, affordability and other factors, the bank decides whether or not to offer a home loan to this customer. 
The risk profile and affordability dictate the interest rate and which loan amount (relative to the value of the house) 
will be offered. The take-up of these offered home loans influences the profit of a bank. If more customers take-up 
the offers, the profit can potentially increase (i.e. the bank’s market share might increase) and if customers do 
not take-up these offers, the bank cannot potentially increase profit and market share. However, if more high-risk 
customers take up these offers, the bank might lose money due to customers defaulting. If low-risk customers 
decline these offers, the bank loses potential income. By understanding the factors that influence the take-up rates 
of home loans offered, the bank potentially benefits through increased market share and profits. In this paper, we 
build a model to predict the probability of take-up of home loans offered by focusing on interest rate1 and loan-
to-value (LTV)2. This take-up model relates to the responsiveness of a specific customer segment (based on, for 
example, the risk type of a customer) to a change in the quoted price. The ‘price’ of a home loan is the interest rate 
charged by a bank to the customer. 

Banks improve their market share (and possibly also profitability) when they increase the take-up rate by offering 
different interest rates (‘price’) to different customers using risk-based pricing. To determine which interest rate to 
charge and for which customer, the bank needs to understand the risk levels and price elasticity of a customer; that 
is, how sensitive the customer is to interest rate changes. For example, at a price of 10%, a bank might sell the credit 
product (home loan) to 100 customers, yet at a price of 11% it would only sell to 90 customers. This emphasises 
the importance of understanding ‘take-up probability’ (also referred to as the ‘price-response function’).

The aim of this paper is threefold. Firstly, we investigate price elasticity on a South African home loan data set. To 
investigate the effect of only interest rate on take-up, we will build a logistic regression using only one covariate 
(i.e. interest rate). Secondly, we illustrate the effect of LTV on take-up rates in South Africa. Again, to illustrate 
this, a logistic regression is built using only LTV as the covariate. Lastly, we investigate whether it is possible to 
predict take-up rates of home loans offered by a bank using a combination of LTV and interest rates. Both logistic 
regression and tree-ensemble models were considered. 

We focused primarily on the effect of interest rates and LTV on the take-up rates. Note that take-up rates are also 
influenced by other factors such as competitor offers, where another bank offers a home loan with more attractive 
terms (e.g. lower interest rate and higher LTV), which could hugely influence the take-up rate. Another factor is the 
turnaround time of an application, where a customer applies for a home loan at two different banks with similar 
loan terms. The bank that processes the application more swiftly is more likely to be accepted by the customer 
than the bank that takes longer to process the application.1 These factors were not taken into account in this paper.

Interest rates and LTV
Our focus in this paper is to investigate how interest rates and LTV influence take-up rates of home loans. A 
fundamental quantity in the analysis of what price to set for any product, is the price-response function – how 
much the demand for a product varies as the price varies. This is the probability that a customer will take up the 
offer of a home loan. We will distinguish between take-up and non-take-up – the customer accepting (take-up) 
or not accepting (non-take-up) the home loan from the bank. As in Thomas1, we will also use the terms ‘take-up 
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probability’ and ‘price-response function’ interchangeably. The simplest 
price-response function is the linear function, but the more realistic 
price-response function is the logit function.1 Within the retail credit 
environment, relatively little has been published about price elasticity, 
even though price elasticity is a well-known concept in other fields.

The effect of interest rates on take-up rates is also referred to as price 
elasticity. Phillips3 outlines a number of reasons why the same product 
(e.g. a home loan) can be sold at different prices. Note that from the 
bank’s viewpoint, banks typically ‘price’ for risk by charging a higher 
interest rate for higher-risk customers. From the customer’s viewpoint, 
however, banks can also ‘price’ their loan product at different interest 
rates to increase market share (and possibly profitability).4 Specifically, 
price elasticity can be seen as the willingness of a customer to pay 
for a product or service.1,5 Pricing is a strategic tool6 for acquiring new 
customers and retaining existing ones7. Limited studies of price elasticity 
have been done in emerging countries such as South Africa, for example 
the study on personal loans5 and the study on micro-loans8. Very little 
research has been conducted on the price elasticity of home loans, both 
locally and internationally. In this paper, we investigate price elasticity on 
a specific home loan portfolio of a South African bank.

LTV is considered to be one of the most important factors in home loans 
lending – the higher the LTV, the higher the risk is from the bank’s point 
of view.2,9,10 The LTV ratio is a financial term used by lenders to express 
the ratio of a loan compared to the value of an asset purchased. In a 
paper by Otero-González, et al.2, the default behaviour (risk) of home 
loan customers is explained using the LTV ratio. The influence of LTV 
on take-up rates is a ‘chicken-and-egg’ conundrum. The LTV offered to 
a customer will influence their take-up rate, but the LTV also influences 
the risk of the customer and their ability to repay the loan – the higher 
the LTV, the higher the risk of the bank losing money, as the sale of the 
property might not cover the home loan. On the other hand, the LTV 
offered to a customer is determined by the risk of the customer.11 The 
bank will consider the risk of the customer to determine what LTV to 
offer, that is, a higher-risk customer will qualify for a lower LTV in order 
to prevent over-extending credit to the customer.

The same is true for interest rates. The interest rate offered to the 
customer influences take-up rates. However, the risk of a customer 
determines the interest rate offered to that customer, and the interest rate 
offered to the customer then influences the risk. The higher the interest 
rate, the higher the monthly repayment, which affects the affordability to 
a customer and thereby influences the risk of the customer. 

Modelling take-up rates
The last aim of this paper is to predict take-up of home loans offered 
using logistic regression as well as tree-based ensemble models. 

Logistic regression is commonly used to predict take-up rates.5 Logistic 
regression has the advantages of being well known and relatively 
easy to explain, but sometimes has the disadvantage of potentially 
underperforming compared to more complex techniques.11 One such 
complex technique is tree-based ensemble models, for example 
bagging and boosting.12 Tree-based ensemble models are based on 
decision trees. 

Decision trees, also more commonly known as classification and 
regression trees (CART), were developed in the early 1980s.13 Decision-
tree models have several advantages14 – among others, they are easy 
to explain and can handle missing values. Disadvantages include their 
instability in the presence of different training data and the challenge of 
selecting the optimal size for a tree. Two ensemble models that were 
created to address these problems are bagging and boosting. We use 
these two ensemble algorithms in this paper.

Ensemble models are the product of building several similar models 
(e.g. decision trees) and combining their results in order to improve 
accuracy, reduce bias, reduce variance and provide robust models in 
the presence of new data.14 These ensemble algorithms aim to improve 
accuracy and stability of classification and prediction models.15 The 
main difference between these models is that the bagging model 

creates samples with replacement, whereas the boosting model creates 
samples without replacement at each iteration.12 Disadvantages of 
model ensemble algorithms include the loss of interpretability and the 
loss of transparency of the model results.15

Bagging applies random sampling with replacement to create several 
samples. Each observation has the same chance to be drawn for each 
new sample. A decision tree is built for each sample and the final model 
output is created by combining (through averaging) the probabilities 
generated by each model iteration.14

Boosting performs weighted resampling to boost the accuracy of the 
model by focusing on observations that are more difficult to classify or 
predict. At the end of each iteration, the sampling weight is adjusted for 
each observation in relation to the accuracy of the model result. Correctly 
classified observations receive a lower sampling weight, and incorrectly 
classified observations receive a higher weight. Again, a decision tree 
is built for each sample and the probabilities generated by each model 
iteration are combined (averaged).14

In this paper, we compare logistic regression against tree-based 
ensemble models. As mentioned, tree-based ensemble models offer a 
more complex alternative to logistic regression with a possible advantage 
of outperforming logistic regression.12

In the process of determining how well a predictive modelling technique 
performs, the lift of the model is considered, where lift is defined as 
the ability of a model to distinguish between the two outcomes of the 
target variable (in this paper, take-up vs non-take-up). There are several 
ways to measure model lift16; in this paper, the Gini coefficient was 
chosen, similar to measures applied by Breed and Verster17. The Gini 
coefficient quantifies the ability of the model to differentiate between the 
two outcomes of the target variable.16,18 The Gini coefficient is one of 
the most popular measures used in retail credit scoring.1,19,20 It has the 
added advantage of being a single number between 0 and 1.16

Scenario setting
In the South African market, home loans are typically offered over a period 
of 20 to 30 years. If an application passes the credit vetting process (an 
application scorecard as well as affordability checks), an offer is made 
to the client detailing the loan amount and interest rate offered. Both the 
deposit required as well as the interest rate requested are a function of 
the estimated risk of the applicant and the type of finance required. 

Ordinary home loans, building loans as well as top-up loans (a further 
advance on a home loan) are different types of loans offered in the retail 
sector.21 The value of the property is obtained from a central automated 
valuation system accessed by all mortgage lenders.22 Where an online 
valuation is not available, the property will be physically evaluated. 
Depending on the lender’s risk appetite, a loan of between 60% and 
110% of the property valuation will be offered to the applicant and is the 
LTV. The prime lending rate is the base rate that lenders use to make the 
offer, for example prime plus 2 or prime less 0.5. Mortgage loans are 
normally linked to interest rates and can fluctuate over the repayment 
period.23 Fixed interest rates are normally only offered on short-term 
unsecured loans. The repurchase rate (repo rate) is determined by the 
South African Reserve Bank (Central Bank) Monetary Committee and is 
the rate at which the Central Bank will lend to the commercial banks of 
South Africa.24 The prime rate is a direct function of the repo rate. 

In all analyses, we subtract the repo rate from the interest rate to remove 
the effect of the fluctuations due to the fiscal policy that is reflected 
by the repo rate. This ensures that our analysis is not affected by the 
specific level of interest rate in South Africa. The analysis is done on 
the percentage above or below the repo interest rate. Note that as South 
Africa is a developing country, the repo rate fluctuates more frequently 
than it does in developed economies.

The sample consisted of 294 479 home loan approvals from one South 
African bank, with offers between January 2010 and July 2015. From 
these offers, 70% were taken up by the applicants for the varying LTVs 
and interest rates. The type of data available for each customer are:
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•	 General demographic information gathered at application (e.g. 
income, gender, employment type).

•	 The application risk grade (the result of a home loan application 
scorecard resulting in five risk grades, with Risk Grade A being the 
lowest risk and Risk Grade E the highest risk). 

•	 Information about the home loan offered (e.g. interest rate offered 
in terms of repo rate, the LTV, the term, type of loan i.e. building 
loan (B), further advance building loan (FAB), further advance 
ordinary loan (FAO), ordinary home loan (O); and an indicator as to 
whether the customer was new to this bank’s home loan or not).

The risk grades are provided in Figure 1. The left side of Figure 1 indicates 
the lowest risk (Risk Grade A) and the right indicates the highest risk 
(Risk Grade E). The risk grade is usually derived from the results of a 
credit scorecard.20,25

Figure 2 shows the interest rates offered. Note that in Figure 2 the interest 
rate is adjusted by subtracting the repo rate. 

The LTV offered is illustrated in Figure 3. A lower value of LTV indicates 
that the home loan value is less than the property value (i.e. 50% < 
LTV < 100%) and a higher value of LTV is where the home loan value 
is higher than the property value (i.e. LTV > 100%). An LTV higher than 
100% can include additional costs (e.g. transfer cost), which is usually 
allowed for first-time buyers.

Price elasticity: Interest rate effect on take-up 
rates
To investigate the sensitivity of take-up to a change in the interest rate 
offered, a logistic regression was built. First, the data were split26 into a 
training data set (70% or 205 802 observations) and a validation data set 
(30% or 88 677 observations), keeping the 30% non-take-up and 70% 
take-up rates in both data sets18, in other words, stratified sampling27. 
The following data preparations were performed: subtract the repo rate 
from the interest rate; change class variables to numeric variables (using 
indicator functions); and scale certain variables (e.g. divide by 10 000).
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Figure 1: Risk grades of the home loans analysed (with Risk Grade A being the lowest risk and Risk Grade E the highest risk).
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Figure 2: Interest rates offered for home loans analysed.
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Figure 3: Loan-to-value (LTV) offered for home loans analysed.
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A logistic regression model was built to predict a take-up rate given a 
certain interest rate (or LTV) offered. The probability of take-up is defined 
as the number of customers taking up a home loan divided by the number 
of customers who were offered a home loan. Note that the interest rate 
(and LTV) is an iterative process due to affordability (this relates to the 
chicken-and-egg conundrum). The resulting logistic regression is the 
price-response function. As mentioned before, a realistic price-response 
function is the logit function and therefore a logistic regression works 
very well in this context.

Using 5.5 years’ of home loan data, a logistic regression was fitted on 
the interest rate:

1+e-{θ}

1
p=

where θ=β0+β1 X1%, and p is the probability of take-up and where X1 is 
the recommended interest rate offered to the customer.

Due to confidentiality, the details of the estimates (β0, β1) are not given, 
but the logistic regression equation (p) is plotted in Figure 4. The Gini 
coefficient on the training data set was 0.316 and on the validation data 
set it was 0.314. The 95% confidence interval on the Gini coefficient on 
the validation data set was determined as (0.307; 0.322). 

Figure 4 clearly shows that price elasticity exists in the home loans 
portfolio. The higher the interest rate offered, the lower the take-up rate. 
The take-up rates vary between 0% (very high interest rates) and 90% 
(very low interest rates offered). This illustrates the acceptance of loans 
that vary with the level of interest rate offered. 

Interest rate effect on take-up rates: Different 
risk grades
We now investigate whether the price elasticity curves are the same for 
‘good’ and ‘bad’ customers.

The logistic regression equation fitted to both the risk grade and interest 
rate shows that customers with medium to high risk – in other words, 
‘bad’ customers – are less sensitive to rate changes than customers 
with low risk who are considered ‘good’ customers, as depicted in 
Figure 5. This shows that the take-up rate is higher for ‘bad’ customers 
versus ‘good’ customers for a given interest rate. 

LTV effect on take-up rates
We now investigate how sensitive home loan customers are to the LTV 
offered. Again, note that the LTV is determined greatly by the risk of the 
customer as well as the size of the loan. 

The following logistic regression was fitted:

1+e-{θ}

1
p=

where θ=β0+β2 (X2) and p is the probability of take-up and where X2 is 
the LTV calculated by the LTV rules in place at that specific time. 

The Gini coefficient on the training data was 0.087 and on the validation 
data set was 0.093, with a 95% confidence interval of (0.084; 0.101). 
The Gini coefficient is much lower than the previous logistic regression 
developed for interest rates and we can reason that LTV has a much 
lower effect on take-up rates than does interest rate. Figure 6 illustrates 
the logistic regression equation fitted to LTV. We can see that the take-
up rates now only vary between 59% and 74% (versus 0% to 90% 
in Figure 4). 

Figure 6 shows the sensitivity of customers to LTV: the higher the LTV 
offered, the higher the take-up rate. This is not as prominent as the 
sensitivity of customers to interest rates when comparing Figure 4 with 
Figure 6. The reasoning behind this is that high-risk customers have 
limited options, as mentioned with interest rates. However, low-risk 
customers will either obtain a high LTV (resulting in take-up) or will be 
able to afford the deposit on a lower LTV loan (still resulting in take-up). 
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Figure 4: Probability of take-up given the interest rate offered (using logistic regression).
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Figure 5: Probability of take-up given the interest rate offered (per risk grade).
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Predicting take-up rates using logistic 
regression
Now we consider the combination of variables in logistic regression. 
All available variables were tested using a stepwise regression and six 
of the variables were significant at a 0.1% p-value. We fitted a logistic 
regression equation (again using 5.5 years’ of home loan data): 

1+e-{θ}

1
p=

where

θ=β0+β1(X1%)+β2X2+β3Ι(X3=A)+β4Ι(X3=B)+β5Ι(X3=C)+β6Ι(X3=D)
+β7Ι(X4=1)+β8Ι(X5=B)+β9Ι(X5=FAB)+β10Ι(X5=FAO)+β11Ι(X6=1), 

and where:

p is the probability of take-up;

X1 is the recommended interest rate (interest rate offered to client);

X2 is the LTV calculated by the LTV rules in place at that specific time;

X3 is the Applicant Risk Grade;

X4 is 1 or 0 for employment type;

X5 is the type of loan; and

X6 is 1 for new to home loans and 0 otherwise.

The Gini coefficient on the training data was 0.410 and on the validation 
data set was 0.403, with a 95% confidence interval of (0.396; 0.412). 
Using the absolute value of the standardised estimates, the importance 
of the six variables is as follows: 1. interest rate; 2. employment; 
3. LTV; 4. new to home loan; 5. risk grade and 6. type of loan. The 
logistic regression with more variables increased the previous Gini 
coefficient (where only interest rate was used) from 0.314 to 0.403 – 
an improvement of 28% on the validation Gini coefficient. The increase 
in the Gini coefficient on the training data could be due to the fact 
that more variables were used.28 The fact that the Gini coefficient on 
the validation data set is similar to that on the training data shows that 
our model is generalising well and will be able to predict new cases.29 
Logistic regression is a relatively simple technique, and the question 
arose whether a more complex technique could further improve the 
model performance. 

Predicting take-up rates using tree-based 
ensemble models
We investigate two tree-based ensemble models: boosting and bagging. 
Other techniques were also investigated, such as neural networks, 
rule induction and support vector machines, but were found to be less 
effective. A brief explanation of each of these techniques and the related 
results are provided in the supplementary material. 

All models were built using the SAS Enterprise Miner software. SAS 
is a statistical software suite developed by the SAS Institute for data 
management, advanced analytics, multivariate analysis, business 
intelligence, criminal investigation and predictive analytics.30 SAS 
Enterprise Miner is an advanced analytics data mining tool intended to 
help users quickly develop descriptive and predictive models through a 
streamlined data mining process.30

We have already mentioned that decision trees have several advantages 
and disadvantages and that ensemble models overcome these dis-
advantages while still maintaining the advantages. However, these 
ensemble models introduce their own disadvantages, namely the loss 
of interpretability and the transparency of model results. Bagging applies 
an unweighted resampling that uses random sampling with replacement, 
while boosting performs weighted resampling. 

The bagging ensemble model resulted in a training Gini coefficient of 
0.472 and a validation Gini coefficient of 0.467, with a 95% confidence 
interval of (0.460; 0.474). The boosting achieved similar results with 
a Gini coefficient on the training data set of 0.477 and on validation of 
0.469, with a 95% confidence interval of (0.462; 0.477). From the Gini 
coefficient of 0.403 obtained previously using logistic regression, this 
improvement to 0.467 is a 16% increase on the validation Gini coefficient. 
The improvement of the Gini coefficient on the training data set could be 
due to the fact that we are using a more complex technique than logistic 
regression.28 Note again the fact that the Gini coefficient on the validation 
data set is similar to the Gini coefficient on the training data, showing that 
the model did not overfit and in fact generalises well.29

Figure 7 shows the validation Gini with the 95% confidence interval. The 
16% improvement using bagging or boosting (tree-based ensemble) on 
Gini is clear, but this comes at a disadvantage: the loss of interpretability 
and transparency. An overall decision needs to be made whether the 
improvement outweighs the loss of interpretability. 

A summary of the abovementioned modelling techniques considered 
in this paper is given in Table 1, including the Gini results of both the 
training and validation data sets. It is clear that the tree-based ensemble 
models (bagging and boosting) outperformed the logistic regression. 
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Figure 6: Probability of take-up given the loan-to-value (LTV) offered.
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Table 1: Gini results of different modelling techniques used

Modelling 
technique

Gini (training) Gini (validation)
95% Confidence 

interval (Gini 
validation)

Logistic 
regression with 
interest rate

0.316 0.314 (0.307; 0.322)

Logistic 
regression with 
loan-to-value

0.087 0.093 (0.084; 0.101)

Logistic 
regression with all 
six variables

0.410 0.403 (0.396; 0.411)

Bagging with all 
six variables

0.472 0.467 (0.460; 0.474)

Boosting with all 
six variables

0.477 0.469 (0.462; 0.477)

Further investigation
The customers who did not take up the home loan offer were further 
investigated to determine whether they subsequently took up another 
home loan at another institution. This was attempted by using bureau 
data. Unfortunately, only 13% of these non-take-ups were matched on 
the bureau as taking up another home loan at another institution. There 
are many reasons for the low match, including identification numbers 
not matching (this could be due to a joint account).

If the customers did take up another home loan, we investigated whether 
they took up a more attractive home loan offer in terms of interest rate 
and LTV. A higher LTV and a lower interest rate were considered better 
offers, and vice versa. 

Figure 8 shows the breakdown of the home loans offered at another 
institution. The results indicate that 22% moved due to a similar or worse 
deal, 11% moved due to a better (i.e. lower) interest rate, 48% moved 
due to a better (i.e. higher) LTV, and 19% moved due to a better interest 
rate and a better LTV. 

22%

11%

48%

19%
Similar or worse deal

Better (lower) interest rate

Better (higher) LTV

Better interest rate and better LTV

Figure 8: Breakdown of home loan offers taken up at another institution.

Conclusion and future research
The main contributions of this paper are threefold. Firstly, the effect of 
price elasticity in this specific South African’s bank home loan database 
was illustrated. The higher the interest rate offered, the lower the take-
up rate. Additionally, it was observed that high-risk customers are less 
sensitive to interest rate changes than are low-risk customers. 

Secondly, we observed that home loan customers are sensitive to 
LTV: the higher the LTV offered, the higher the take-up rate (but not as 
sensitive as to interest rates offered). The ‘chicken-and-egg’ conundrum 
does pose some difficulty as the risk of a customer determines the 
LTV offered to the customer, and the LTV offered to the customer then 
influences the risk. Also, the LTV offered to the customer influences the 
take-up. A similar conundrum exists with interest rates. 

Thirdly, models were built to predict the probability of take-up using 
home loan data over a 5.5-year period. Although logistic regression 
could predict take-up rates for home loan customers quite well, tree-
based ensemble models can predict take-up rates more accurately 
(up to 16% improvement on validation Gini coefficients), but at a cost 
of interpretability. 

The results of the bureau study indicate that 22% of customers moved 
to a home loan offered by another institution due to a similar or worse 
deal, 11% moved due to a better (i.e. lower) interest rate, 48% moved 
due to a better (i.e. higher) LTV, and 19% moved due to a better interest 
rate and a better LTV. 

Many of the factors that influence take-up have not been captured into the 
models built in this paper, such as competitor offers, customer service, 

0.380

0.400

0.420

0.440

0.460

0.480

0.500

Gi
ni

Logis�c Regression                     Bagging                    Boos�ng

Valida�on Gini

95% confidence interval

Figure 7: Validation Gini with 95% confidence interval.
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and so on. Unfortunately, it is very difficult to measure competitor offers. 
A future research topic could be to investigate the development of a 
factor that could reflect this influence.

With regard to adverse selection, lowering the interest rate could 
disproportionately draw high-risk customers.31 This paper once again 
confirms that choosing the appropriate interest rate for a home loan 
is not as straightforward as it may seem.4 In addition to general price 
sensitivity, adverse selection is an important characteristic in retail credit 
that is likely to have a significant impact on pricing.32 In related literature, 
various definitions of adverse selection can be found. For instance, 
there is a distinction made between adverse selection on observable 
information and adverse selection on hidden information.33 Phillips and 
Raffard34 make the same distinction but refer to direct and indirect adverse 
selection. A further research idea can be to investigate whether adverse 
selection exists in the South African home loan market. According to 
Thomas1, adverse selection needs to be taken into account as part of 
risk-based pricing as it influences the interaction between the quality 
of the customers and the probability of them taking up credit products.

In this paper, the Gini coefficient was chosen to measure model lift. 
A future research investigation could be to add other measures and 
compare the results when using these measures.

Note that this paper addresses a subset of the main question: What is 
the optimal offer that a bank could make to a home loan client to ensure 
the maximum profit for the bank while still taking risk into account? To 
fully answer this question, all the underlying factors need to be identified, 
then understood and, if possible, used to model these factors. This 
paper started with the take-up probability, which is one of the factors 
influencing the main question. Future research could be to expand on 
this to address other factors that influence the answer to this question. 

Another possible future research idea could be to investigate the effect of 
the LTV policy rules on the models built that contained LTV as a variable. 
This specific bank had certain LTV policy rules in place at specific times. 
These LTV rules were based on, among other criteria, property values 
and risk grades. For example, if the property value was less than ZAR1.5 
million and the applicant risk grade was C, the maximum LTV allowed 
would be 85%. These LTV rules regularly change at the bank and the 
influence of these policy rules could be researched. 
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